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Abstract

Survival curve behaviour and degree of correspondence between the Linear Quadratic model (LQ) and experimental data in an extensive dose range for high dose rates were analyzed. Detailed clonogenic assays with irradiation given in 0.5 Gy increments and a total dose range varying from 10.5 to 16 Gy were performed. The cell lines investigated were: CHOAA8 (Chinese hamster fibroblast cells), U373MG (human glioblastoma cells), CP3 and DU145 (human prostate carcinoma cell lines). The analyses were based on $\chi^2$-statistics and Monte Carlo simulation of the experiments.

A decline of LQ fit quality at very low doses (< 2 Gy) is observed. This result can be explained by the hypersensitive effect observed in CHOAA8, U373MG and DU145 data and an adaptive type response in the CP3 cell line. A clear improvement of the fit is discerned by removing the low dose data points. The fit worsening at high doses also shows that LQ cannot explain this region. This shows that the LQ model fits better the middle dose region of the survival curve.
The analysis conducted in our study reveals a dose dependency of the LQ fit in different cell lines. The $\alpha/\beta$ ratios resulting from the LQ fit with and without low dose data points show differences of 42, 40, 23 and 24% for CHOAA8, CP3, U373MG and DU145 respectively.
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Glossary

LQ: Linear Quadratic model.
LQL: Linear-Quadratic-Linear model.
\( \alpha \): Parameter in LQ model.
\( \beta \): Parameter in LQ model.
G(\(\mu,t\)): The Lea-Catcheside dose protraction factor.
\( \alpha/\beta \): Ratio of the two parameters of LQ model.
DNA: Deoxyribonucleic acid.
ds\(b\): Double-strand-break in DNA.
ss\(b\): Single-strand-break in DNA.
HRS: Hyper radiosensitive effect.
RR: Radio Resistant effect.
PE: Plating Efficiency.
F: Surviving Fraction.
S: Surviving Fraction corrected by multiplicity factor.
\( \bar{N} \): Multiplicity factor.
LET: Linear Energy Transfer.
Dose range: Dose range used in the fit.
Initial dose of the range: Lower bound of the range.
Final dose of the range: Upper bound of the range.
Very low dose region: Region in the survival curve defined by the very low doses that are characterized by the presence of HRS/RR or adaptive type responses.
Low dose region: Region in the survival curve defined by the low doses and where LQ model is not fitting well.
Middle dose range: Region in the survival curve defined at middle doses and characterized by LQ behaviour.
High dose region: Region in the survival curve defined by the high doses and where LQ model is not fitting well.
HeLa: Human cancer of the Cervix cell line.
CHOAA8: Chinese Hamster Ovary cell line.
CP3: Human Prostate Cancer cell line.
U373MG: Human Glioma cell line.
DU145: Human Prostate Cancer cell line.
LSM: Least Square Method.
$\alpha_{si}$: Significance level
$\chi^2/df$: Chi-Square divided by the number of degrees of freedom.
Chapter 1

INTRODUCTION

One of the principal aims of radiation biology is to explain observed phenomena related with the therapeutic uses of radiation. A good model that represents the processes involved in the radiation interaction with cells, tissues and organs, and their radiation response would give the scientific community a better tool for the improvement of radiotherapy treatment.

1.1. Response of Cells to Radiation

When living tissues are exposed to ionizing radiation they undergo changes resulting in a reduction of the number of viable cells. The absorption of radiation in biological tissues leads to the immediate production of ionized and excited atoms, which could directly interact damaging critical targets. They could also break the chemical bonds of the surrounded material forming highly reactive free radicals, which are able to diffuse and react with the targets producing a chain of
processes leading to irreversible damage.\textsuperscript{1} It is widely believed that the damage which is most significant for mutation and loss of cell viability, is damage in DNA.\textsuperscript{2,3}

The quantification of cell killing depends on the type of cell and its normal function. For cells that are not actively proliferating, cell death can be defined as loss of function. On the other hand, for cells that are actively dividing, cell death is defined as its loss of ability to divide and multiply. For cancer cells for example, one of the most important characteristics is the ability to multiply (production of viable progeny); as a consequence, the loss of ability to undergo mitosis would represent the cancer cell death.\textsuperscript{3}

\subsection*{1.2. Survival Curve}

In radiobiology, one of the most important concepts is cell survival. Radiation has many effects on cells; among them is the loss of colony forming ability. The proportion or fraction of cells that remains able to form colonies of daughter cells after radiation exposure is called the cell survival fraction.

From the point of view of tumour eradication and sparing of normal cells, survival can be used to describe the sensitivity of cells to radiation through the “cell survival curve”; that is a plot of surviving fraction against dose.\textsuperscript{1,3} Survival curves \textit{in vitro} can just be used to guide clinical response on relative bases because single cells growing in a petri dish do not behave exactly like in the tissue. The
cell growth rate, cycle, communication, temperature and environment and hence its quantitative dose response differ. However, the knowledge of cell radiosensitivity and the general shape of survival curve are very useful. Establishing dose-response relationship makes possible to compare dose responses in different cell lines, dose rates, milieu, and the effects of different radiosensitizers, fractionation schemes or oxygen and cycle effects among others.

Figure 1.1 shows a typical example and the first mammalian cell survival curve for HeLa cells exposed to X-rays. The surviving fraction is plotted on a logarithm scale vs. radiation dose. This cell line is represented by a curve that has a small initial shoulder.

Fig.1.1 Survival Curve for HeLa cell line [T.T. Puck and P. I. Marcus 1956 (Ref. 4)]
The general response in terms of survival curve shape could be described by the presence of an initial slope at low doses, followed by a shoulder and a final slope at the end of the survival curve.\cite{1,5} However, this shape varies depending on different factors, such as, cell line, radiation type and radiation dose rate.\cite{1,3}

The shapes of the survival curve and their models on a biological basis have been the subjects of extensive investigations. Many models have successfully fitted the experimental data; however a universal theory of radiation cell killing is not yet realized.\cite{1,3,6-8}

One of the most extensively used models for cell survival analysis\cite{5,9-12} and for studying radiobiological end-points\cite{13-15} is the Linear Quadratic model (LQ). It properly describes the survival curve with a very simple equation and with just two basic mechanisms of cell killing: non-repairable lesion and repairable lesion exchange.\cite{16} In addition, it can also offer a credible explanation of fractionation effects observed in radiotherapy, which illustrates its applicability in comparing and switching among different radiotherapy regimes.\cite{17-24}

How the LQ formalism can describe dose-response relations produced by acute dose delivery regimen and compare different cell radiosensitivity is presented in Figs.1.2 and 1.3. The figure shows the experimental survival curves \textit{in vitro} for DU145, CP3 and CHO cell lines. The data were published by Algan\cite{25} and Bartkoviak,\cite{26} respectively.
Fig.1.2 Clonogenic Survival Curves for DU145 and CP3 cell lines. [O. Algan et al. 1996 (Ref. 25)]

Fig.1.3 Clonogenic survival Curve for CHO cell line [D. Bartkoviak et al. 2001 (Ref. 26)]

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
These curves are representative examples of the cell survival data published, characterized by a short dose range, around 6 to 10 Gy and increments of 1 or 2 Gy. More detailed information could rarely be found, and it would be mostly within the first 2 Gy dose range, thus limiting the usefulness of the data in developing and fitting cell survival models.

1.3. Objectives
Starting from the general survival shape, it could be expected that there is dose range dependency of the LQ fit. Therefore, the aim of this research study is to analyze the survival behaviour and quantify the degree of correspondence between LQ model and experimental data in an extensive dose range for X-radiation at dose rates comparable to those used in therapy. Since the data found in the literature were not detailed enough for a wide dose range, conventional but very detailed clonogenic assays in a broad range of dose for several cell lines are performed.

The analyses are based on goodness of fit and Monte Carlo simulations of the experiments. Under the assumption of Gaussian errors, the LQ model behaviour at different dose ranges for all the cell lines is studied. $\chi^2$-values divided by the number of degrees of freedom and observed P-values are determined. Hypothesis tests for 5% significance level are also performed. In addition, one thousand experiments are generated applying Monte Carlo technique to estimate
the difference between the expected and the Monte Carlo simulated \( \chi^2 \) and 'P-value' distributions.

The influence of data dose range in fitted parameters and the consequences in a more clinical oriented \( \alpha/\beta \) ratio will also be evaluated.
Chapter 2

THEORY

The Linear Quadratic model has been widely used since it successfully describes the tendency of cell survival with a very simple equation and with just two basic mechanisms of cell killing: lethal lesion and sub-lethal lesion exchange.

The formalism, when applied to more frequently used radiotherapy doses has been shown to have significant mechanistic basis, especially for low LET radiation at not very high doses.²⁷ Even though there are some limitations, the LQ approach is a practical tool with a successful applicability in fractionated radiotherapy¹⁷⁻²⁴ giving very simple and fundamental information of radiobiological damage. The basis of its development and some limitations are presented below.
2.1. Linear Quadratic Model

The model is represented by the simple equation:

\[ S = \exp\left(-\alpha D - G(\mu, t)\beta D^2\right) \]  

(2.1)

S is the surviving fraction, D is the radiation dose, \( \alpha \) and \( \beta \) are constants. \( G(\mu, t) \) is the Lea-Catcheside dose protraction factor\(^{28}\) between 0 and 1, taking into account the dose rate and repair constant, \( \mu \); and \( t \) is the irradiation time.

The first term of the exponent is a linear component (when plotted on semilog graph) of the cell killing. It represents the amount of non-repairable damage leading irrevocably to cell death and defines the initial slope of the cell survival curve. The second one is the quadratic term, which defines its curvature. It represents the process of repairable lesion exchanges.

2.1.1. A Molecular Theory of Cell Survival based on LQ model

Chadwick and Leenhouts\(^{16}\) and Kellerer and Rossi\(^{28}\) were the precursors of this theory. The biological basis of Chadwick and Lernout's model comes from the idea that the linear component would represent the spatially random production of lethal lesions that might be produced from direct induction of double-strand-break (dsb) in the DNA molecule, which means that every dsb is a result of one
radiation event. That kind of damage is called a lethal or non-repairable lesion. Fig.2.1.a. illustrates this idea.

![Diagram of dsb](image)

**Fig.2.1** Schematic representation of the dsb by: (a) one-track event, and (b) two-track events.

On the other hand, the quadratic component is a result of two single-strand-breaks (ssb) or sub-lethal lesions coming from two different radiation events, but both ssb are close enough producing a dsb, Fig.2.1.b. Since a ssb could be repaired if the cell has time before a new sub-lethal lesion is produced, this damage represents the number of repairable or sub-lethal lesion exchanges. The respective linear and quadratic components are shown in Fig.2.2.
Fig. 2.2 Illustration of the two components that make up the linear quadratic model. The linear component is \(-\log S = \alpha D\); the quadratic component is \(-\log S = \beta D^2\).

The assumptions behind the theory that Chadwick and Leenhout presented are summarized as:

- The critical target is the DNA (double helix)
- The critical damage leading to the cell death is a double strand break.
- Radiation produces a breakage of molecular bonds in the DNA strands.
- The broken bonds in a DNA strand can be repaired or restituted.

Starting with the assumptions above the model is developed as follows:

First, the number of DNA single strand breaks is obtained. The number of ssb per unit dose is:
\[
\frac{dN}{dD} = -kN
\]

And the number of bonds remaining \( N \) after the administered dose \( D \) is equal to:

\[
N = N_1 e^{-kD}
\]

(2.3)

where \( k \) is the probability per bond and unit dose of ssb formation and \( N_1 \) is the number of bonds in the first strand. Thus, the number of broken bonds in the first strand is:

\[
N_{1\text{ssb}} = N_1 - N = N_1 \left(1 - e^{-kD}\right)
\]

(2.4)

Similarly for the number of broken bonds in the second strand, \( N_{2\text{ssb}} \), and the number of direct double strand breaks, \( N_{\text{direct}}^{\text{dsb}} \), produced are:

\[
N_{2\text{ssb}} = N_2 - N = N_2 \left(1 - e^{-kD}\right)
\]

(2.5)

\[
N_{\text{direct}}^{\text{dsb}} = N_0 - N = N_0 \left(1 - e^{-k_0D}\right)
\]

(2.6)

where \( k_0 \) is the probability per bond and per unit dose of producing a dsb. \( N_0 \) is the number of sites for potentials dsb \( (N_0 \leq N_1, N_2) \).

Considering as \( \varepsilon \), the probability that two ssb are close enough to interact, the number of dsb produced by interaction of ssb is:
The total number of dsb is:

\[ N_{int\,er}^{\text{db}} = N_1 N_2 e \left(1 - e^{-kd}\right)^2 \]  

(2.7)

The total number of dsb is:

\[ N_{total}^{\text{db}} = N_0 \left(1 - e^{-k_0 D}\right) + N_1 N_2 e \left(1 - e^{-kd}\right)^2 \]  

(2.8)

There is experimental evidence that lesion formation follows a Poisson distribution given by the correspondence of the number of chromosomal aberrations and the natural logarithm of cell survival.\textsuperscript{29} Therefore, assuming that lesion formation follows a Poisson distribution, the probability that no lesions are formed is given by Poisson distribution with zero number of lesions (n=0) and expected number of lesions equal \( \lambda \). Then, the survival can be expressed as:

\[ S = \frac{\lambda^n}{n!} e^{-\lambda} \]  

(2.9)

\[ S = e^{-\lambda} \]  

(2.10)

Combining Eqs.2.8 and 2.10 the survival probability is given by:

\[ S = e^{-N_0 \left(1 - e^{-k_0 D}\right) - N_1 N_2 e \left(1 - e^{-kd}\right)^2} \]  

(2.11)

If \( k_0 \) and \( k \) are assumed to be very small, we can expand in Maclaurin series the exponential term and keeping the first two terms we obtain:

\[ S = e^{-N_0 \left(1 - e^{-k_0 D}\right) - N_1 N_2 e \left(1 - e^{-kd}\right)^2} = e^{-\alpha D - \beta D^2} \]  

(2.12)
where $\alpha = N_0 k_0$ and $\beta = N_1 N_2 \varepsilon k^2$

For simplicity the derivation above has some omissions compared with the original obtained by Chadwick. It was developed by Carlone and does not take into account cell repairing mechanism while Chadwick considered the repair ability as a constant factor reducing the number of ssb.

Further research showed that ssb does not have serious biological consequences associated with cell killing since it can be easily repaired using the information from the opposite strand. On the other hand, the dsb becomes the most important type of lesion highly correlated with chromosomal aberration induction. The dsb can also be repaired through a non-homologous or homologous recombination repair mechanism.

From the new standpoint, the LQ formalism represents the lethal lesions produced by one or two radiation events as before. However, the linear component now stands for the chromosomal aberration created by two dsb’s induced by a single radiation event while the quadratic component represents the chromosomal aberration from the interaction of two repairable dsb’s.

This mechanistic interpretation has been a polemic issue in the realm of radiobiology. At the beginning the LQ approach was considered an empirical relationship that successfully fits a wide range of experimental cell survival data. The significance increased as the result of connection between $\alpha/\beta$. 
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ratio and 'early' and 'late' effects. The analysis of time-dose relationships in fractionation regime is consistent with the data under the assumption of linear-quadratic dose-effect approach that will be presented later on.

2.1.2. The Lea-Catcheside Dose Protraction Factor

The Lea-Catcheside dose protraction factor, $G(\mu, t)$, is introduced to take into account cell repair capacity. The function $G$ has been derived using different methods and both are originally due to Douglas Lea.\textsuperscript{28, 36, 41, 42}

For a constant dose rate $R$, the protraction factor $G$ becomes the well-known expression:

$$G(\mu, t) = \frac{2}{\mu t} \left[ 1 - \frac{1}{\mu t} \left( \frac{1 - e^{-\mu t}}{\mu} \right) \right] \quad (2.13)$$

Here $\mu$ is the repair rate constant and $t$ is the irradiation time.

Applying L'Hopital's rule it can be seen that $G(\mu, t) = 1$ when $\mu t \to 0$. In the case of acute delivery regimen and high dose rate, when there is no time for repairing, $G$ is considered equal to one.
2.1.3. The $\alpha/\beta$ Ratio. Definition and Importance

The next important concept highly employed in radiotherapy and coming from the linear quadratic model is the $\alpha/\beta$ ratio. From Eq.2.12 it can be seen that $\alpha/\beta$ ratio represents the dose at which linear and quadratic component have the same weight in the process of cell killing. This means that the number of cells killed by the two mechanisms, lethal lesion and sub-lethal lesion exchange, are equal. The $\alpha/\beta$ ratio can be determined from the fit of LQ model to the survival curve, and from iso-effect analysis for fractionated regime where it acquires a notable importance.

For fractioned exposure LQ becomes:

$$S = \exp\left(-\alpha D\left[1 + \frac{d}{\alpha/\beta}\right]\right)$$

where $D$ is the total dose in $n$ fractions, $d$ is the dose per fraction ($D = nd$) and $\alpha/\beta$ is the $\alpha/\beta$ ratio for one kind of tissue.

Equation 2.14 shows that for high values of $\alpha/\beta$ the main component of cell killing is non-repairable lesions expressed by the linear component. This makes survival strongly dependent on the total dose $D$ delivered to the tissue. However, if the dose per fraction $d$ is of same order as the $\alpha/\beta$ ratio, then both components have to be taken into account. This issue is strongly associated to the early and late cell-response as it is explained below.43
There is a cell cycle time dependence of the interval between irradiation and observable cellular response such as desquamation or reddening of the skin, losing the ability of forming colonies if the cells are growing in a petri dish, or organ reduced capacity. Early-responding cells are those that cycle quickly showing 'early' the damage; it could be in few days or weeks. For example skin, mucosa and most tumours are tissues that tend to have high values of $\alpha/\beta$ ratios. Late responding cells are those that cycle slowly showing the effect of radiation 'late', and they tend to have low $\alpha/\beta$ ratios. For example brain tissue, spinal cord, lung and kidney are late responding tissues and are the tissues that we want to protect in radiotherapy. The biological effect that relates the $\alpha/\beta$ ratio to the time required for the cells to divide and cycle is the strength of LQ approach.\textsuperscript{1,44}

The mechanisms of cell killing in the tumours depend mainly on the total dose delivered, while for the normal surrounding tissue we have both components - the linear and the quadratic. Thus fractionation becomes an important strategy in order to control the tumour and spare the normal tissues.

After years of experience the efficacy of fractionation is well known. Based on radiobiological experiments and clinical data, it has been demonstrated that dividing a dose into a number of fractions spares normal tissues because the cells have time enough to repair sub-lethal damage between dose fractions, and they also repopulate if the overall time is sufficiently long. Thus, the LQ model
explains one of the reasons why the therapeutic results are better for protracted irradiation than for a single dose.

2.1.4. Shortcoming of LQ Model

The derivation of LQ model described in section 2.1.1 shows that the cell survival relationship has two components: a linear term ($\log S = -\alpha D$) and a quadratic term ($\log S = -\beta D^2$). The initial slope is defined by the $\alpha$-component and the following region is described by a curve, which continuously bends as result of both components. In this model there is no exponential asymptote at high doses while many experimental cell survival curves exhibit a constant final slope. This has been a reason for criticism of the model regardless of its advantages.

Another method to derive a variant of the linear-quadratic formalism was developed by Carlone in order to investigate the ability of the model to properly describe the high dose region of survival curve.$^{30, 45}$

Other additional aspects to take into account are the adaptive and hypersensitive/radioresistant responses, which are presented in mammalian cells.$^{46-48}$ There are many studies focused on the cellular and genetic damage after high dose exposure, however, much less is known about cellular response to low dose radiation. Cells respond in a unique manner to low dose radiation by activating or inactivating genes involved in damage repair mechanisms of chromosomes, membranes and proteins.$^{49}$ It has been discovered that those
genes involved with low dose radiation response are different from the ones responding at high doses.

Some studies in mice and human cells reveal an adaptive response when cells are treated with very small radiation dose allowing cells to easier withstand to higher dose, similar to cellular response at low-level damage from chemicals, bacteria or viruses. The data concerned with adaptive effects and presented by different laboratories disagree due to the differences in adaptive response for different cell-lines. In general this effect has been observed in small dose range up to 1 Gy for many cell-lines and it has been specially studied as an example of induced resistance in human lymphocytes.

The next phenomena with potential interest in radiotherapy are the hyper-radiosensitivity (HRS) and radioresistance (RR) presented also at very low doses. Typically there is a region with high sensitivity in the survival response at doses bellow 0.5 Gy and followed by a region of increased radioresistance beyond 0.5 Gy up to 1 Gy where it is maximal and the curve starts descending again. The molecular mechanism of the process is still not clear but the current understanding assumes that the HRS seems to be a common survival response at very low doses. The increment of the dose will raise the levels of radiation-induced damage above a damage-sensing threshold triggering protective response, which activates a more efficient DNA repair and a RR response. Even though RR is considered by some authors an adaptive response, it is still
controversial whether the adaptive response mentioned before and HRS/RR are analogous phenomena and result from the same underlying mechanism.
Chapter 3

MATERIALS AND METHODS

3.1. Clonogenic Assays

3.1.1. Cell Lines and Culture

Four different cell lines were investigated. First were normal and non human CHOAA8, hamster fibroblast cells because they are very easy to work with and they have been widely investigated. The next cases were different kinds of human tumour cells: U373MG, human glioblastoma cells; and human prostate carcinoma cell lines CP3, and DU-145. Especially, the choice of prostate cancer cells is based on the recent controversial results from clinical modeling proposing low values of $\alpha/\beta$ ratio. This issue is related to hypofractionation of prostate cancer in radiation oncology field.\textsuperscript{54-57}
Cells were grown in a medium DMEM/F12 at pH 7, temperature 37°C in water-saturated air containing 5% CO₂. For Chinese hamster cells 1% penicillin/streptomycin antibiotic was added to avoid the risk of contamination.

### 3.1.2. Irradiation Procedure

Cells were irradiated using a Pantak Bipolar Series, model HF320 X-Ray unit operating at 250 kVp with 1.87 mm base Aluminum filter and a customized Aluminum flattening filter giving a dose rate of 190 cGy/min. All the doses were delivered in just one fraction 18 hours after the cells were plated.

### 3.1.3. Clonogenic Survival

The principle of survival in *in vitro* experiments is based as it was explained in section 1.2 upon the appearance of colonies, which stem from one surviving progenitor cell. A colony is defined as a group of cells surface attached and large enough to be recognized. It is usually assumed that the colony is composed of at least 50 cells. Depending on the expected surviving fraction after the irradiation treatment, different numbers of cells are plated into dishes or flasks. This is a very important step since if the surviving fraction is large and the flask is crowded with cells, they will not form colonies. On the other hand, if it is too small we have the risk of not having any surviving cells. This issue will be understood afterward when introducing the term called “plating efficiency” (PE). Usually, the number
of plated cells is selected for the formation of 50 to 100 expected colonies after the irradiation.

Thus, if after a treatment the cell can retain its reproductive integrity and it is able to divide and multiply, then it will grow into a macroscopic colony that can be easily seen by eye and counted. These survivors are said to be clonogenic. However, even in the absence of treatment, not all the plated cells will grow and form colonies. Some cells might not divide or they might just multiply a few times, so they will not form visible colonies. This is a consequence of uncontrolled conditions related with growth medium, traumas associated with trypsinization and manipulation during the experiments. In addition, there are also uncertainties in counting cell suspension and preparing dilutions. That is why control cells are plated to determine the fractions of cells which will grow into colonies in absence of the treatment. The term is called plating efficiency and is defined as,

$$PE = \frac{\text{colonies counted}}{\text{cells plated}} \quad \text{(No Irradiation)} \quad (3.1)$$

Hence, the surviving fraction from irradiated cells is normalized to the PE to obtain the values just associated with irradiation process.

$$F = \frac{\text{colonies counted}}{\text{cells plated} \times PE} \quad \text{(Irradiation)} \quad (3.2)$$
The time required for the colony appearance depends on the growth properties of the different types of cells and the possible alterations of these properties by irradiation. In our experiment this time was taken to be 2 weeks, in which the colonies could be recognized for all cell lines. However, the size and spreading characteristics change with the cell type and dose.

The experiments were performed with cells from exponentially growing cultures, by initially seeding $3 \times 10^5$ cells in 10 ml of media in T-75 flasks. When the exponential phase was reached the cells were trypsinized and plated in 4 or 10 ml of media in T-25 and T-75 flasks depending on the planned radiation dose. The dilutions were prepared to result in around 50 colonies after the irradiation procedure. Numbers of cells to be plated were calculated by using survival curves from similar cell lines and extrapolating to high dose using LQ and LQL$^{45}$ models. We kept the cells in the incubator for 18 h before the irradiation and two weeks after the irradiation experiment the colonies were fixed, stained and counted. Six extra flasks were prepared for the control (0 Gy) to assess plating efficiency and for multiplicity determination.

Experiments were repeated three times for each cell line with irradiation given in 0.5 Gy increments and a total dose range varying from 0 Gy to 10.5 and 16 Gy for different cell lines. The survival was calculated as the average of these three experiments and the errors were estimated as the standard error of the mean. In each experiment the surviving fractions at different doses were the result of the
average obtained from three flasks giving a total of nine contributions to every radiation dose point.

3.1.4. Multiplicity Correction

The correction for influence of cellular multiplicity is essential for the interpretation of survival response. Under propitious conditions, one colony usually represents one cell, which survived a particular treatment. However, if before treatment the cells have time to divide and reproduce, the assumed initial number of viable cells will change. The principle of survival does not distinguish between the original cells plated versus reproduced and just one colony will result from one, two or more proximal viable cells. Then, in order to avoid a colony formation after irradiation procedure in presence of multiplicity, it is necessary to kill all the cells in that colony.

The multiplicity factor is then considered the average value representing the multiplicity at times after plating and at the time of the radiation treatment. Thus, the survival curve, which is a relative measurement of viable cells after a treatment, needs to be corrected in order to account for the cell growth after plating.

Suppose that a cell A has been plated and there is no time for the cell to multiply before irradiation takes place. See scheme in Fig.3.1. In this case, assuming that
$S$ is the probability of cell A to survive then $P_{K,A} = 1 - S$ is the probability of killing cell A.
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**Fig.3.1 Schematic representation of a plated cell before and after cellular division with a multiplicity factor $N = 2$.**

However, if the cell has enough time to multiply before the treatment and assuming that the multiplicity factor $N$ is equal 2 for example, then in order to say that the cell A was killed, instead of killing one cell we need to kill two cells, $A_1$ and $A_2$. Now, the probability of killing A is expressed by $P_{K,A}$ in Eq.3.3; and the real or corrected probability of cell survival is S.

$$P_{K,A} = P_{K,A_1}P_{K,A_2} = (1 - S)(1 - S) = (1 - S)^2$$  \hspace{1cm} (3.3)

For any value of the multiplicity factor $N$, it becomes

$$P_{K,A} = (1 - S)^N$$  \hspace{1cm} (3.4)

On the other hand, we know from the experiment that non-corrected survival fraction, $F$, is bigger than the actual value since at the time of irradiation there
are more cells than the amount plated due to cellular division. Hence, the probability of cell killing, $P_{k,A}$, taken from the experiment is

$$P_{k,A} = 1 - F$$  \hspace{1cm} (3.5)$$

Equating Eqs.3.4 and 3.5 we obtain,

$$1 - F = (1 - S)^\bar{N}$$  \hspace{1cm} (3.6)$$

This means that for killing a plated cell in presence of cellular division, it is necessary to kill all cells stemming from cell division. Rearranging and solving for $S$, the expression for corrected survival fraction is obtained:

$$S = 1 - \exp\left[\frac{\ln(1 - F)}{\bar{N}}\right]$$  \hspace{1cm} (3.7)$$

where $\bar{N}$ is the multiplicity factor; $F$ is the survival fraction without correction and $S$ is the corrected survival fraction for the multiplicity.

### 3.2. Data Analysis

Experimental data are often accompanied by errors. That is why the resultant outcomes of the dependent variable vary even though the independent variables remain constant. Regression or curve fitting is the procedure carried out to estimate the trend of the outcomes. The fit of the raw experimental data to approximating equation or model is generally not unique for a given data set.
Thus, the result of fitting process is to estimate the parameters of the model giving the minimal deviation from all data points. This can be obtained by least squares fitting method (LSM). Moreover, Monte Carlo technique is used to generate thousand of similar random experiments with the same statistics as the experiments. The simulated data are also fitted and the residuals analyzed.

The analyses were performed for different dose ranges defined by the arrows in Fig.3.2. The minimum range was limited to 4 Gy.

First, we fixed the initial dose at 0 Gy and let the final dose vary with 0.5 Gy increments, keeping always at least 4 Gy as minimal range. Next, the initial dose
is increased in 0.5 Gy and fixed while the final dose again varies with increments of 0.5 Gy. These steps are repeated until the complete range of the experimental data was covered.

### 3.2.1. Least Squares Fitting Method. Goodness of Fit

The LSM obtains the coefficient estimates by minimizing the summed square of residuals. Assuming that the individual measurements \( y_i \) are independent, the residual for the \( i^{th} \) data point is defined as the difference of the observed response \( y_i \) and fitted response \( \hat{y}_i \):

\[
r_i = y_i - \hat{y}_i
\]

(3.8)

When each data point does not provide equally precise information, in other words, the response data do not have the same variance \( \sigma \), weighted least squares regression can be used to improve the fit. Weighted least squares fitting maximizes the efficiency of parameter estimation giving more influence to those points with smaller variance and less influence to the points with higher variance. The summed square of residuals becomes

\[
SSE = \sum_{i=1}^{n} w_i (y_i - \hat{y}_i)^2
\]

(3.9)

where \( n \) is the number of data points and the weights are given by
\[ w_i = \frac{1}{\sigma^2} \] (3.10)

Now suppose that the measured values at the \( i \)th point, \( y_i, \ i = 1, 2, \ldots n \), have known errors \( \sigma_i \). If \( y_i \) is regarded as an independent Gaussian random variable centered about the true value \( \lambda_i \), then \( \varepsilon_i \) is also a normal distributed random variable with mean 0 and standard deviation \( \sigma_i, N(0, \sigma_i) \).

\[ \varepsilon_i = y_i - \lambda_i \] (3.11)

\[ E[\varepsilon_i] = 0 \quad E[\varepsilon_i^2] = V[\varepsilon_i] = \sigma^2 \] (3.12)

The hypothesis test to specify \( \lambda_i \) is based on the measurements. For example, the hypothesis \( H_0 \) is represented by:

\[ \lambda_i = f_i \quad i = 1, 2, \ldots n \]

If the hypothesis is true then the variable \( u_i \) defined below is a standard normal distributed variable, \( N(0,1) \).

\[ u_i = \frac{y_i - f_i}{\sigma_i} \] (3.13)

Hence, variable \( T \) given by Eq.3.14 will follow \( \chi^2 \)-distribution with \( n \) degrees of freedom.
Therefore, if the hypothesis is false the contribution of the deviation of each measurement from the values predicted by the hypothesis \( H_0 \) and normalized by \( \sigma_i \) will produce higher values of \( T \) than when the hypothesis is true. In other words, larger value of \( \chi^2 \) implicates larger discrepancy between the data and the hypothesis.

Since the expectation value of a \( \chi^2 \)-distributed variable is equal to the number of degrees of freedom, \( df \), the quantity \( \chi^2 \) divided by the number of degrees of freedom, \( \chi^2/df \), is used as a measure of goodness of fit. When \( \chi^2/df \) is much bigger than one, there is some reason to be uncertain about the hypothesis.

In order to reject the hypothesis it is necessary to establish the desired significance level \( \alpha_{sl} \), which means the probability of having the chance of rejecting a true hypothesis. In the case of the test variable \( T \), the significance level \( \alpha_{sl} \) is defined as:

\[
\alpha_{sl} = \int_{\chi^2_{1-\alpha}}^{\infty} f(z; df)dz
\]  

(3.15)

where \( f(z; df) \) is the \( \chi^2 \)-distribution for \( df \) degrees of freedom. Then, if \( T \) falls in the critical region defined by \( T > \chi^2(1-\alpha_{sl}, df) \), the hypothesis is rejected. It means
that $T$ is bigger than the quantile $\chi^2(1-\alpha_0)$ of the $\chi^2$-distribution for df degrees of freedom.

The level of agreement between the observed measurements and the hypothesis can be tested as well determining the observed significance level, called P-value. In this case, the procedure is the other way around, instead of defining a significance level and finding the corresponding $\chi^2$-value for the distribution, now the significance level is determined using the same Eq.3.15, but in this case the integration is from the value of $\chi^2$ obtained from the fit until infinity. The P-value gives the probability of expected worse $\chi^2$ values than the one actually obtained. Very small observed significance level or P-value means that if the tested hypothesis were true, $\chi^2$ as high or higher than the value already obtained by the fit would not likely be expected. Hence, the hypothesis could be safely rejected.

When the hypothesis tested is given by a function $\lambda(x_i; \bar{\theta})$ of independent variables $x_i$, with $k$ parameters $\bar{\theta}(1,2,...k)$, the number of degrees of freedom is reduced. Certainly, if the estimated parameters are now functions of the measurements then the standard normal variables $u_i$ are no longer all independent. Therefore, the number of degrees of freedom is reduced by number of parameters giving equations of constrain (df-$k$). In that case Eq.3.14 becomes:
LSM does not assume a normal distribution of the errors when calculating the estimated parameters. The procedure is used even in those cases to estimate the parameters that give the minimum of summed square, as long as the measured variables \( y_i \) are independent. However, the method works better for normal distributed errors and the results will coincide with Maximum Likelihood estimators.\(^5\)\(^9\) Moreover, statistical inference such as confidence and prediction bounds need normally distributed errors, expressed through Eq.3.12.

If the measurements are not independent, a more general expression for Eq.3.16 is represented by Eq.3.17, where \( V \) is the known covariance matrix.\(^5\)\(^9\) This equation reduces to Eq.3.16 if the covariance matrix and consequently its inverse are diagonal which is the case for independent variables.

\[
\chi^2(\hat{\theta}) = \sum_{i,j=1}^{n} \left( y_i - \lambda(x_i; \hat{\theta}) \right) \left( V^{-1} \right)_{ij} \left( y_j - \lambda(x_j; \hat{\theta}) \right) \tag{3.17}
\]

From Eq.3.11 we see that if the measured variable \( y_i \) can be considered, as independent Gaussian distributed, then finding the true estimator \( \lambda_i \) we will have random errors with mean equal to zero. For that reason, when fitting normally distributed data to a model and the residuals given by Eq.3.8 do not have mean zero, then it might be that the model is not the right choice.
3.2.2. Parameter Estimation and Confidence Regions in LSM

Although LSM could be applied to any kind of function $\lambda(x; \bar{\theta})$ for simplicity and because the estimators obtained in that case have especially desirable properties, the analysis will be carried out for a linear function of the estimated parameters as shown in Eq.3.18. \(^{58}\)

$$\lambda(x; \bar{\theta}) = \sum_{j=1}^{k} a_j(x) \theta_j$$  \hspace{1cm} (3.18)

where $a_j(x)$ are linearly independent functions. For $i^{th}$ point it can be written as:

$$\lambda(x_i; \bar{\theta}) = \sum_{j=1}^{k} a_j(x_i) \theta_j = \sum_{j=1}^{k} A_j \theta_j$$  \hspace{1cm} (3.19)

The Eq.3.17 in matrix notation becomes

$$\chi^2 = (\bar{y} - \bar{x})^T V^{-1} (\bar{y} - \bar{x}) = (\bar{y} - A\bar{\theta})^T V^{-1} (\bar{y} - A\bar{\theta})$$  \hspace{1cm} (3.20)

where $\bar{y} = (y_1, \ldots, y_n)$ is the vector of measured values and $\bar{x} = (\lambda_1, \ldots, \lambda_n)$ are the predicted values.

Calculating the first derivatives of $\chi^2$ in Eq.3.20 with respect to $\theta_i$ and setting them to zero we can find its minimum,

$$\nabla \chi^2 = -2(A^T V^{-1} \bar{y} - A^T V^{-1} A \bar{\theta}) = 0$$  \hspace{1cm} (3.21)
This can be solved for the estimators \( \hat{\theta} \). A non-singular matrix \( A^T V^{-1} A \) must be provided.

\[
\hat{\theta} = \left( A^T V^{-1} A \right)^{-1} A^T V^{-1} \bar{y} \equiv B \bar{y}
\]  

(3.22)

The solutions represented by the vector \( \hat{\theta} \), are linear functions of the measurements \( \bar{y} \) when \( \lambda(x; \bar{\theta}) \) is a linear function of the parameters \( \bar{\theta} \).

The covariance matrix for the estimator \( U_{ij} \) can be found using error propagation

\[
U_{ij} = \text{cov}(\hat{\theta}_i; \hat{\theta}_j)
\]

(3.23)

\[
U = B V B^T = \left( A^T V^{-1} A \right)^{-1}
\]

(3.24)

and correspondingly the inverse covariance matrix, known as error matrix, is

\[
(U^{-1})_{ij} = \frac{1}{2} \left[ \frac{\partial^2 \chi^2}{\partial \hat{\theta}_i \partial \hat{\theta}_j} \right]_{\hat{\theta} = \bar{\theta}}
\]

(3.25)

There are different ways of estimating the confidence region of the fitted parameters: analytical, graphical or using Monte Carlo simulation among others.\(^5^8\) Confidence region can be seen as parameter space reflecting its statistical uncertainty. The analytical method consists of determining the second derivatives with respect to the parameters, which for not very complicated functions can be done numerically. Then, calculate the error matrix as in Eq.3.25;
next, invert it to obtain the covariance matrix, whose diagonal elements represent
the variance of the fitted parameters. The square roots of the diagonal elements
define the symmetric confidence limits or sometime called symmetric errors.59

If the function $\lambda(x; \tilde{\theta})$ is not a linear function of the parameters $\tilde{\theta}$ we can still
relate it to a linear case situation expanding the function in Taylor series about
the initial value of the vector $\tilde{\theta}$ obtained in another way. Then, keeping just the
first term we get exactly what we have in Eq.3.20.

Thus, in the nonlinear case our considerations about LSM remain similar to the
linear case. However, for the convergence of the method a good first
approximation is needed. Certainly, if within the region between the first
approximation and the solution, the first term truncated Taylor series represent a
good approximation, then the probability of convergence will increase. It means
that the approximation works better when the nonlinear deviations during the
iteration process are small in the region where the parameters vary and also
when the variations of the parameters are small.

The covariance matrix in nonlinear case also has the same interpretation as
before, especially, in the case of small measurement errors. This is due to the
fact, that propagating small original errors, we will have small errors for the fitted
parameters.
3.2.3. Introduction to Monte Carlo Method

The Monte Carlo method is a technique, which provides approximate solutions to a variety of mathematical and physical problems by performing statistical sampling experiments on a computer. The method applies to problems with no probabilistic content as well as to those with inherent probabilistic structure. The method is based on calculation of probabilities and other related quantities by using random numbers.

A Polish born mathematician, Stanislaw Ulam, invented Monte Carlo method. He worked for John von Neumann on the United States' Manhattan Project during World War II and he is known for designing the hydrogen bomb with Edward Teller in 1951. Ulam invented the Monte Carlo method in 1946 while pondering the probabilities of winning a card game of solitaire.60

However, Monte Carlo methods were actually first used as a research tool during the Second World War for the developing of the atomic bomb. It was applied to simulate probabilistic problems related to neutron diffusion in fissile material. Along with computer progress Monte Carlo methods have been extensively applied in the past decades. Some of them are mentioned below:

- Evaluation of integrals including path integrals
- Integral equations
- Boundary value problems for Partial Differential Equations
• Ordinary differential equations with random entries
• Ordinary stochastic differential equations
• Simulation of random variables, stochastic processes and fields

Those implementations are applied to different fields of science. One of the areas as we mentioned is the use of Monte Carlo method for simulation. The technique not only could be used to simulate processes that follow statistical laws, but also measurements and its errors.

3.2.4. Monte Carlo Method for Simulation. Modeling

In modeling, Monte Carlo analysis has been widely used to provide accurate and reliable statistics for the parameters of a model fitting experimental data. The problem with fitting is that the parameters obtained have a finite uncertainty value, which is unknown, but necessary in order to interpret the confidence one may have about the fitted results. However, some conditions have to be accomplished. We must have a reliable data that can be considered Gaussian distributed and the model has to successfully fit the data in order to have Gaussian distributed residuals with mean zero and the same variance as the original data.

In these conditions, the solution from the initial best-fit parameters will produce a certain variance, which reflects the error level in the data. Using a random
number generator, you regenerate random errors, which have the same properties as the error in the original data, i.e., they are random, and have a Gaussian distribution with the same standard deviation (or variance) as the original dataset. Then you add this error distribution to your best-fit solution (the fit) and you have an equivalent experimental data set that is slightly different from the original dataset, and can be refitted. The Monte Carlo analysis can be performed repeating this procedure thousands of times to accurately determine the uncertainties contained in the parameter estimates and test goodness of fit from the actual distribution of $\chi^2$ variable. Thus, instead of repeating complicated experiments many times, which could be very time consuming, expensive or sometimes impossible, they are simulated.

One of the reasons for not having normally distributed residual with mean zero, assuming normality of the data, as was explained before is that the model does not properly describe the data. In this study, the Monte Carlo technique is applied, similar to what was explained above, to repeatedly simulate random data sets based on statistics of the measured data. However, we do not have a reliable model and what we want to determine is the correspondence of LQ model with the experimental data for different ranges of doses.

The measured survival fraction is assumed to be a normally distributed variable since the clonogenic survival assay is a technique involving many different kinds of errors. According to the central limit theorem the total error will be Gaussian.
distributed if the error may be regarded as the sum of large number of small contributions. Hence, as is shown in Eq.3.11 a measured value at \( i^{th} \) point \( y_i \), is regarded as a Gaussian random variable centered about the true value \( \lambda_i \). Therefore, if the form of the hypothesis is correct, which means that we chose the right model, it would be expected to have: random residuals normally distributed with mean zero, \( N(0; \sigma_i) \); \( \chi^2 \)-distribution of the variable \( T \) in Eq.3.16; and flat distribution for the P-values. Otherwise, if the hypothesis were incorrect, the mentioned distributions would be far from the expected.

The steps followed to implement Monte Carlo simulation of random input data are:

- In order to have a reliable data set, because the simulation is based on the statistics of measured data, three experiments were performed. Each of them is the result of three more experiments; in total we have nine contributions to the average survival fraction, whose error is represented as the standard error of the mean. This was carried out for a large range of different doses, as explained in Clonogenic Assays section.

- At each dose random Gaussian error is added to the magnitude of survival fraction for all measurements. The error is based on the mean value obtained from the average during the measurement process.

- The LQ model fit is applied and \( \chi^2 \) and P-values are identified and saved.

- The simulation was repeated 1000 times and the distributions were plotted.
This is basically a generation of normally distributed variable with the mean equal to average survival fraction and standard deviation from the standard error of the mean for each dose point.61

The $T$ variable in Eq.3.16 becomes in Monte Carlo experiments in Eq.3.26 where $\lambda_i(\hat{\theta}_1, \hat{\theta}_2)$ is a model of two parameters $\hat{\theta}_1, \hat{\theta}_2$, resulting from the LQ fit of the $i^{th}$ MC data.

$$
\chi^2 = \sum \left[ \frac{MC(y_i; \sigma_i) - \lambda_i(\hat{\theta}_1, \hat{\theta}_2)}{\sigma_i} \right]^2
$$

(3.26)

In this way, the procedure simulates repeated identical experiments on the same sample, and for each simulation the data is fit and the outcomes determined. This Monte Carlo technique is not the ideal because the method cannot account for the bias introduced during the estimation of the survival fraction. However, we do not know if the hypothesis of LQ model is the correct or not, thus, this is what we want to verify and the statistics of the measured data are the closest to the reality that we have.61 In addition, it is important to note that if the form of the hypothesis is not correct, then a small statistical error in the parameter is not sufficient to imply small uncertainty in the estimates.
Chapter 4

RESULTS AND DISCUSSION

The results presented in this chapter are based on the methods described in Chapter 3. First of all, detailed data sets were obtained for the cell lines studied and the importance of inclusion of a multiplicity factor is shown. The broad dose range of survival curves allowed a more complete analysis of the agreement between LQ approach and experimental survival, which has not been done before. The results are founded on the $\chi^2$/df statistics from the fit of the LQ model to experimental surviving fraction for different dose ranges. In addition, a thousand experiments were generated applying Monte Carlo technique to estimate the difference of our $\chi^2$ and 'P-value' distributions under the hypothesis that LQ model properly describes the survival and assuming that errors are standard normal distributed.
4.1. Multiplicity Correction

A comparison between cell survival measured by the clonogenic assay with and without taking into account the multiplicity factor for U373MG cell line is shown in Fig.4.1.

![Survival Curve for U373MG cell line from clonogenic assay.](image)

The multiplicity factors for the studied cell lines are shown in the Table 4.1. The table shows that in 18 h all the cells studied have time enough to replicate and the cellular division is a faster process in the CHOAA8 cell line compared to the
other cell lines. Even for the case of U373MG, which reflects the lower multiplicity factor, there is an evident influence in survival response as observed in Fig.4.1.

Table 4.1 Multiplicity factor for studied cell lines

<table>
<thead>
<tr>
<th>Cell line</th>
<th>Multiplicity Factor</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHOAA8</td>
<td>2.2833</td>
<td>0.1142</td>
</tr>
<tr>
<td>U373MG</td>
<td>1.1891</td>
<td>0.0144</td>
</tr>
<tr>
<td>CP3</td>
<td>1.2670</td>
<td>0.0876</td>
</tr>
<tr>
<td>DU145</td>
<td>1.2372</td>
<td>0.0558</td>
</tr>
</tbody>
</table>

Since 18 h is a long enough period for cells to reproduce and all cell lines show an influence of multiplicity factor on survival, we corrected the data before any further analysis.

4.2. Experimental Survival Curves

The clonogenic survival curves were determined as defined in Eq.3.2. As we said before, each data point is the average of three independent experiments and error bars represent the standard error of the mean.

The quality of the data obtained from the clonogenic assays varies for the different cell lines. The process of colony formation depends on the growth properties and the adaptability to in vitro conditions of each cell line. In addition, these properties will also change with different radiation dose. The size, shape
and characteristics of the colonies are altered by the ionizing radiation. The colonies in the control flasks are fairly uniform in size, about 2-3 mm, while the irradiated flasks display colonies of different sizes, some of them barely visible. Moreover, while the control colonies are compact the irradiated colonies are very dispersed with vacant areas due to cell detachment and ‘giant’ cells formation. The Fig.4.2 shows the stained colonies obtained in the clonogenic assay for CHOAA8 and CP3 cell lines.
Fig. 4.2 Stained colonies. (a) Control for CHOAA8, (b) High dose for CHOAA8, (c) Control for CP3, (d) High dose for CP3.
4.2.1. Hamster fibroblast survival curve

The Fig.4.3 shows clonogenic survival curve of CHOAA8 hamster fibroblast cells within a range of 0-16 Gy, with an increment of 0.5 Gy, which gives in total 33 data points for the total range.

![Survival Curve for CHOAA8 cell line from clonogenic assay.](image)

This graph shows that survival levels of $10^{-4}$ were reached. However, it has huge error bars for the points with large doses compared to the low dose values. Relative errors of 65, 44 and 18% were obtained in the last three data points. Thus, for these particular data small values of survival were obtained but they greatly fluctuate because of the large uncertainties. The inaccuracy of clonogenic...
survival technique at high doses due to the difficulty of the colony counting procedure, and colony shape and size variability is the reason of survival level limitation.

Errors a bit bigger than 20% were also obtained for the low dose range (≤ 2.5 Gy). Nonetheless, the survival curve reflects an increase of radiosensitivity for very low doses, less than ~1 Gy followed by an increase of the cell line radioresistance at 1.5 Gy where the curve starts bending downward in its expected trend.

4.2.2. Human glioma cell survival curve

The clonogenic survival curve for U373MG glioblastoma cells was shown in Fig.4.1. The data with a total number of 22 data points reached a surviving fraction of 0.026 at dose of 10.5 Gy. The uncertainties are more stable throughout the curve compared to CHOAA8 cell line with an average relative error of 5%. There is just one data point with error bigger than 10% at 9 Gy with a relative error of 10.98%. The curve as in the earlier case seems to display hypersensitive effects at doses below ~1.5 Gy followed by an increase of the surviving fraction at 2 Gy.
Even though the uncertainties in this experiment are small, the hypersensitivity/radioresistance effect is small compared to the effect seen in the CHOAA8 cell line.

### 4.2.3. Human prostate cancer cell survival curve. CP3 cell line.

The prostate carcinoma cell line, CP3, displays more radiosensitivity compared to the other studied cell lines. A total number of 29 data points were obtained and they are shown in Fig.4.4. With the clonogenic assay the lowest surviving fraction reached is 3.5x10^{-5} at dose of 14 Gy. The clonogenic assay for CP3 cell line was more complicated compared to the cell lines above. This cell line is hard to work with and the limitations of the technique, related to low survival levels are emphasized. The survival curve displays unsteady uncertainties along the whole dose range. In the first 7 Gy the relative errors are much less than 20% with an average of 12%. At higher doses the errors fluctuate extremely with relative errors within a range between 8 and 46%. In addition, this cell line exhibits an increase of the survival curve at doses below ~1 Gy which could be considered an adaptive response at low doses.
4.2.4. Human prostate cancer cell survival curve. DU145 cell line

The prostate carcinoma cell line, DU145, exhibited more radioresistance than the other prostate carcinoma cell line studied. The data obtained consist in 29 points with a maximal dose of 14 Gy (See Fig.4.5). The minimal surviving fraction
reached is 0.0045. Although the error bars are not large with an average relative error of 5.4%, there are fluctuations in the data and the magnitude of the uncertainties and even the errors seems to be underestimated.

Fig. 4.5 Survival Curve for DU145 cell line from clonogenic assay.
4.2.5. Discussion

4.2.5.1. Survival Curve Uncertainties

The clonogenic cell survival assay is a widely applied technique used to determine the cellular response to ionizing radiation. The clonal growth of the cells in tissue culture is technically difficult, especially for human tumour cells because of their often low growth rate and particular growth requirements. On the other hand, the clonogenic survival assay technique itself involves several procedures carrying large uncertainties and as mentioned before the cell adaptation and response in *in vitro* conditions vary from one cell line to another.

Certainly, there are many factors concerned with the sources of the uncertainties. There are alterations in the media and solutions employed in the clonogenic assays, such as: growth medium, trypsin used to detach cells from the surface, and isotonic solution used to wash the cells.

There are also uncertainties related with manipulation during single-cell suspension and dilution preparations and counting. In addition, there are inexactnesses in time, temperature and oxygen concentration during incubation. Moreover, there are inaccuracies in the irradiation procedure and the colony counting process is very imprecise due to the variability in shape and definition of the colonies for different cell lines and applied doses.
In practice, even though we try to keep all these conditions constant, they still have some inaccuracies, as well as the cellular response of different cell lines to these conditions differ. That is why there is variability in the exactness among different clonogenic survival assays and for different dose ranges. CHOAA8 and CP3 cell lines exhibited larger uncertainties compared to U373MG and DU145. In addition to what was explained before, there are other factors that seem to be involved with the lack of precision for these cell lines.

The number of surviving colonies obtained in CHOAA8 at very high doses was larger than the expected having more than 200 of colonies in the flasks. This made the process of colony counting very difficult increasing the uncertainties. Sometimes the colonies overlap or a few surviving cells will grow in just one colony. The data published until now did not go beyond 10 Gy of dose. Therefore, we had to extrapolate from known models to approximately determine the expected surviving fraction in order to have a reasonable number of surviving cells, able to grow and form colonies. However, as we know, the models do not always properly work at very high doses.

For the CP3 cell line, we have an increase of the uncertainties from about 7 Gy. In this assay, there were two main problems that seem to be related to the increase of the error bars. One was the low plating efficiency and the other one was that the fixed and stained colonies were very light. In general, CP3 cells do not easily adapt to \textit{in vitro} conditions. Thus, we had a very low number of
surviving colonies, making the statistics very poor especially in the mentioned region where the surviving fraction becomes smaller.

Comparing with similar published data from other clonogenic survival assays and presented in section 1.2 for CHOAA8, CP3 and DU145 cell lines, the uncertainties in the performed experiments seem to be comparable. This is even praiseworthy if we take into account that the survival curves were determined in a very extensive dose range where very small values of surviving fraction were obtained and the clonogenic survival technique is very difficult. Table 4.2 displays a comparison of the level of uncertainties from different clonogenic survival assays for the same group of cell lines investigated in this study. The first row shows the maximal dose used in the obtaining of the survival curve for both our experiment and data published by other authors. The second row displays the average of the relative error in percentage, over the total dose range studied and the last row the range of its variability.

Table 4.2 Comparison of uncertainties obtained from different clonogenic survival assays. Our experiments and other similar data are included.

<table>
<thead>
<tr>
<th>Experiments</th>
<th>CHO Data</th>
<th>CP3 Data</th>
<th>DU145 Data</th>
<th>U373 Data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Published Ref. 25</td>
<td>This work</td>
<td>Published Ref. 25</td>
<td>This work</td>
</tr>
<tr>
<td>Maximal Dose [Gy]</td>
<td>6-10</td>
<td>16</td>
<td>6-10</td>
<td>14</td>
</tr>
<tr>
<td>Ave. Rel. Err. [%]</td>
<td>13</td>
<td>16</td>
<td>16</td>
<td>20</td>
</tr>
<tr>
<td>Rel. Err. Range [%]</td>
<td>8-19</td>
<td>4-65</td>
<td>15-20</td>
<td>5-46</td>
</tr>
</tbody>
</table>
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4.2.5.2. Survival Curves. General Trend

There are a few features that can be discussed from the survival curve behaviour, all of them related to the cell radiosensitivity, which change along different dose ranges due to different cellular mechanism of response.

The range of radiosensitivity varies among several cell lines. We have studied four cell lines, three of them are human tumour cell lines (U373MG, CP3, DU145) and the other one is a hamster normal cell line (CHOAA8). Even though the maximal dose reached in the survival curves is different, Figs. 4.1, 4.3, 4.4 and 4.5 illustrate that the range of radiosensitivity is diverse for the cell lines analyzed.

The low dose region up to around 5 Gy is very important from a mechanistic and practical point of view. The LQ model includes a log linear component of cell inactivation and the dose per daily fraction in clinical radiotherapy are also often in the region of 2 Gy. The correlation of the initial slope of cell survival with clinical response with radiotherapy has made radiosensitivity an aspect of interest. This initial linear behavior is not always clearly seen in these experiments, because it is hidden behind some hypersensitive and adaptive responses, or large uncertainties. However, the survival curves for CHOAA8, CP3 and U373MG still show a linear trend in about the first 4 Gy of dose. This issue will be analyzed in detail later on. The initial slope could be evaluated either
by the parameter \( \alpha \) of LQ model, which we will see later or by the simple procedure of reading off the surviving fraction at dose of 2Gy.

Table 4.3 summarizes the degree of radiosensitivity among those cell lines already seen in the Figs. 4.1, 4.3, 4.4 and 4.5. First, the surviving fraction and the standard error of the mean at 2 Gy are shown, which is a measure of the initial slope of the survival curve. Next, the same is shown for 10 Gy to compare the level of responsiveness at higher doses. At low doses U373MG seems to be less radiosensitive compared to the other cell lines. The survival response at high doses was more sensitive for CP3 cell line.

Table 4.3 Surviving fractions and standard error of the mean from clonogenic survival for several cell lines at doses of 2 Gy and 10 Gy.

<table>
<thead>
<tr>
<th>Experiments</th>
<th>2 Gy</th>
<th>2 Gy</th>
<th>10 Gy</th>
<th>10 Gy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SF2</td>
<td>SEM2</td>
<td>SF10</td>
<td>SEM10</td>
</tr>
<tr>
<td>CHOAA8</td>
<td>0.552</td>
<td>0.134</td>
<td>0.024</td>
<td>0.005</td>
</tr>
<tr>
<td>U373MG</td>
<td>0.797</td>
<td>0.029</td>
<td>0.034</td>
<td>0.002</td>
</tr>
<tr>
<td>DU145</td>
<td>0.554</td>
<td>0.057</td>
<td>0.029</td>
<td>0.001</td>
</tr>
<tr>
<td>CP3</td>
<td>0.643</td>
<td>0.095</td>
<td>0.002</td>
<td>0.0005</td>
</tr>
</tbody>
</table>
4.3. Data Analysis Results

This study is focused on finding the degree of correspondence between the survival curve measurements and the LQ model in different dose ranges. That is why the analysis is centered on parametric fitting of the data to the LQ formalism. The methodological scheme used was presented in the Fig.3.2. The data were fitted changing the initial and final values of the range every 0.5 Gy and keeping at least 4 Gy as the minimal range such that all possible ranges were covered. First, we fixed the initial dose and let the final dose vary. In this case we are looking for the influence of including high dose data. Second, we fixed the final dose and the initial dose varies seeing the influence of low dose points in the LQ fit. Thus, every time the dose range is changed the data are fitted and the least square estimators for LQ formalism and $\chi^2$-statistics are obtained. In addition, $\chi^2$ and P-value distributions are also procured from Monte Carlo simulation of the experiments for the same determined ranges. The results for each cell line are presented in the next sections.
4.3.1. Results of data analysis for CHOAA8 cell line

4.3.1.1. Evaluating goodness of fit for CHOAA8 cell line

Chi-square statistics divided by the number of degree of freedom ($\chi^2/df$) from the LQ fit are plotted for different dose ranges for CHOAA8 cell line. Figure 4.6 shows a few cases fixing the initial dose at 0, 2.5 and 5.5 Gy while the final dose varies along the X-axis of the graph.

![Figure 4.6 Chi-Square divided by the number of degrees of freedom at different dose ranges for CHOAA8 cell line. Initial dose of the range is fixed at 0, 2.5 and 5.5 Gy. Final dose of the range varies along the X-axis.](image)

The figures show that there is variability of $\chi^2/df$ depending on dose range used in the fit. From Fig.4.6 we can see that at some point for high doses the fit...
worsens defining a clear threshold around 13 Gy, which becomes more evident when the low dose data are not used. This is shown in the graph by the data with triangles, when the initial dose of the range fitted is 5.5 Gy. Another large step in all the curves is seen at 15.5 Gy displaying a substantial disagreement between LQ model and the data with $\chi^2/df > 4$. In addition, there are two shifts observed when the data points below 2.5 Gy and 5.5 Gy are excluded. Hence, the same analysis is carried out for fixing final dose while changing the initial dose.

Even though the analysis was done for any final dose, Fig. 4.7 displays the case when the final dose was fixed at 13 Gy, because it seems that higher doses do not improve the fit. Thus, the harmful impact of high dose data is eliminated which allows seeing a clearer picture of the low dose data influence.

The figure shows three well defined levels with mean values of the $\chi^2/df$ statistics around 1.08, at very low doses, 0.61 between 1.5 and 4 Gy, and 0.20 for final dose higher than 4 Gy. The analysis reflects an improvement of the fit around 43% just excluding the range $\leq 1$ Gy. If the low dose data up to 4 Gy are not included $\chi^2/df$ drops in total 81%.
Fig. 4.7 Chi-Square divided by the number of degrees of freedom at different dose ranges for CHOAA8. Final dose of the range is fixed at 13 Gy. Initial dose of the range varies along X-axis.

On the other hand, assuming that the measured values are independent and normally distributed, and the errors are known and standard normal distributed, as explained in section 3.2.1; it is possible to test the hypothesis that the LQ model describes the data (H₀: LQ model). For that, we chose a significance level of 5% and the results for several ranges are shown in Table 4.4.
Table 4.4 $\chi^2$-Test for CHOAA8 cell line at several dose ranges. Testing the LQ hypothesis for a significance level of 5%. In the last column the P-value is also shown.

<table>
<thead>
<tr>
<th>Dose Range [Gy]</th>
<th>df</th>
<th>T-variable from the fit</th>
<th>$\alpha_{0.05}$</th>
<th>Critical Region $T &gt; \chi^2(0.95, df)$</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-16</td>
<td>31</td>
<td>124.58</td>
<td>44.99</td>
<td>H₀: Rejected</td>
<td>3.58x10^{-13}</td>
</tr>
<tr>
<td>0-14</td>
<td>27</td>
<td>38.20</td>
<td>40.11</td>
<td>H₀: Not rejected</td>
<td>0.07</td>
</tr>
<tr>
<td>0-12</td>
<td>23</td>
<td>25.78</td>
<td>35.17</td>
<td>H₀: Not rejected</td>
<td>0.31</td>
</tr>
<tr>
<td>0-10</td>
<td>19</td>
<td>23.85</td>
<td>30.14</td>
<td>H₀: Not rejected</td>
<td>0.20</td>
</tr>
<tr>
<td>0-8</td>
<td>15</td>
<td>18.37</td>
<td>25.00</td>
<td>H₀: Not rejected</td>
<td>0.24</td>
</tr>
<tr>
<td>2-16</td>
<td>27</td>
<td>109.05</td>
<td>40.11</td>
<td>H₀: Rejected</td>
<td>8.05x10^{-12}</td>
</tr>
<tr>
<td>2-14</td>
<td>23</td>
<td>24.89</td>
<td>35.17</td>
<td>H₀: Not rejected</td>
<td>0.36</td>
</tr>
<tr>
<td>2-12</td>
<td>19</td>
<td>11.98</td>
<td>30.14</td>
<td>H₀: Not rejected</td>
<td>0.89</td>
</tr>
<tr>
<td>2-10</td>
<td>15</td>
<td>10.63</td>
<td>25.00</td>
<td>H₀: Not rejected</td>
<td>0.78</td>
</tr>
<tr>
<td>2-8</td>
<td>11</td>
<td>6.77</td>
<td>19.68</td>
<td>H₀: Not rejected</td>
<td>0.82</td>
</tr>
<tr>
<td>4-16</td>
<td>23</td>
<td>106.19</td>
<td>35.17</td>
<td>H₀: Rejected</td>
<td>1.18x10^{-12}</td>
</tr>
<tr>
<td>4-14</td>
<td>19</td>
<td>23.89</td>
<td>30.14</td>
<td>H₀: Not rejected</td>
<td>0.20</td>
</tr>
<tr>
<td>4-12</td>
<td>15</td>
<td>10.67</td>
<td>25.00</td>
<td>H₀: Not rejected</td>
<td>0.78</td>
</tr>
<tr>
<td>4-10</td>
<td>11</td>
<td>9.57</td>
<td>19.68</td>
<td>H₀: Not rejected</td>
<td>0.57</td>
</tr>
<tr>
<td>6-16</td>
<td>19</td>
<td>86.72</td>
<td>30.14</td>
<td>H₀: Rejected</td>
<td>1.27x10^{-10}</td>
</tr>
<tr>
<td>6-14</td>
<td>15</td>
<td>17.44</td>
<td>25.00</td>
<td>H₀: Not rejected</td>
<td>0.29</td>
</tr>
<tr>
<td>6-12</td>
<td>11</td>
<td>2.34</td>
<td>19.68</td>
<td>H₀: Not rejected</td>
<td>0.997</td>
</tr>
<tr>
<td>6-10</td>
<td>7</td>
<td>1.64</td>
<td>14.07</td>
<td>H₀: Not rejected</td>
<td>0.977</td>
</tr>
</tbody>
</table>

The table exhibits that almost in all the ranges, even including low dose data the LQ model cannot be rejected for a significance level of 5%. However, like in Figs.4.6 and 4.7 for the $\chi^2$/df statistics, an improvement of the LQ fit is seen by an increment of the P-values when low dose points are excluded.
4.3.1.2. Monte Carlo Simulation for CHOAA8 cell line

In the last section, we presented the results of goodness of fit evaluation through numerical measures of $\chi^2$-test and P-value statistics for CHOAA8 cell line. In this section we present a graphical measure of the goodness of fit by way of plotting the T-variable and P-value distributions from one thousand similar experiments simulated using Monte Carlo technique. The results for T-variable and P-Value in different ranges are shown in Figs. 4.8 and 4.9.

Monte Carlo analysis demonstrates dependence on dose range used in the data fitting. Fig.4.8 shows the T-distribution from LQ fits displaying the "$\chi^2$" variable in dark bars for CHOAA8 cell line. The theoretical $\chi^2$ is also plotted in solid lines. It is clear that the residuals are not $\chi^2$ distributed for the total dose range from 0 to 16 Gy. Reducing the final dose of the range and keeping the initial dose equal to zero, the Monte Carlo distribution starts moving closer to the expected theoretical distribution. The best result is reached for the final dose equal to 13 Gy; further reduction in the final dose does not noticeably improve the concordance between the actual and the expected distributions for the number of degrees of freedom involved. See Fig.4.8 in the ranges from 0 to 16, 13, 12 and 10 Gy.

The next two cases displayed in Fig.4.8 are in the range from 2 to 13 Gy and from 5.5 to 13 Gy. There is a better agreement when the first 2Gy range is excluded and the best concordance is reached for the fit between 5.5 and 13 Gy. Increasing the lower bound of the range does not substantially improve the
agreement. In order to quantify the degree of correspondence between both distributions, the expectations of the theoretical $\chi^2$-distribution, which is the number of degrees of freedom and the expectation value obtained from the Monte Carlo distribution, are shown in Table 4.5.

Table 4.5 Expectations for the theoretical and MC $\chi^2$-distributions at several dose ranges. The difference is also displayed in the last column.

<table>
<thead>
<tr>
<th>Dose Range [Gy]</th>
<th>Expectation for $\chi^2_{th}$</th>
<th>Expectation for $\chi^2_{MC}$</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-16</td>
<td>31</td>
<td>155</td>
<td>124</td>
</tr>
<tr>
<td>0-14</td>
<td>27</td>
<td>65</td>
<td>38</td>
</tr>
<tr>
<td>0-13</td>
<td>25</td>
<td>51</td>
<td>26</td>
</tr>
<tr>
<td>0-12</td>
<td>23</td>
<td>49</td>
<td>26</td>
</tr>
<tr>
<td>0-10</td>
<td>19</td>
<td>43</td>
<td>24</td>
</tr>
<tr>
<td>2-13</td>
<td>21</td>
<td>34</td>
<td>13</td>
</tr>
<tr>
<td>4-13</td>
<td>17</td>
<td>28</td>
<td>11</td>
</tr>
<tr>
<td>5.5-13</td>
<td>14</td>
<td>17</td>
<td>3</td>
</tr>
<tr>
<td>6-13</td>
<td>13</td>
<td>16</td>
<td>3</td>
</tr>
</tbody>
</table>

Figure 4.9 also shows that the best agreement between LQ model and the survival data is found in the region from 5.5 to 13Gy. Even though the complete flat distribution for the P-values is not achieved, the graphs exhibit an evident difference among several dose ranges.
Fig. 4.8 Plots of Chi-Square distribution from Monte Carlo experiment for CHOAA8 in dark bars and the theoretical expected Chi-Square distribution in solid lines. The graphs show the distributions for different dose ranges (see the upper right corner of each graph).
Fig. 4.9 P-value distribution from Monte Carlo experiment at different dose ranges for CHOAA8. One can see an evident difference among the different dose ranges although the complete flat distribution for P-value is not achieved.
4.3.1.3. Estimated parameter for CHOAA8 cell line.

The least square estimators of the LQ fit to the survival data for several dose ranges are shown in Figs. 4.10 and 4.11. The parameters $\alpha$ and $\beta$ for LQ model were obtained as explained in section 3.2.2. The error bars represent the standard deviation of the fitted parameters, obtained by taking the square root of the diagonal elements from the covariance matrix.

Both parameters $\alpha$ and $\beta$ have big uncertainties at low dose ranges, especially for the $\beta$ parameter, which in general are smaller than $\alpha$ and have huge error bars in this region. However, this region is followed by a decrease of $\alpha$ and an increase of $\beta$ showing that the parameters $\alpha$ and $\beta$ from LQ model are negatively and highly correlated. The next region seems to have more stable values, with small changes when the high dose data are included. The figures also display no great difference between the parameters when the first 2.5 Gy are excluded especially if the final dose in the range reaches values $\geq 9$ Gy. Another feature is seen when the initial dose is fixed at 5.5 Gy. The parameters are very constant, no matter what is the final dose, unless it reaches values $> 13$ Gy as shown before, and the curves undergo a small shift in that region.
Fig. 4.10 Alpha parameters for the LQ model obtained from LSM. Initial dose of the range is fixed at 0, 2.5 and 5.5 Gy.

Fig. 4.11 Beta parameters for the LQ model obtained from LSM. Initial dose of the range is fixed at 0, 2.5 and 5.5 Gy.
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Table 4.6 summarizes some numerical values of $\alpha$ and $\beta$ parameters and $\chi^2$-statistics for several dose ranges presented before and Fig.4.12 graphically displays the result of the fit.

Table 4.6 The parameters $\alpha$ and $\beta$ from the LQ model least square fit to the CHOAA8 survival data, and their corresponding standard deviation $\sigma_\alpha$ and $\sigma_\beta$. The $\chi^2$/df statistics from the fit and the correlation coefficient between $\alpha$ and $\beta$ are also given.

<table>
<thead>
<tr>
<th>Dose Range [Gy]</th>
<th>Alpha [Gy$^{-1}$]</th>
<th>$\sigma_\alpha$ [Gy$^{-1}$]</th>
<th>Beta [Gy$^{2}$]</th>
<th>$\sigma_\beta$ [Gy$^{2}$]</th>
<th>$\chi^2$/df</th>
<th>$\rho_{\alpha,\beta}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total range 0-16</td>
<td>0.164</td>
<td>0.007</td>
<td>0.0213</td>
<td>0.0006</td>
<td>4.02</td>
<td>-0.94</td>
</tr>
<tr>
<td>Excluding high doses 0-13</td>
<td>0.189</td>
<td>0.010</td>
<td>0.0185</td>
<td>0.0010</td>
<td>1.06</td>
<td>-0.96</td>
</tr>
<tr>
<td>Excluding high and very low doses 2.5-13</td>
<td>0.186</td>
<td>0.010</td>
<td>0.0188</td>
<td>0.0010</td>
<td>0.60</td>
<td>-0.96</td>
</tr>
<tr>
<td>Best LQ fit range found 5.5-13</td>
<td>0.167</td>
<td>0.015</td>
<td>0.0205</td>
<td>0.0015</td>
<td>0.20</td>
<td>-0.98</td>
</tr>
</tbody>
</table>
Fig. 4.12 LQ fit at different dose ranges for CHOAA8 cell line. The LQ models are extrapolated to the total dose range.
4.3.1.4. Discussion

The general shape of survival curve is described by an initial slope, followed by a shoulder and final linear trend for mammalian cells irradiated with X-rays, and the fact that the shape varies depending on cell line and dose range point out that the goodness of LQ relationship to fit the data will also depend on cell line and dose range.

The least squares fitting method gives a powerful tool for evaluating the goodness of fit. The $\chi^2$/df statistics and hypothesis test, together with Monte Carlo simulation and a residuals exam, are used to carry out the LQ dose range analysis.

In the section 3.2.1 we described how $\chi^2$/df is a measure of the agreement between the observed data and the hypothesis and the conditions assumed by the data. The functional form for the hypothesis is in this case the LQ model. Figures 4.6 and 4.7 clearly show several levels in $\chi^2$/df variability for CHOAA8 cell line; therefore the discussion will be centered in some regions: very low dose region (< 1 Gy), low dose region defined by the first few Gray, middle dose region, and high dose region.

A decline of fit quality at very low doses (< 1 Gy) based on $\chi^2$/df is observed in the cell line. This result is explained by the increase of radiosensitivity observed in CHOAA8. An HRS/RR- type response has not been reported before for this
cell line. Therefore, to ensure its existence, maybe a more detailed analysis must be done. However, it is obvious that LQ formalism could only explain the general trend of the survival curve.

The LQ model cannot describe the hypersensitive effect because the mechanistic basis on which it is founded is not able to explain the response to very low-dose radiation, especially when cells respond uniquely to very low-dose radiation, i.e. the mechanisms of response for low and high doses are different.

In addition, a very clear improvement of the fit is discerned at slightly higher doses. Certainly, removing the first 4 Gy from the fit causes $\chi^2/df$ to drop 81%. This could be a result of the linearity existent in the trend of survival curve at low doses that will affect the total fit in a range from 0 Gy to final dose. However, there are other factors that could influence the improvement in the fit. One could be a possible decrease of uncertainties within this dose range, and the other one is that the surviving fraction at dose point of 4 Gy seems to be lower than the general trend of the curve, indicating that it might be an outlier.

The study of the experimental uncertainties along the survival curve exhibited that there is an increase of the error bars at low doses, with relative errors bigger than 20% but just within the first 2.5 Gy range. Hence, the big step down in the $\chi^2/df$ plot at 4.5 Gy in Fig.4.7 might be not related to the uncertainties. Although we will come back later to the influence of the uncertainties in the LQ fit, we initially explored the other possibility.
Hence, we repeated the same procedure as in Fig.4.7 but removing the point at dose of 4 Gy. The analysis revealed a shift down in the first 4 Gy of the surviving fraction. See Table 4.7 and compare with the value in Fig. 4.7. Moreover, a fluctuating but dropping of $\chi^2$/df quantity between 1.5 and 5.5 Gy is observed as shown in Fig. 4.13. Above 5.5 Gy the $\chi^2$/df quantity seems to stabilize approximately around 0.199.

Table 4.7 Chi-Square divided by the number of degrees of freedom at different dose ranges and excluding 4Gy data point in the first two columns and excluding 13.5Gy in the last two columns for CHOAA8. The points are excluded due to the fact that they may be outliers.

<table>
<thead>
<tr>
<th>Dose Range [Gy]</th>
<th>$\chi^2$/df</th>
<th>Dose Range [Gy]</th>
<th>$\chi^2$/df</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-13</td>
<td>0.8475</td>
<td>5.5-12</td>
<td>0.2035</td>
</tr>
<tr>
<td>0.5-13</td>
<td>0.8843</td>
<td>5.5-12.5</td>
<td>0.1960</td>
</tr>
<tr>
<td>1-13</td>
<td>0.8386</td>
<td>5.5-13</td>
<td>0.1960</td>
</tr>
<tr>
<td>1.5-13</td>
<td>0.2836</td>
<td>5.5-13.5</td>
<td>0.1960</td>
</tr>
<tr>
<td>2-13</td>
<td>0.2978</td>
<td>5.5-14</td>
<td>0.2097</td>
</tr>
<tr>
<td>2.5-13</td>
<td>0.2867</td>
<td>5.5-14.5</td>
<td>0.2521</td>
</tr>
<tr>
<td>3-13</td>
<td>0.3006</td>
<td>5.5-15</td>
<td>0.2805</td>
</tr>
<tr>
<td>3.5-13</td>
<td>0.2473</td>
<td>5.5-15.5</td>
<td>0.3829</td>
</tr>
<tr>
<td>4-13</td>
<td>0.2614</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.5-13</td>
<td>0.2614</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5-13</td>
<td>0.2351</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.5-13</td>
<td>0.1961</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6-13</td>
<td>0.2040</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.5-13</td>
<td>0.1982</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7-13</td>
<td>0.2009</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.5-13</td>
<td>0.1975</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Fig. 4.13 Chi-Square divided by the number of degrees of freedom at different dose ranges and excluding 4 Gy data point for CHOAA8. Final dose of the range is fixed at 13 Gy. Initial dose of the range varies along the X-axis.

Therefore, it seems that LQ model works better in the middle dose region within the range from 5.5 to 13 Gy. This is confirmed by examination of the residuals in the region for different dose range fits. The hypothesis of linearity for low dose region might be consistent since the LQ relationship overestimates the experimental survival curve in the first 4 Gy region with residuals systematically negative for the fits at different dose ranges. The residuals between the LQ model and the data as in Eq.3.8 are shown in Fig.4.14.
Fig. 4.14. Residuals from LQ fit for CHOAA8. The plots show the total range investigated (upper-left corner) and a more detailed behavior of the same residuals for smaller dose scales: (0-6) Gy in upper-right corner, (6-10) Gy in lower-left corner, (10-16) Gy in lower-right corner.
Figures 4.12 and 4.14 reflect that LQ model does not properly fit the data at low doses but also at high dose region. The analysis of $\chi^2/df$ and residuals exhibit a threshold at 13 Gy, but at dose equal 13.5 Gy the data point has a 'suspicious' higher value in this case. Then, the procedure was repeated fitting from 5.5Gy until different final dose at high dose region excluding 13.5 Gy data point. The initial dose in this case was fixed at 5.5 Gy to remove the bad influence of low dose region. The results are shown in the last two columns of Table 4.7. A threshold is still seen at 14 Gy.

On the other hand, a $\chi^2$-test for goodness of fit for a significance level of 5% displayed that the hypothesis of LQ relationship even including the hypersensitive and low dose regions cannot be rejected in almost all the dose ranges from 0 to 15 Gy. The only region where the hypothesis can be safely rejected is when including 16Gy. See Table 4.4. The large errors coming from the clonogenic survival technique applied to the CHOAA8 cell line ensure small values of $\chi^2$ and consequently large P-values from the LQ fit for the most of the dose ranges. In fact, some fits are better than expected given the size of the measurement errors yielding values of $\chi^2/df$ much less than one. That is why, if the data could be considered independent and Gaussian distributed with known errors and the hypothesis were true, by the data samples obtained in this experiment, the LQ model would not be refuted in any range from 0 to 15 Gy.
In spite of big uncertainties we still want to do relative comparison and define regions of better agreement and certainly which we already did by calculating $\chi^2/df$ and comparing them as shown in Figs. 4.6 and 4.7. Looking to Eq.3.14 or 3.16 it is seen that $T$ is a measure of the agreement between the hypothesis and measured data since quantity $u_i$ in Eq.3.13 is a measure of the deviation between the $i^{th}$ measurement and the value predicted by the hypothesis. Even though the data do not meet the conditions explained in the previous paragraph, Eqs.3.14 and 3.16 still give a measure of the deviation between the model and the data but no statistical inference could be done, for which we need the conditions in Eqs.3.11 and 3.12 to be satisfied. That is why verifying the residuals is another way to evaluate the goodness of fit as it seen in Fig. 4.14.

One of the reasons of not having standard normally distributed errors is that the model is not the right choice for the data, and then the $T$ variable in Eq.3.14 will not be $\chi^2$ distributed either. Therefore, thousand of generated Monte Carlo data similar to the experiment will show the distribution of $T$ variable. Note that as we explained in section 3.2.4 we are not using here Monte Carlo in the regular way of improving statistical accuracy of estimated parameter by increasing the data sample. We are assuming that the average from in total 9 experiments at each data point is giving the value of surviving fraction closest to the actual value. We know that the arithmetic mean of a random variable is a random variable itself; then, this is an assumption, the same way we assume that the errors are known
and equal to the standard error of the mean from the experiment. However, this cannot be used to quantify statistical accuracy of the parameters since we cannot account for the bias introduced when assuming that the mean of experimental surviving fraction is the actual value; it is just used to see relative discrepancy between LQ model and the data at different dose ranges. Figures 4.8 and 4.9 for the T and P-value distributions show that the results are in correspondence with the $\chi^2$/df outcome, indicating that the LQ model seems to fit the data better in the dose range from 5.5 to 13 Gy.

Finally, Figs. 4.10 and 4.11 display that the fitted parameters $\alpha$ and $\beta$ are not known accurately for the low dose range. The small quadratic component and its huge error bars indicate that this term is not contributing to improve the LQ fit. This region is followed by a portion of high variability in the coefficients due to their correlation. At last, the constancy in the parameters supports the theory of LQ behaviour at middle doses since when a major part of this region is included in the fit, adding more points to the fit will not change the estimated value.

Starting from the general survival shape, described as initial linear followed by a linear quadratic response at middle doses and final slope at higher doses, we could predict that there are three main regions involved and influencing the fit for CHOAA8 cell line. First, we have a linear region (L Region) with larger values of alpha than beta parameters. However, we are not discussing this region in detail because it is not the objective of this study and the region is substantially...
affected by the HRS/RR effect, but at least it could be said that LQ coefficients are not accurately determined. The boundary between the linear and the following linear quadratic region is characterized by strong $\alpha$ and $\beta$ variability. The linear quadratic region (LQ Region) is characterized by an improvement of goodness of fit and Monte Carlo experiment outcome. Finally, there is a high dose region that LQ model cannot explain.
4.3.2. Results of data analysis for CP3 cell line

4.3.2.1. Evaluating goodness of fit for CP3 cell line

Figure 4.15 shows $\chi^2/df$ from the LQ fit at different dose ranges. The results are now plotted for CP3 cell line for fixing the initial dose at 0, 2.5 and 5.5 Gy while the final dose varies along the X-axis of the graph as we did for CHOAA8.

![Graph showing $\chi^2/df$ vs Final Dose for CP3 cell line](image)

**Fig. 4.15 Chi-Square divided by the number of degrees of freedom at different dose ranges for CP3 cell line. Initial dose of the range is fixed at 0, 2.5 and 5.5 Gy. Final dose of the range varies along the X-axis.**

The figures show a variability of $\chi^2/df$ depending on dose range used in the fit. From Fig. 4.15 we can see that at some point for high doses the fit worsens.
defining a clear threshold around 12 Gy where $\chi^2/df$ starts increasing. There are two shifts observed when the data points below 2.5 Gy and 5.5 Gy are excluded. However, it is obvious that the biggest improvement is seen when the first 2.5 Gy data are removed, which is confirmed from the analysis fixing the final dose while changing the initial dose as seen in Fig. 4.16.

![Graph](image)

**Fig. 4.16** Chi-Square divided by the number of degrees of freedom at different dose ranges for CP3. Final dose of the range is fixed at 11.5 Gy. Initial dose of the range varies along the X-axis.

The figure 4.16 shows a level with mean value of the $\chi^2/df$ statistics around 1.20 at very low doses ($\leq 1$ Gy). Some fluctuations around $\chi^2/df \approx 0.73$ are following between 1.5 and 5 Gy, and a next step from 5.5 Gy around $\chi^2/df \approx 0.61$. The
analysis reflects a fit improvement of 39% just excluding the range \( \leq 1 \) Gy. If the low dose data up to 5 Gy are not included \( \chi^2/\text{df} \) drops in total by 49%.

The results of testing the LQ hypothesis for a significance level of 5% for several dose ranges are presented in Table 4.8.

Table 4.8 \( \chi^2 \)-Test for CP3 cell line at several dose ranges. Testing the LQ hypothesis for a significance level of 5%. In the last column the P-value is also shown.

<table>
<thead>
<tr>
<th>Dose Gy</th>
<th>Range</th>
<th>df</th>
<th>T-variable ( \chi^2 ) from the fit</th>
<th>( \alpha_{0.05}=5% ) ( \chi^2(0.95,\text{df}) )</th>
<th>Critical Region ( T &gt; \chi^2(0.95,\text{df}) )</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-14</td>
<td>27</td>
<td>67.00</td>
<td>40.11</td>
<td>H(_0): Rejected</td>
<td>2.97x10^{-06}</td>
<td></td>
</tr>
<tr>
<td>0-12</td>
<td>23</td>
<td>28.08</td>
<td>35.17</td>
<td>H(_0): Not rejected</td>
<td>0.21</td>
<td></td>
</tr>
<tr>
<td>0-10</td>
<td>19</td>
<td>25.95</td>
<td>30.14</td>
<td>H(_0): Not rejected</td>
<td>0.13</td>
<td></td>
</tr>
<tr>
<td>0-8</td>
<td>15</td>
<td>19.39</td>
<td>25.00</td>
<td>H(_0): Not rejected</td>
<td>0.20</td>
<td></td>
</tr>
<tr>
<td>2-14</td>
<td>23</td>
<td>49.83</td>
<td>35.17</td>
<td>H(_0): Rejected</td>
<td>9.71x10^{-04}</td>
<td></td>
</tr>
<tr>
<td>2-12</td>
<td>19</td>
<td>13.18</td>
<td>30.14</td>
<td>H(_0): Not rejected</td>
<td>0.83</td>
<td></td>
</tr>
<tr>
<td>2-10</td>
<td>15</td>
<td>11.13</td>
<td>25.00</td>
<td>H(_0): Not rejected</td>
<td>0.74</td>
<td></td>
</tr>
<tr>
<td>4-14</td>
<td>19</td>
<td>45.87</td>
<td>30.14</td>
<td>H(_0): Rejected</td>
<td>5.15x10^{-04}</td>
<td></td>
</tr>
<tr>
<td>4-12</td>
<td>15</td>
<td>11.39</td>
<td>25.00</td>
<td>H(_0): Not rejected</td>
<td>0.7246</td>
<td></td>
</tr>
<tr>
<td>4-10</td>
<td>11</td>
<td>9.35</td>
<td>19.68</td>
<td>H(_0): Not rejected</td>
<td>0.59</td>
<td></td>
</tr>
</tbody>
</table>

The table shows that the LQ model for a significance level of 5% cannot be rejected except when the highest dose point is included, for which the hypothesis can be safely rejected, not just \( T > \chi^2(0.95,\text{df}) \) but the P-value is also very small. However, like in Figs. 4.15 and 4.16 for the \( \chi^2/\text{df} \) statistics, an improvement of the LQ fit is seen by an increment of the P-values when low dose points are excluded.
4.3.2.2. Monte Carlo Simulation for CP3 cell line

Monte Carlo analysis for CP3 cell line exhibits dependence on dose range used in the data fitting as well. Figure 4.17 shows the T-distribution from the LQ fits, which are in dark bars and the theoretical $\chi^2$ is also plotted in solid lines as before. It is clear that the residuals are not $\chi^2$ distributed for the total dose range from 0 to 14 Gy. Reducing the final dose of the range and keeping the initial dose at zero, the Monte Carlo distribution starts moving closer to the expected theoretical distribution. The best result is reached for the final dose equal to 11.5 Gy; further reduction in the final dose will not noticeably improve the concordance between the actual and the expected distributions for the number of degrees of freedom involved. See the graph in the ranges from 0 to 14, 11.5 and 10 Gy.

The next displayed cases in Fig.4.17 are in the range from 2, 4 and 5.5 Gy to 11.5 Gy. There is a better agreement when the first 2 Gy range is excluded and the best concordance is reached for the fit between 5.5 and 11.5 Gy. Increasing the lower bound of the range does not improve the agreement. The expectations of the theoretical $\chi^2$-distribution, which is the number of degrees of freedom and the expectation value obtained from the Monte Carlo distribution, are shown in Table 4.9 as we did for CHOAA8 cell line.
Table 4.9 Expectations for the theoretical and MC $\chi^2$-distributions at several dose ranges for CP3 cell line. The difference is also displayed in the last column.

<table>
<thead>
<tr>
<th>Dose Range [Gy]</th>
<th>Expectation for $X^2_{th}$</th>
<th>Expectation for $X^2_{MC}$</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-14</td>
<td>27</td>
<td>94</td>
<td>67</td>
</tr>
<tr>
<td>0-12</td>
<td>23</td>
<td>51</td>
<td>28</td>
</tr>
<tr>
<td>0-11.5</td>
<td>22</td>
<td>49</td>
<td>27</td>
</tr>
<tr>
<td>0-10</td>
<td>19</td>
<td>45</td>
<td>26</td>
</tr>
<tr>
<td>0-8</td>
<td>15</td>
<td>35</td>
<td>20</td>
</tr>
<tr>
<td>2-11.5</td>
<td>18</td>
<td>30</td>
<td>12</td>
</tr>
<tr>
<td>4-11.5</td>
<td>14</td>
<td>24</td>
<td>10</td>
</tr>
<tr>
<td>5.5-11.5</td>
<td>11</td>
<td>17</td>
<td>6</td>
</tr>
<tr>
<td>6-11.5</td>
<td>10</td>
<td>16</td>
<td>6</td>
</tr>
</tbody>
</table>

Figure 4.18 displays the P-value distribution, which is not flat as well, but it also reveals that the best agreement between the LQ model and the survival data is found in the region from 5.5 to 11.5 Gy.
Fig. 4.17 Plots of Chi-Square distribution from Monte Carlo experiment for CP3 in dark bars and the theoretical expected Chi-Square distribution in solid lines. The graphs show the distributions for different dose ranges (see the upper right corner of each graph).
Fig. 4.18 P-value distribution from Monte Carlo experiment at different dose ranges for CP3. One can see an evident difference among the different dose ranges although the complete flat distribution for P-value is not achieved.
4.3.2.3. Estimated parameter for CP3 cell line.

The least square estimators for the parameters of the LQ fit to the survival data for several dose ranges are shown in Figs. 4.19 and 4.20.

The LQ parameters $\alpha$ and $\beta$ have big uncertainties at low dose ranges, but for CP3 cell line it becomes very large for $\alpha$ parameters, which in general are smaller than $\beta$ and have huge error bars in this region. This region is followed by an increase of $\alpha$ and a decrease of $\beta$ showing their inverse correlation. The values at last stabilize between 8.5 and 12 Gy. There is another small step when the high dose data is included. The figures also display no great difference between the parameters when the first 2.5 Gy are excluded, similar to the CHO cell line, especially if the final dose in the range reaches values $\geq$ 8.5 Gy. Even though the first 2.5 Gy of the survival is responsible for the $\chi^2$/df-statistics increase, it seems to have no great influence in the estimated coefficients at middle doses. Shift up for $\alpha$ and down for $\beta$ parameters is also seen when the initial dose of the range is fixed at 5.5 Gy.
Fig. 4.19 Alpha parameters for the LQ model obtained from LSM. Initial dose of the range is fixed at 0, 2.5 and 5.5 Gy. CP3 cell line.

Fig. 4.20 Beta parameters for the LQ model obtained from LSM. Initial dose of the range is fixed at 0, 2.5 and 5.5 Gy. CP3 cell line.
Table 4.10 summarizes some numerical values of $\alpha$ and $\beta$ parameters and $\chi^2$-statistics for several dose ranges presented before. In Fig. 4.21 the data and the LQ fits are plotted.

Table 4.10 The parameters $\alpha$ and $\beta$ from LQ model least square fit to the CP3 survival data. Their corresponding standard deviation $\sigma_{\alpha}$ and $\sigma_{\beta}$. The $\chi^2$/df statistics from the fit and the correlation coefficient between $\alpha$ and $\beta$.

<table>
<thead>
<tr>
<th>Dose Range [Gy]</th>
<th>Alpha [Gy$^{-1}$]</th>
<th>$\sigma_{\alpha}$ [Gy$^{-1}$]</th>
<th>Beta [Gy$^2$]</th>
<th>$\sigma_{\beta}$ [Gy$^2$]</th>
<th>$\chi^2$/df</th>
<th>$\rho_{\alpha,\beta}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total range 0-14</td>
<td>0.146</td>
<td>0.011</td>
<td>0.0443</td>
<td>0.0013</td>
<td>2.48</td>
<td>-0.94</td>
</tr>
<tr>
<td>Excluding high doses 0-11.5</td>
<td>0.100</td>
<td>0.014</td>
<td>0.0518</td>
<td>0.0020</td>
<td>1.20</td>
<td>-0.95</td>
</tr>
<tr>
<td>Excluding high and very low doses 2.5-11.5</td>
<td>0.104</td>
<td>0.014</td>
<td>0.0512</td>
<td>0.0020</td>
<td>0.68</td>
<td>-0.95</td>
</tr>
<tr>
<td>Best LQ fit range found 5.5-11.5</td>
<td>0.136</td>
<td>0.026</td>
<td>0.048</td>
<td>0.003</td>
<td>0.56</td>
<td>-0.98</td>
</tr>
</tbody>
</table>
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Fig. 4.21 LQ fit at different dose ranges for CP3 cell line. The LQ models are extrapolated to the total dose range.
4.3.2.4. Discussion

A decline of fit quality at very low doses (≤ 1 Gy) based on $\chi^2$/df is observed in the CP3 cell line. The result is explained by what appears to be an adaptive response. This increase of the survival fraction is related to the growing ability of the cells to adapt to the new environment, triggered by a small dose of radiation. The clonogenic survival assay normalizes the surviving fraction to the number of cells that survive after being plated when no radiation is given, that way the contribution of dying cells not due to radiation damage is removed. Thus, what the curve is showing is that the cells under very low-dose radiation develop a defence mechanism, which makes them able to adapt to the new conditions. The increase in the survival curve at very low doses causes high uncertainty in the estimated parameters when the low dose data are included in the fit.

Even though $\chi^2$/df statistic shows a bigger impact due to the influence of the first 1 Gy segment of the survival curve data (see Figs.4.15 and 4.16), the Monte Carlo outcome in Table 4.9 exhibits great effects of eliminating the initial 5.5 Gy from the fit. See also Figs. 4.17 and 4.18. For the CP3 cell line the agreement between the theoretical and the actual expectation of T-distribution is affected by the increase of the experimental uncertainties at middle doses. Moreover, it is this range from 0 to 5.5 Gy that results in a noticeable change of LQ estimators.
The residuals between LQ model and the experimental survival curve also reflect that the model systematically underestimate the surviving fraction in the low dose region. See Fig.4.22. Moreover, the residuals appear to behave randomly for the fit in the region from 5.5 to 11.5 Gy.

Therefore, the LQ formalism seems to work better in the middle region between 5.5 and 11.5 Gy for the data set presented here. In order to be more precise it is necessary to reduce the uncertainties especially in the middle and high dose region. Trying to establish and define a possible linear region will need a more careful analysis since it is evident that the adaptive response has a huge impact in the fitted coefficients and it is present in an important segment of the low dose linear region.
Fig. 4.22 Residuals from LQ fit for CP3. The plots show the total range investigated (upper-left corner) and a more detailed behaviour of the same residuals for smaller dose scales: (0-5) Gy in upper-right corner, (5-11) Gy in lower-left corner, (10-14) Gy in lower-right corner.
4.3.3. Results of data analysis for U373MG cell line

4.3.3.1. Evaluating goodness of fit for U373MG cell line

The $\chi^2$/df behaviour from the LQ fit at different dose ranges is displayed in Fig. 4.23 for the U373MG cell line. The graph shows the results for fixing the initial dose at 0, 2.5 and 4 Gy while the final dose varies along the X-axis.

Fig. 4.23 Chi-Square divided by the number of degrees of freedom at different dose ranges for U373MG cell line. Initial dose of the range is fixed at 0, 2.5 and 4 Gy. Final dose of the range varies along the X-axis.
Figure 4.23 exhibits two steps at 6 and 9.5 Gy in the $\chi^2$/df plot when the initial dose is fixed at 0 Gy. Eliminating the first 2.5 Gy the first step is still seen but the values go down again to the same level. The curves are shifted when the data points below 2.5 and 4 Gy are excluded. This feature is expressed in Fig.4.24 as an initial step for doses $\leq$ 2 Gy, followed by a decrease of $\chi^2$/df values until they finally stabilize around 0.48 at 4 Gy, which mean an improvement of 77%.

![Graph showing chi-square divided by degrees of freedom for U373MG](image)

Fig. 4.24 Chi-Square divided by the number of degrees of freedom at different dose ranges for U373MG. Final dose of the range is fixed at 9.5 Gy. Initial dose of the range varies along the X-axis.

The results of testing the LQ hypothesis for a significance level of 5% for several dose ranges are in Table 4.11.
Table 4.11 $\chi^2$-Test for U373MG cell line at several dose ranges. Testing the LQ hypothesis for a significance level of 5%. In the last column the P-value is also shown.

<table>
<thead>
<tr>
<th>Dose Range [Gy]</th>
<th>Range [Gy]</th>
<th>df</th>
<th>T-variable $\chi^2$ from the fit</th>
<th>$\alpha_{\alpha=5%}$</th>
<th>Critical Region $T&gt;\chi^2(0.95,df)$</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-10.5</td>
<td>20</td>
<td>58.00</td>
<td>31.41</td>
<td>$H_0$: Rejected</td>
<td>1.45x10^{-6}</td>
<td></td>
</tr>
<tr>
<td>0-10</td>
<td>19</td>
<td>47.27</td>
<td>30.14</td>
<td>$H_0$: Rejected</td>
<td>0.0003</td>
<td></td>
</tr>
<tr>
<td>0-9.5</td>
<td>18</td>
<td>33.52</td>
<td>25.00</td>
<td>$H_0$: Rejected</td>
<td>0.0144</td>
<td></td>
</tr>
<tr>
<td>0-8</td>
<td>15</td>
<td>30.11</td>
<td>25.00</td>
<td>$H_0$: Rejected</td>
<td>0.0115</td>
<td></td>
</tr>
<tr>
<td>2-10.5</td>
<td>16</td>
<td>57.85</td>
<td>26.30</td>
<td>$H_0$: Rejected</td>
<td>2.00x10^{-6}</td>
<td></td>
</tr>
<tr>
<td>2-10</td>
<td>15</td>
<td>47.19</td>
<td>25.00</td>
<td>$H_0$: Rejected</td>
<td>3.44x10^{-5}</td>
<td></td>
</tr>
<tr>
<td>2-8</td>
<td>11</td>
<td>29.98</td>
<td>19.68</td>
<td>$H_0$: Rejected</td>
<td>0.0016</td>
<td></td>
</tr>
<tr>
<td>4-10.5</td>
<td>12</td>
<td>19.99</td>
<td>21.03</td>
<td>$H_0$: Not rejected</td>
<td>0.0672</td>
<td></td>
</tr>
<tr>
<td>4-10</td>
<td>11</td>
<td>14.01</td>
<td>19.68</td>
<td>$H_0$: Not rejected</td>
<td>0.23</td>
<td></td>
</tr>
<tr>
<td>4-9.5</td>
<td>10</td>
<td>4.83</td>
<td>18.31</td>
<td>$H_0$: Not rejected</td>
<td>0.90</td>
<td></td>
</tr>
<tr>
<td>4-8</td>
<td>7</td>
<td>4.24</td>
<td>14.07</td>
<td>$H_0$: Not rejected</td>
<td>0.75</td>
<td></td>
</tr>
</tbody>
</table>

The table shows that the LQ model for a significance level of 5% is rejected unless the low-dose region is excluded. This characteristic differentiates the U373MG cell line from the other cell lines presented before where in order for the LQ hypothesis not to be rejected the high dose region cannot be included and less influence was seen from low dose region. However, for U373MG the test for a 5% significance level does not show any difference if the high dose region is included or not and although the total measured range is shorter, the LQ hypothesis is always rejected when the low dose data are included. The hypothesis cannot be rejected only if the low dose region is left out of the fit and also an increment of the P-values is observed.
4.3.3.2. Monte Carlo Simulation for U373MG cell line

Monte Carlo analysis for the U373MG cell line is shown in Figs. 4.25 and 4.26 for the T-and P-value distributions. It is clear that the residuals are not $\chi^2$ distributed for the total dose range from 0 to 10.5 Gy. Reducing the final dose of the range and keeping the initial dose equal zero, the Monte Carlo T-distribution starts moving closer to the expected theoretical distribution. The best result is reached for the final dose equal to 9.5 Gy; further reduction in the final dose will not noticeably improve the concordance between the actual and the expected distributions for the number of degrees of freedom involved. See the graph in the ranges from 0 to 10.5, 9.5, 8 and 6 Gy.

The next displayed cases in Fig.4.25 are in the range from 2 and 4 Gy to 9.5 Gy. There is no improvement comparing the results in the range between 0 and 9.5 Gy with the range from 2 to 9.5 Gy. The best concordance is reached for the fit between 4 and 9.5 Gy. The expectations of the theoretical $\chi^2$-distribution and the expectation value obtained from Monte Carlo simulation are shown in Table 4.12 for the U373MG cell line.

Fig.4.26 shows the P-value distribution, displaying that the best agreement between LQ model and the survival data is found in the region from 4 to 9.5 Gy.
Table 4.12 Expectations for the theoretical and MC $X^2$-distributions at several dose ranges for U373MG cell line. The difference is also displayed in the last column.

<table>
<thead>
<tr>
<th>Dose Range [Gy]</th>
<th>Expectation for $X^2_{th}$</th>
<th>Expectation for $X^2_{MC}$</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-10.5</td>
<td>20</td>
<td>78</td>
<td>58</td>
</tr>
<tr>
<td>0-10</td>
<td>19</td>
<td>66</td>
<td>47</td>
</tr>
<tr>
<td>0-9.5</td>
<td>18</td>
<td>51</td>
<td>33</td>
</tr>
<tr>
<td>0-9</td>
<td>17</td>
<td>48</td>
<td>31</td>
</tr>
<tr>
<td>0-8</td>
<td>15</td>
<td>45</td>
<td>30</td>
</tr>
<tr>
<td>0-6</td>
<td>11</td>
<td>28</td>
<td>17</td>
</tr>
<tr>
<td>2-9.5</td>
<td>14</td>
<td>47</td>
<td>33</td>
</tr>
<tr>
<td>3-9.5</td>
<td>12</td>
<td>23</td>
<td>11</td>
</tr>
<tr>
<td>4-9.5</td>
<td>10</td>
<td>15</td>
<td>5</td>
</tr>
<tr>
<td>4.5-9.5</td>
<td>9</td>
<td>14</td>
<td>5</td>
</tr>
</tbody>
</table>

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Fig. 4.25 Plots of Chi-Square distribution from Monte Carlo experiment for U373MG in dark bars and the theoretical expected Chi-Square distribution in solid lines. The graphs show the distributions for different dose ranges (see the upper right corner of each graph).
Fig. 4.26 P-value distribution from Monte Carlo experiment at different dose ranges for U373MG. One can see an evident difference among the different dose ranges although the complete flat distribution for P-value is not achieved.
4.3.3.3. Estimated parameter for U373MG cell line.

The least square estimates of the LQ fit to the survival data for several dose ranges are shown in Figs. 4.27 and 4.28.

The LQ parameters $\alpha$ and $\beta$ have big uncertainties at low dose range for the U373MG cell line. In general $\alpha$ is larger than $\beta$ but the coefficients are not known accurately. This region is followed by an increase of $\alpha$ and a decrease of $\beta$ showing their anti-correlation. The values seem to become stable between 7 and 9.5 Gy especially if the low dose data are not included. The curve starts bending again when the high dose points are retained. The figures also show that the plots are also shifted one from the other ones when the first 2.5 and 4 Gy are excluded.
Fig. 4.27 Alpha parameters for the LQ model obtained from LSM. Initial dose of the range is fixed at 0, 2.5 and 4 Gy. U373MG cell line.

Fig. 4.28 Beta parameters for the LQ model obtained from LSM. Initial dose of the range is fixed at 0, 2.5 and 4 Gy. U373MG cell line.
Table 4.13 summarizes some numerical values of $\alpha$ and $\beta$ parameters and $\chi^2$-statistics for several dose ranges presented before. In the Fig. 4.29 the data and the LQ fits are plotted.

Table 4.13 The parameters $\alpha$ and $\beta$ from LQ model least square fit to the U373MG survival data. Their corresponding standard deviation $\sigma_\alpha$ and $\sigma_\beta$. The $\chi^2$/df statistics from the fit and the correlation coefficient between $\alpha$ and $\beta$.

<table>
<thead>
<tr>
<th>Dose Range [Gy]</th>
<th>Alpha [Gy$^{-1}$]</th>
<th>$\sigma_\alpha$ [Gy$^{-1}$]</th>
<th>Beta [Gy$^2$]</th>
<th>$\sigma_\beta$ [Gy$^2$]</th>
<th>$\chi^2$/df</th>
<th>$\rho_{\alpha,\beta}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total range 0-10.5</td>
<td>0.173</td>
<td>0.006</td>
<td>0.0184</td>
<td>0.0008</td>
<td>2.90</td>
<td>-0.97</td>
</tr>
<tr>
<td>Excluding high doses 0-9.5</td>
<td>0.159</td>
<td>0.007</td>
<td>0.0208</td>
<td>0.0010</td>
<td>1.86</td>
<td>-0.97</td>
</tr>
<tr>
<td>Excluding high and very low doses 2.5-9.5</td>
<td>0.166</td>
<td>0.007</td>
<td>0.0199</td>
<td>0.0010</td>
<td>0.97</td>
<td>-0.97</td>
</tr>
<tr>
<td>Best LQ fit range found 4-9.5</td>
<td>0.175</td>
<td>0.008</td>
<td>0.0186</td>
<td>0.0011</td>
<td>0.48</td>
<td>-0.98</td>
</tr>
</tbody>
</table>
Fig. 4.29 LQ fit at different dose ranges for U373MG cell line. The LQ models are extrapolated to the total dose range.
4.3.3.4. Discussion

A decline of fit quality at low doses (≤ 2 Gy) based on $\chi^2/df$ is observed in the cell line. The result is explained by what seems to be an HRS/RR response. Although the data uncertainty in the region is small with relative error of 7% a further study becomes necessary to ensure the HRS/RR response. This is important, because as in the case of the CHOAA8 cell line the HRS/RR effect has not been detected in human U373MG glioma cells. However, any regional variability from the general trend of the survival cannot be explained by the LQ formalism.

The $\chi^2/df$ statistic shows that not just the first 2 Gy are responsible and influencing the fit quality as seen in Fig.4.23. The $\chi^2/df$ plot shifts down when the dose range lower bound is fixed at 4 Gy. This means that eliminating the initial 4 Gy from the fit $\chi^2/df$ quantity will be reduced. This is displayed in Fig.4.24 by a decrease of $\chi^2/df$ until the values stabilize around 4 Gy. This is also confirmed by the $\chi^2$ test for a 5% of confidence level.

The Monte Carlo outcome in Table 4.12 also defines 4Gy as the dose where the LQ formalism better fits the data. This is demonstrated by the closest agreement between the theoretical and the actual expectation of T-distribution. See also Figs.4.25 and 4.26 for a graphical representation of T and P-value distributions. The uncertainties in this cell line are smaller compared to the other two lines already discussed; nevertheless, the distributions are not so close to
the expected, probably due to the bias introduced when assuming the mean as the actual value of the surviving fraction.

These figures also show a threshold around 9.5 Gy strengthened by a clear increment of $\chi^2/df$ beyond that dose, see Fig. 4.23; and a decrement of observed P-values in Table 4.11.

All the regions seem to have influence in the estimation of LQ parameters and a relatively constant segment is seen at the middle dose coinciding with the region where LQ model works well.

The residuals between the LQ model and the experimental survival curve are displayed in Fig. 4.30 supporting the idea of non-LQ behaviour for low doses. In the middle doses there is not a clear difference about the random behaviour of the residuals between the fits from 0 to 9.5 Gy and from 4 to 9.5 Gy. The high dose region cannot be well fitted even though high dose data are included.

In conclusion, the LQ formalism seems to work better in the middle region between 4 and 9.5 Gy for the U373MG data set presented here. Trying to establish and define a possible linear region will need a more careful analysis, as was said before, because of the influence of a possible HRS/RR effects at the very low dose region. In addition, this difficulty is emphasized by the shortness of the linear region.
Fig.4.30 Residuals from LQ fit for U373MG. The plots show the total range investigated (upper-left corner) and a more detailed behaviour of the same residuals for smaller dose scales: (0-4) Gy in upper-right corner, (4-10) Gy in lower-left corner, (7-9.5) Gy in lower-right corner.
4.3.4. Results of data analysis for DU145 cell line

4.3.4.1. Evaluating goodness of fit for DU145 cell line

Chi-square statistics divided by the number of degree of freedom ($\chi^2$/df) from the LQ fit are plotted in Fig. 4.31 for different dose ranges for the DU145 cell line. The figure 4.31 shows a few cases fixing the initial dose at 0, 2, 4 and 6 Gy while the final dose varies along the X-axis of the graph.

Fig. 4.31 Chi-Square divided by the number of degrees of freedom at different dose ranges for DU145 cell line. Initial dose of the range is fixed at 0, 2, 4 and 6 Gy. Final dose of the range varies along the X-axis.
The figure shows the variability of $\chi^2/df$ depending on dose range used in the fit. It is clear that including data for dose < 2 Gy will yield values of $\chi^2/df$ much larger than if the low dose data are removed. However, further exclusion does not exhibit considerable difference. There are two steps evident at 7.5 and 13 Gy, regardless of the lower bound of the range used in the fit.

The influence of low dose data is also shown in Fig.4.32 where the upper bound or final dose was fixed at 7.5 and 13 Gy while the lower bound is changing in the X-axis.

Fig. 4.32 Chi-Square divided by the number of degrees of freedom at different dose ranges for DU145. Final dose of the range is fixed at 7.5 and 13 Gy. Initial dose of the range varies along the X-axis.
There is a clear improvement when the initial 1 Gy are left out dropping $\chi^2/df$ statistics by about 54% fixing the upper bound of the range at 13 Gy and about 87% eliminating the first 2.5 Gy and the last 6.5 Gy.

The results of testing the LQ hypothesis for a significance level of 5% for several dose ranges are shown in Table 4.14.

<table>
<thead>
<tr>
<th>DoseRange [Gy]</th>
<th>df</th>
<th>T-variable</th>
<th>$\chi^2$ from the fit</th>
<th>Critical Region</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-14</td>
<td>27</td>
<td>179.98</td>
<td>40.11</td>
<td>$H_0$: Returned</td>
<td>0</td>
</tr>
<tr>
<td>0-12</td>
<td>23</td>
<td>97.39</td>
<td>35.17</td>
<td>$H_0$: Returned</td>
<td>$3.96\times10^{-11}$</td>
</tr>
<tr>
<td>0-10</td>
<td>19</td>
<td>94.36</td>
<td>30.14</td>
<td>$H_0$: Returned</td>
<td>$5.56\times10^{-12}$</td>
</tr>
<tr>
<td>0-8</td>
<td>15</td>
<td>66.11</td>
<td>25.00</td>
<td>$H_0$: Returned</td>
<td>$2.18\times10^{-08}$</td>
</tr>
<tr>
<td>0-6</td>
<td>11</td>
<td>58.43</td>
<td>19.68</td>
<td>$H_0$: Returned</td>
<td>$1.81\times10^{-08}$</td>
</tr>
<tr>
<td>2-14</td>
<td>23</td>
<td>104.51</td>
<td>35.17</td>
<td>$H_0$: Returned</td>
<td>$2.32\times10^{-12}$</td>
</tr>
<tr>
<td>2-12</td>
<td>19</td>
<td>31.33</td>
<td>30.14</td>
<td>$H_0$: Returned</td>
<td>0.0372</td>
</tr>
<tr>
<td>2-10</td>
<td>15</td>
<td>27.42</td>
<td>25.00</td>
<td>$H_0$: Returned</td>
<td>0.03</td>
</tr>
<tr>
<td>2-8</td>
<td>11</td>
<td>11.41</td>
<td>19.68</td>
<td>$H_0$: Not rejected</td>
<td>0.41</td>
</tr>
<tr>
<td>2-6</td>
<td>7</td>
<td>4.04</td>
<td>14.07</td>
<td>$H_0$: Not rejected</td>
<td>0.78</td>
</tr>
<tr>
<td>4-14</td>
<td>19</td>
<td>95.39</td>
<td>30.14</td>
<td>$H_0$: Returned</td>
<td>$3.63\times10^{-12}$</td>
</tr>
<tr>
<td>4-12</td>
<td>15</td>
<td>27.52</td>
<td>25.00</td>
<td>$H_0$: Returned</td>
<td>0.02</td>
</tr>
<tr>
<td>4-10</td>
<td>11</td>
<td>22.94</td>
<td>19.68</td>
<td>$H_0$: Returned</td>
<td>0.02</td>
</tr>
</tbody>
</table>

As it was observed in Fig.4.31, Table 4.14 shows that the first 2 Gy are decisive in the results of the $\chi^2$-test for a 5% significance level. Including the first 2 Gy no matter what is the upper bound of the range the LQ model can be safely ruled out due to the very small observed P-values. In addition, it is observed that
including high dose data is also a determinant in the LQ hypothesis rejection. According to this test the LQ model cannot be rejected when the region is included within the range between 2 and 8 Gy.

4.3.4.2. Monte Carlo Simulation for DU145 cell line

The graphical measure of the goodness of fit by plotting the T-variable and P-value distributions from one thousand similar experiments simulated using Monte Carlo technique is shown in Figs.4.33 and 4.34.

It is clear that the residuals are far away from $\chi^2$-distribution for the total dose range from 0 to 14 Gy. Reducing the final dose of the range and keeping the initial dose equal to zero, the Monte Carlo distribution starts moving just a little bit closer to the expected theoretical distribution. The best result is reached for the final dose equal to 7.5 Gy; further reduction in the final dose will not noticeably improve the concordance between the actual and the expected distributions for the number of degrees of freedom involved. See the graph in the ranges from 0 to 14, 13, 7.5 and 6 Gy.

The next two cases displayed in Fig.4.33 are in the range from 1 and 2.5 to 7.5 Gy. The best concordance is reached for the fit between 2.5 and 7.5 Gy. Increasing the lower bound of the range more than 2.5 Gy does not substantially improve the agreement. In order to quantify the degree of correspondence...
between both distributions, the expectations of the theoretical $\chi^2$-distribution, and the value obtained from the Monte Carlo simulation, are shown in Table 4.15.

Table 4.15 Expectations for the theoretical and MC $\chi^2$-distributions at several dose ranges. The difference is also displayed in the last column.

<table>
<thead>
<tr>
<th>Dose Range</th>
<th>Expectation for $\chi^2_{th}$</th>
<th>Expectation for $\chi^2_{MC}$</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-14</td>
<td>27</td>
<td>207</td>
<td>180</td>
</tr>
<tr>
<td>0-13</td>
<td>25</td>
<td>130</td>
<td>105</td>
</tr>
<tr>
<td>0-9</td>
<td>17</td>
<td>109</td>
<td>92</td>
</tr>
<tr>
<td>0-8</td>
<td>15</td>
<td>81</td>
<td>66</td>
</tr>
<tr>
<td>0-7.5</td>
<td>14</td>
<td>74</td>
<td>60</td>
</tr>
<tr>
<td>0-7</td>
<td>13</td>
<td>73</td>
<td>60</td>
</tr>
<tr>
<td>0-6</td>
<td>11</td>
<td>70</td>
<td>59</td>
</tr>
<tr>
<td>1-7.5</td>
<td>12</td>
<td>64</td>
<td>52</td>
</tr>
<tr>
<td>2-7.5</td>
<td>10</td>
<td>17</td>
<td>7</td>
</tr>
<tr>
<td>2.5-7.5</td>
<td>9</td>
<td>14</td>
<td>5</td>
</tr>
<tr>
<td>3-7.5</td>
<td>8</td>
<td>13</td>
<td>5</td>
</tr>
<tr>
<td>3.5-7.5</td>
<td>7</td>
<td>11</td>
<td>4</td>
</tr>
</tbody>
</table>

Figure 4.34 also reveals that the best agreement between the LQ model and the survival data is found in the region from 2.5 to 7.5 Gy. Even though the complete flat distribution for the P-values is not achieved, the graphs exhibit an evident difference among several dose ranges.
Fig. 4.33 Plots of Chi-Square distribution from Monte Carlo experiment for DU145 in dark bars and the theoretical expected Chi-Square distribution in solid lines. The graphs show the distributions for different dose ranges (see the upper right corner of each graph).
Fig. 4.34 P-value distribution from Monte Carlo experiment at different dose ranges for DU145. One can see an evident difference among the different dose ranges although the complete flat distribution for P-value is not achieved.
4.3.4.3. Estimated parameter for Du145 cell line.

The least square estimates of the LQ fit to the survival data for several dose ranges are shown in Figs. 4.35 and 4.36.

Both parameters $\alpha$ and $\beta$ have bigger uncertainties at low dose ranges. The parameters $\alpha$ and $\beta$ have about the same value at dose of 4 Gy but the error bars indicate high uncertainty in the estimation. In the curve when the lower bound of the range is fixed at 0 Gy, i.e. low dose data are included, a region of high variability of $\alpha$ and $\beta$ is seen. There is a high increase of $\alpha$ parameter and a high decrease of $\beta$ parameter with the increment of the final dose of the range as expected due to their negative correlation. The estimators appear to stabilize around 6 Gy when a wide portion of the LQ region data is included in the fit. Both Figs. 4.35 and 4.36 do not display a great shift of $\alpha$ or $\beta$ parameters whether the first 2.5 Gy are excluded or not.
Fig. 4.35 Alpha parameters for the LQ model obtained from LSM. Initial dose of the range is fixed at 0 and 2.5 Gy. DU145 cell line.

Fig. 4.36 Beta parameters for the LQ model obtained from LSM. Initial dose of the range is fixed at 0 and 2.5 Gy. DU145 cell line.
Table 4.16 summarizes some numerical values of $\alpha$ and $\beta$ parameters and $\chi^2$-statistics for several dose ranges presented before and Fig.4.37 graphically displays the result of the fit.

Table 4.16 The parameters $\alpha$ and $\beta$ from the LQ model least square fit to the DU145 survival data. Their corresponding standard deviation $\sigma_{\alpha}$ and $\sigma_{\beta}$. The $\chi^2$/df statistics from the fit and the correlation coefficient between $\alpha$ and $\beta$.

<table>
<thead>
<tr>
<th>Dose Range [Gy]</th>
<th>Alpha [Gy$^{-1}$]</th>
<th>$\sigma_\alpha$ [Gy$^{-1}$]</th>
<th>Beta [Gy$^2$]</th>
<th>$\sigma_\beta$ [Gy$^2$]</th>
<th>$\chi^2$/df</th>
<th>$\rho_{\alpha,\beta}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total range 0-14</td>
<td>0.229</td>
<td>0.004</td>
<td>0.0117</td>
<td>0.0004</td>
<td>6.67</td>
<td>-0.97</td>
</tr>
<tr>
<td>Excluding high doses 0-7.5</td>
<td>0.158</td>
<td>0.011</td>
<td>0.0229</td>
<td>0.0017</td>
<td>4.29</td>
<td>-0.98</td>
</tr>
<tr>
<td>Best LQ fit range found 2.5-7.5</td>
<td>0.174</td>
<td>0.012</td>
<td>0.0204</td>
<td>0.0019</td>
<td>0.51</td>
<td>-0.99</td>
</tr>
</tbody>
</table>

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Fig. 4.37 LQ fit at different dose ranges for DU145 cell line. The LQ models are extrapolated to the total dose range.

DU145

- Experimental SF
- LQ fit (0-14 Gy)
- LQ fit (0-7.5 Gy)
- LQ fit (2.5-7.5 Gy)
4.3.4.4. Discussion

Figures 4.31 and 4.32 clearly show several levels in $\chi^2$/df variability for the DU145 cell line. A decline of fit quality at very low doses (< 2 Gy) based on $\chi^2$/df is observed. This result is explained by what seems to be an HRS/RR-type response. However, it is just defined by a few data points making necessary a more detailed analysis in the region. Even though there is no substantial difference in the values by increasing the lower bound up to 4 or 6 Gy, Fig. 4.32 shows a slight improvement for lower bound greater than 2.5 Gy and fixing the upper bound at 7.5 Gy.

In addition, a decline of the fit is seen as well when the high dose data is retained. The step at 13.5 Gy appears due to underestimated errors while the one observed at 9 Gy could be related to the final slope of the survival at higher doses. Therefore, it seems that LQ model works better in the middle dose region within the range from around 2 to 8.5 Gy.

The results from testing the LQ hypothesis for a 5% significance level indicate that the minimal range where the LQ hypothesis cannot be rejected is approximately within 2 to 8 Gy. See Table 4.14.

Moreover, the outcome of the MC calculations shows that fixing the lower bound at 0 Gy the difference between the expectations of theoretical and MC $\chi^2$-distributions decreases when decreasing the upper bound of the range until it
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reaches the value of 60 at 7.5 Gy. Further reduction of the final dose does not show noticeable change. See the first seven rows in Table 4.15. Now, keeping the upper bound at 7.5 Gy, the table displays that increasing the lower bound the values stabilize at 2.5 Gy with a difference equal 4.52.

Therefore, it seems that the LQ model works better in the middle dose region within the range from 2.5 to 7.5 Gy. This is confirmed by examination of the residuals in the region for different dose range fits. See Fig.4.38.

The hypothesis of linearity for the low dose region cannot be tested since it is very short compared to the other cell lines studied and matches the presumable HRS/RR region.

An interesting feature coming out after analyzing all cell lines is that there is an increment of the parameter $\alpha$ and a decrease of the parameter $\beta$ when the analysis curve goes from linear to the LQ region for every human tumor cell lines (CP3, U373MG, DU145). Issue which differs for the normal Hampters cell line (CHOAA8).
Fig.4.38. Residuals from LQ fit for DU145. The plots show the total range investigated (upper-left corner) and a more detailed behaviour of the same residuals for smaller dose scales: (0-5) Gy in upper-right corner, (2-8) Gy in lower-left corner, (8-14) Gy in lower-right corner.
4.4. Impact of low dose region in $\alpha/\beta$ ratio

As introduced before, another important concept in this study and coming from the linear quadratic model is the $\alpha/\beta$ ratio. It represents the dose where the two mechanisms of cell killing, lethal lesions and sub-lethal lesion exchange have equal importance. This can predict how different types of tissue respond to different fractionation schemes. Even though this ratio was calculated from the survival curve fit, it can be used to make relative comparisons among different tissues at various dose ranges.

Table 4.17 presents the LQ regions best fitted in this study. How the $\alpha/\beta$ ratio is influenced by the low dose region is explained further.

Table 4.17 LQ Region for each cell line.

<table>
<thead>
<tr>
<th>Cell line</th>
<th>Total Range [ Gy]</th>
<th>LQ Region [ Gy]</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHOAA8</td>
<td>0-16</td>
<td>~ 5.5-13</td>
</tr>
<tr>
<td>U373MG</td>
<td>0-10.5</td>
<td>~ 4-9.5</td>
</tr>
<tr>
<td>CP3</td>
<td>0-14</td>
<td>~ 5.5-11.5</td>
</tr>
<tr>
<td>DU145</td>
<td>0-14</td>
<td>~ 2.5-7.5</td>
</tr>
</tbody>
</table>

Figures 4.39, 4.40, 4.41 and 4.42 show the $\alpha/\beta$ ratio for the studied cell lines. The initial doses were fixed at 0 Gy, 2.5 Gy and at the lowest boundary of the linear quadratic region for every cell line.
Fig. 4.39 Plot of the $\alpha/\beta$ ratio for CHOAA8 cell line.

Fig. 4.40 Plot of the $\alpha/\beta$ ratio for CP3 cell line.
Fig. 4.41 Plot of the $\alpha/\beta$ ratio for U373MG cell line.

Fig. 4.42 Plot of the $\alpha/\beta$ ratio for DU145 cell line.
There is a high variability in $\alpha/\beta$ ratio values at the low dose region for all the cell lines studied due to the variability of the parameters $\alpha$ and $\beta$. When an extensive part of the LQ region data is included in the fit the values of the $\alpha/\beta$ ratios appear to stabilize as happened individually with $\alpha$ and $\beta$.

One can see that there is a noticeable difference in the $\alpha/\beta$ ratio by including or excluding low dose data for all studied cell lines in the region of interest, at middle doses.

No big difference is seen in $\alpha/\beta$ values at middle doses if the very low dose data are left out (2 Gy) for CHOAA8 and CP3 cell lines. Even though the very low dose region characterized by HRS/RR and adaptive responses strongly affects the quality of the fit, this is not displayed in the $\alpha/\beta$ ratio results.

The $\alpha/\beta$ ratio is related to the time required for cells to divide and cycle as explained in section 2.1.3. High or low values of this ratio define the tissue response as being early or late response to ionizing radiation. This feature is very important under fractionation scheme in order to control the tumour and spare normal tissues.

The influence of low dose data through the $\alpha/\beta$ ratio is summarized in Fig.4.43. The bar heights exhibit an obvious difference between the values calculated including or excluding low dose data. The percentage differences were found to
be 42%, 40%, 23% and 24% for the CHOAA8, CP3, U373MG and DU145 cell lines, respectively.

All the results clearly show that the $\alpha/\beta$ ratio is dose range dependent. Although the analyses have been performed for \textit{in vitro} experiments, we should expect having the same dependence for \textit{in vivo} clinical studies.

![Fig. 4.43 $\alpha/\beta$ ratio including and not including low dose data points.](image)

Indeed, the range included in the fit will affect the results of fitted parameters, which just stabilize when the principal LQ region is included in the fit. In addition, the presence of the low dose region that could be related to the linearity of the
survival curve in that region highly influences the parameters and consequently the value of the $\alpha/\beta$ ratio coming from the LQ approach.
5.1. Conclusions

Detailed data sets for the desired study from clonogenic assays in a broad range of dose were obtained. The total dose range reached various end-points from 10.5 to 16 Gy depending on the radiosensitivity of the cell line. A dose increment of 0.5 Gy was used over the entire dose range. The four cell lines investigated were: CHOAA8, hamster fibroblast cells; U373MG, human glioblastoma cells; and human prostate carcinoma cell lines CP3 and DU-145. All cell lines showed an influence of multiplicity factor on survival and we corrected the data before any further analysis.

Goodness of fit and MC analysis did exhibit a dependence on dose region. From the general survival curve shape, three main regions were proven to be involved:
the low dose region, a middle dose region and the high dose region. A drop in the fit quality was found when low doses were included. This could be a result of the linearity in the trend of the survival curve at low doses that will affect the total fit in a range from 0 Gy to the final dose in the linear quadratic region. However, the very low dose region (~ 0-2 Gy) strongly influences the decline of the fit quality. This outcome can be explained by the hypersensitive effect observed in CHOAA8 and U373MG data and an adaptive type response in CP3 cell line.

The LQ behaviour characterizes the survival curves in the middle dose region, which is demonstrated by a clear improvement of goodness of fit and MC analyses (Table 4.17). The fit worsening at high doses showed as expected, that the LQ model cannot explain this region. Exactness of region delimitation is affected by hypersensitivity, adaptive response at very low doses and data uncertainties.

The dependence of survival curve trend on dose range did influence the α and β parameters and the α/β ratio. The impact of including low dose data is shown through α/β ratios showing relative differences of 42, 40, 23 and 24% for CHOAA8, CP3, U373MG and DU145, respectively.
5.2. Future Directions

In this study, dose dependence of survival behaviour, LQ response, fitted parameters and $\alpha/\beta$ ratio has been demonstrated. The statements can be drawn from the experimental and analyzed results discussed in chapter 4. Some of the results pointed out the final conclusions presented above and other ones lead to further questions. The first question is related to the association of the low dose region with the expected linear region. It is hard to define the linear region due to its shortness, superposition of HRS/RR and adaptive type responses, and data uncertainty. The second question is how to verify the existence of HRS/RR and adaptive responses. In both cases, more detailed data sets are necessary. Another important question is how to include the high dose region in the LQ model by adding more parameters to the model. However, this region is highly affected by the precision of the clonogenic survival technique.

Therefore, the LQ model needs to be developed further in order to explain the high dose region\textsuperscript{45,63}. One possibility might be the Linear-Quadratic-Linear model (LQL)\textsuperscript{45} developed by Carlone, which is an extension of the LQ. In order to model the low dose region, more detailed data have to be obtained to identify the survival curve dose dependence on $\alpha$, HRS/RR and adaptive type responses.
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