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ABSTRACT

The problem of sea ice growth is approached using an energy conservation methodology. A climate simulation is developed which utilizes information about the state of the atmosphere, snow/ice surface, snow/ice medium and underlying ocean and establishes an explicit relationship between the surface temperature and each component of the energy balance. In this manner sea ice growth is treated as a function of the dynamic interaction of atmosphere, ice and ocean.

The model furnishes daily estimates of the individual components of the radiation balance and the turbulent, conductive and melt induced energy fluxes. The surface temperature and temperature at the snow-ice interface are determined and the average ice salinity and ice thickness predicted. Thermal properties are internally modified as a response to changes in snow and ice properties. Also included is the transient occurrence and thermodynamic behaviour of a snowpack.

A comparison of sea ice growth observations at three Arctic locations with model predictions indicates a successful reproduction of real world conditions by the computer simulation.
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CHAPTER 1

THE NEED AND SUGGESTED APPROACH FOR THE DEVELOPMENT OF AN ICE GROWTH MODEL

1.1 Introduction

Simulating the energy balance over sea ice and sea ice growth is an interesting climatological study but it is more than this for it has applications in many other fields. A knowledge of the thickness, properties and coverage of first year ice is important in studies of climatic change, regional energy balances, ice dynamics, ice forecasting, mechanical properties, remote sensing response, northern oil and gas development (and the associated problem of oil spill containment), arctic transportation and others. The existence of a reliable model to predict sea ice growth as a climatological response will find wide ranging acceptance in the science and engineering fields.

Sea ice exhibits a strong influence on climate and climatic change due primarily to its very high albedo. Expansion of sea ice coverage in response to global cooling leads to a decrease in net radiation promoting further cooling and ice growth (Budyko, 1974). Proper understanding of the rate of this feedback mechanism is essential in determining the time scale of
climatic change (Kellogg, 1974).

Maykut (1978) has shown that for the present ice thickness distribution in the central Arctic, the total heat input to the atmospheric boundary layer from regions of young ice (<0.8 m) is equal to or greater than that from regions of open water or thick ice; these conclusions are based on young ice comprising only 10-15% of the total pack ice. Energy balance determination and modelling of climatic change should incorporate models of growth pertaining to young ice rather than those of pack ice because an increase in areal coverage by young ice will have a much greater impact on the regional energy balance than that previously envisaged using thick pack ice data.

The use of a thickness distribution, giving the areal coverage of ice of different thickness categories has been used in studies examining the large scale dynamic behaviour of the ice pack (Thorndike et al., 1975). Lead distribution, refreezing rates and subsequent ice thickening represent important considerations in an understanding of the problem.

Ice forecasting seeks to predict the start of ice formation, its rate of growth and changes in ice concentration. A rigorous method of growth estimation that responds to existing climatological conditions would replace the currently employed empirical formulas. Ice decay and concentration
changes during melt could benefit in much the same manner. In a later stage of development an ice climatological model may be linked with a theoretical model of the ocean to provide information on the time of formation of the initial ice cover in the fall.

The mechanical properties of sea ice (i.e. tensile strength, flexural strength and modulus of elasticity) are highly dependent on the ice salinity characteristics (Weeks and Assur, 1967) which is itself a function of the growth history of the ice sheet. For example, rapid growth results in a high entrapment of brine in the skeletal layer which, when incorporated into the ice structure as brine pockets, reduces ice strength relative to a low salinity or freshwater ice. The change in the salinity distribution with time as a function of thermal and isostatic adjustments produces a continuous change in the mechanical properties. A knowledge of growth rate, thermal history and overall thickness of ice would be of great benefit in these studies.

The electromagnetic response of ice is also affected in the same manner. A distinction is made between first year ice and multiyear ice in microwave remote sensing applications where the thicker, lower salinity older ice has a lower brightness temperature ($220^\circ\text{K}$) than the thinner, higher salinity young ice ($245^\circ\text{K}$, Gloersen et al., 1975). This
distinction is further complicated due to the presence of a high salinity layer at the top of the snow free ice surface for then a new signature, similar to that for multiyear ice, develops. Brine expulsion directed towards the surface in first year ice is a possible source of these high salt concentrations; a knowledge of thermal history of the ice sheet is required to test the validity of this mechanism.

Oil spill containment in an arctic environment is sensitive to the season when the spill occurs and the nature of the ice coverage (Lewis, 1976; NORCOR, 1976). Oil on the surface is expected to retard growth in the fall, while enhancing decay in the spring. An estimate of the magnitude and timing of these changes can be obtained from a simulation model in advance of an actual spill. Oil beneath the ice becomes entrapped and incorporated directly into the ice structure altering the thermal properties of the ice medium and these changes and their impact should also be amenable to computer simulation.

Ship-based transport in the Arctic is dependent upon many of the processes discussed. Penetration through a region may be determined by the dynamic response of the ice, compression and expansion of the ice field expressing itself in the formation of leads and pressure ridges. In the melt period the concentration of ice in shipping lanes is related to the
thermodynamic processes governing the ice ablation and ocean dynamics. Icebreaker resistance can be related to ice strength just as the feasibility of surface transport across ice depends on its strength and thickness.

The applications of a comprehensive climatological model of ice growth are many and only some have been detailed (others may require more imagination, such as the need for an ice growth model as it concerns the laying of naval mine fields (see Gerson and Perchal, 1973)). The following section introduces the approach to the problem that was adopted while the remaining chapters detail some of the work undertaken to develop a computer simulation model relating ice growth to atmosphere-ice-ocean interaction and changes within the ice medium itself. Chapter 2 reviews previous research concerning the computer simulation of ice behaviour while Chapter 3 examines the processes of ice growth and their relation to the atmosphere and ocean. The conceptual development and implementation of an ice growth model are discussed in Chapter 4 and an assessment of the model predictions is presented in Chapter 5. Chapter 6 provides a summary of the work in association with a discussion of the limitations of the model.
1.2 The Simulation Approach

It was proposed that a one-dimensional climatological simulation model be developed to study the growth and decay of sea ice. An energy conservation methodology was adopted because it (i) allows the computation of the fluxes at the earth's surface from external parameters given by the state and processes in the atmospheric boundary layer and (ii) allows the study of the variation in fluxes in time and space dependent on all the parameters influencing the energy exchange (Krause, 1972). The latter provides an effective method of obtaining an improved insight into the problems under examination.

A simulation approach involves the designation of a system which comprises a set of dynamically related components. Because the real world system appears very complex it must be simplified conceptually and represented as a model which is regarded here as an artificial system that attempts to portray the characteristics of the real system. The model must be constructed in such a way that the interactions of its components and both its abstract and physical boundaries are clearly defined (Harbaugh and Bonham-Carter, 1970).
The goals of the simulation are an understanding of the phenomenon and a related predictive ability. Building the simulation model requires a clear understanding of the nature of our system. The active mechanisms and processes must be well defined before they can be reduced to sets of equations and logic statements. Functional relationships between the components must be specified and while these equations are not necessarily correct, they are explicit and unambiguous. The answers we obtain from our model will reflect the understanding we have of our system.

Validation of the simulation usually involves testing the model against a situation where the outcome is known. If the model adequately reproduces the observed behaviour then we may have some faith in its ability to provide a useful analog to the real system. It is proposed to test the simulation model using previously assembled ice thickness data and meteorological observations from several arctic locations.

After verification of the model it may be employed to explore the consequences of different sets of assumptions. An example of this is its use as a technique to assess the outcome of intentional or accidental changes in parameters such as the surface albedo. We may also make use of one of the major advantages of computer simulation, the compression of the time scale. Years of real time may be simulated in
minutes of computer time.

It is hoped that through the development of a computer simulation model of the growth and decay of sea ice we may satisfy both our goals of understanding and prediction.
CHAPTER 2

SURVEY OF PREVIOUS RESEARCH

2.1 Introduction

Investigations into sea ice growth may be divided amongst the empirical, analytical and numerical approaches. Empirical forms are restrictive in that an historical record of ice thickness and the variables employed is required. Most of the variables that affect ice growth are subsumed under one or two surrogate variables (e.g., degree days below -1.8°C). This effectively masks an understanding of process interaction resulting in a 'black box' solution. An empirical relation developed in this manner must also be considered as site specific further restricting the application of such investigations. A review of some of the empirical work on this topic may be found in Bilello (1961).

The first analytical approach to the problem of sea ice was that of Stefan (1891) who obtained a solution that was a simplified form of the von Neumann equation. Later studies have identified the form of the interaction between the four components (atmosphere-snow-ice-ocean) involved in the energy and mass balances but have failed to provide solutions that may be applied to produce realistic results due to the complexity of the problem. Doronin (1970) reviews much of the
literature concerning analytical approaches to sea ice growth.

The numerical approach is closely linked to analytical developments differing only in its method of arriving at a solution. Numerical techniques provide a method to obtain approximate solutions where conditions necessary for analytical solutions are too complex. This methodology is adopted as the numerical approach allows the most realistic representation of real world conditions in a mathematical model for which a solution may be generated. The following review deals only with studies adopting a numerical approach; the list is short due to the fact that an efficient numerical application to the problem has become available only with the advent and availability of high speed computers.

2.2 Review of the Literature

Maykut and Untersteiner (1969) present a one-dimensional thermodynamic model of sea ice. Energy and radiation fluxes (with the exception of outgoing longwave radiation), ocean heat flux, snow accumulation and density, surface albedo and ice salinity are treated as time dependent model inputs. These parameters allow the energy balance to be calculated as a function of an effective surface temperature. Coupling this temperature with the sea water temperature provides sufficient boundary conditions to compute the temperature distribution within the ice and evaluate mass changes (accretion or ablation) at the ice boundaries. The parabolic heat
The conduction equation is solved using an explicit finite difference technique suggested by Sauliev (1957). The formulation is unconditionally stable removing restrictions on the time step and grid spacing but requires that the boundary temperature be specified at least one time step in advance.

Starting from an arbitrary initial condition the model was integrated numerically until annual equilibrium patterns of temperature and thickness were achieved. Steady state is defined in their model as the point where annual bottom accretion is within 1 mm of the surface ablation; equilibrium was achieved after 30-100 years integration. In all, twenty-eight simulations under a variety of postulated conditions were performed. The ice parameters employed were those of multiyear ice and the mean climatic inputs were determined from Fletcher's (1965) heat budget.

The authors recognize that the most serious limitation of the model lies in the simplified boundary conditions chosen. The energy fluxes we observe are dependent upon the nature of and conditions at the boundary surface. In nature, the turbulent fluxes show a marked dependence on surface conditions, a dependence the model fails to duplicate. The model has also never been evaluated in a real time situation, the comparisons are based on the equilibrium ice thicknesses generated after 30-100 years forcing under a 'constant'
climate. Computationally, the model is complex and costly to run.

Despite these limitations, the model represents a pioneering work in the modelling of ocean-ice-atmosphere interaction. The model is capable of predicting the steady state behaviour of sea ice under a variety of postulated climatic conditions and the simulations performed afford an insight into the complex relationship between ice thickness and both the dependent and independent energy fluxes. To date, it remains the most comprehensive treatment of ice thermal behaviour and as Semtner (1976) remarks in a discussion of his own work, "In the absence of observational data on the response of sea ice to changes in climatic forcing, their model has been used as the standard against which to test a simplified model." (p. 386)

Pease (1975) attempted to verify the hypothesis that the mean seasonal changes in ice extent in the Antarctic can be explained, in part, by the mean thermodynamic conditions in both the atmosphere and the ocean. A simulation was performed to evaluate equilibrium ice thicknesses and extent under mean climatic conditions. Although the surface energy balance components are treated in a crude manner (see Table 2.1), the energy exchanges between the ice and the ocean are well detailed. Three versions of the model are presented, each bringing an increasing sophistication to the mathematical treatment of the
<table>
<thead>
<tr>
<th>Author</th>
<th>Ki</th>
<th>Kf</th>
<th>Li</th>
<th>Lf</th>
<th>( C_H )</th>
<th>Ce</th>
<th>( k_1(T_b) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maybut and Untersteiner 1969</td>
<td>((1-\eta_0)\sec^2 \cos \varphi)</td>
<td>( a = 0.64 )        fixed</td>
<td>( a = 0.64 )        fixed</td>
<td>( 0.85 &gt; a_s &gt; 0.64 )</td>
<td>( T_e ) ( T_e ) ( T_e ) ( T_e )</td>
<td>( T_e ) ( T_e ) ( T_e ) ( T_e )</td>
<td>( k_1(T_b) )</td>
</tr>
<tr>
<td>Goddard 1974</td>
<td>( (1-\eta_0)\sec^2 \cos \varphi)</td>
<td>( a = 0.97 )        fixed</td>
<td>( a = 0.97 )        fixed</td>
<td>( T_e ) ( T_e ) ( T_e ) ( T_e )</td>
<td>( T_e ) ( T_e ) ( T_e ) ( T_e )</td>
<td>( T_e ) ( T_e ) ( T_e ) ( T_e )</td>
<td>( k_1(T_b) )</td>
</tr>
<tr>
<td>Pease 1975</td>
<td>( Q_0(1-a_0)\sec^2 )</td>
<td>( a = 0.6 )         fixed</td>
<td>( a = 0.6 )         fixed</td>
<td>( T_e ) ( T_e ) ( T_e ) ( T_e )</td>
<td>( T_e ) ( T_e ) ( T_e ) ( T_e )</td>
<td>( T_e ) ( T_e ) ( T_e ) ( T_e )</td>
<td>( k_1(T_b) )</td>
</tr>
<tr>
<td>Santner 1976</td>
<td>( \alpha ) ( \beta ) ( \gamma ) ( \delta )</td>
<td>( 0.85 &gt; a_s &gt; 0.64 )</td>
<td>( 0.85 &gt; a_s &gt; 0.64 )</td>
<td>( T_e ) ( T_e ) ( T_e ) ( T_e )</td>
<td>( T_e ) ( T_e ) ( T_e ) ( T_e )</td>
<td>( T_e ) ( T_e ) ( T_e ) ( T_e )</td>
<td>( k_1(T_b) )</td>
</tr>
<tr>
<td>Maybut 1978</td>
<td>( \eta_0 ) ( \eta_0 ) ( \eta_0 ) ( \eta_0 )</td>
<td>( 0.47 &gt; a_s &gt; 0.27 )</td>
<td>( 0.47 &gt; a_s &gt; 0.27 )</td>
<td>( 0.85 &gt; a_s &gt; 0.64 )</td>
<td>( 0.85 &gt; a_s &gt; 0.64 )</td>
<td>( 0.85 &gt; a_s &gt; 0.64 )</td>
<td>( k_1(T_b) )</td>
</tr>
</tbody>
</table>

Compiled from sources indicated; see original papers for details of parameterization (e.g. units) and implementation; Subscript s - surface
TABLE 2.1
AMATERIZATION SUMMARY FOR PREVIOUS ICE MODELLING ATTEMPTS

<table>
<thead>
<tr>
<th>$x^a$</th>
<th>$L^a$</th>
<th>$L^b$</th>
<th>$O^a$</th>
<th>$O^b$</th>
<th>$k_{1}(T_{o} - T_{s})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x^a$</td>
<td>$L^a$</td>
<td>$L^b$</td>
<td>$O^a$</td>
<td>$O^b$</td>
<td>$k_{1}(T_{o} - T_{s})$</td>
</tr>
<tr>
<td>$x^a$</td>
<td>$L^a$</td>
<td>$L^b$</td>
<td>$O^a$</td>
<td>$O^b$</td>
<td>$k_{1}(T_{o} - T_{s})$</td>
</tr>
<tr>
<td>$x^a$</td>
<td>$L^a$</td>
<td>$L^b$</td>
<td>$O^a$</td>
<td>$O^b$</td>
<td>$k_{1}(T_{o} - T_{s})$</td>
</tr>
</tbody>
</table>

Solution by f.d. to yield temperature profiles

Linear temperature profile

R.H. fixed at 0.90
$a_{2}, a_{3}$ taken as saturation values

$3w_{o}0(T_{o} - T_{s})$

$1 = 0.4 m$
$D = 5 x 10^{-5} m^2/s$

Indicated: see original papers for details of initialization and implementation; Subscript s - surface.
<table>
<thead>
<tr>
<th>Author</th>
<th>SW Penetration</th>
<th>Snow</th>
<th>Salinity</th>
<th>k_o</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maykut and Untersteiner 1969</td>
<td>$a_1 R^*$</td>
<td>yes</td>
<td>steady state profile specified</td>
<td>$k_0 = 4.86 \times 10^{-2}$</td>
</tr>
<tr>
<td></td>
<td>$a_1 = 0.17$ fixed</td>
<td></td>
<td>$S = f$ (depth) variable with time as $f$ (depth)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$a_2 = 0.28$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(T in °C, c.g.s.)</td>
</tr>
<tr>
<td>Goddard 1971</td>
<td>none</td>
<td>composite 15 cm snow and 15 cm ice considered. (data from Maykut and Untersteiner, 1969)</td>
<td>none</td>
<td>$a_1 = 4.5$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$k_0 = 7.27$</td>
</tr>
<tr>
<td>Pease 1975</td>
<td>$a_1 R^*$</td>
<td>no snow allowed but albedo set at 0.90 to compensate</td>
<td>average ice salinity fixed</td>
<td>$k_0 = 4.86 \times 10^{-2}$ (c.g.s.)</td>
</tr>
<tr>
<td></td>
<td>$a_1 = 0.20$ fixed</td>
<td></td>
<td>no variability</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$a_2 = 0.28$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(T in °C, c.g.s.)</td>
</tr>
<tr>
<td>Semtner 1976</td>
<td>$a_1 R^*$</td>
<td>yes</td>
<td>average salinity = f (ice thickness) at a given thickness, salinity is considered constant throughout</td>
<td>$k_0 = 4.86 \times 10^{-2}$ (c.g.s.)</td>
</tr>
<tr>
<td></td>
<td>$a_1 = 0.17$ fixed</td>
<td>linear temp. profile imposed</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>to a limit of 30% of heat required to melt all ice</td>
<td>allowed to ablate</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$k_a = 7.4 \times 10^{-4}$ (c.g.s.)</td>
<td>$k_0 = 0.165$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$a_2 = 0.31$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(M.K.S.)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maykut 1978</td>
<td>$a_1 R^*$</td>
<td>yes</td>
<td>linear gradient</td>
<td>$k_0 = 4.5$</td>
</tr>
<tr>
<td></td>
<td>$a_1 = 0.17$</td>
<td></td>
<td></td>
<td>$k_0 = 4.86 \times 10^{-2}$</td>
</tr>
</tbody>
</table>

ocean. The first model employs a stable water layer of fixed temperature, salinity and diffusivity. The second model has a deep water layer with the properties as previously described but a mixed layer, where heat and salt fluxes are allowed to vary in response to changes in the upper boundary, is introduced between the ice and the stable water layer. The third version features the deep water layer, the mixed layer and a surface layer of low salinity meltwater which is transient, disappearing by refreezing or mixing with the underlying layers.

A comparison of observed with predicted ice thickness and extent along a longitudinal transect in the Antarctic showed acceptable agreement with regard to phase (i.e., the time of occurrence of maximum and minimum thicknesses) but poor with respect to magnitude. The first model consistently underestimated ice growth while the second and third forms produced overestimates. The poor agreement obtained may be due to the fact that a snowpack was not considered in the model formulation leaving out the influence of this very effective thermal barrier. Although only fair results were obtained, it is a model worthy of attention because of its detailed treatment of ocean processes.

Semtner (1976) presents a model to be used to predict the thickness and extent of sea ice in climate simulations.
A basic one-dimensional diffusion process is taken to act in the ice with modifications due to the penetration of solar radiation, melting of internal brine pockets and accumulation of an insulating snow cover. The model is essentially that of Maykut and Untersteiner (1969) but a streamlined numerical method is employed.

An energy balance approach is used but the fluxes of latent heat, sensible heat, incoming solar radiation and incoming longwave radiation must be supplied as inputs. In evaluating the model a climatic forcing identical to that of Maykut and Untersteiner was employed and the results also compared with those of Maykut and Untersteiner.

Due to the large number of required inputs and the lack of comparison with independent data it is difficult to evaluate the effectiveness of the model. The most interesting feature is the computational method adopted for the ice phase which represents a cross between a costly fine grid finite difference technique (Maykut and Untersteiner) and a bulk substrate model (this study).

Goddard (1974) employed a climate simulation model derived from Myrup (1969) in which information about the state of the atmosphere, the surface and the underlying medium is utilized in conjunction with an explicit relationship between the surface temperature and each component of the energy balance.
In this type of approach, often referred to as an 'equilibrium surface temperature model', the energy and radiation fluxes reflect and respond to the characteristics of the site surface. Taking available climatic data as input Goddard's model calculates the atmospheric stability and uses this to estimate the boundary layer shear stress and thence the sensible, latent and conductive heat fluxes in terms of the available energy (see Table 2.1).

The model was tested on arctic pack ice at 75°N latitude (AIDJEX test site) in early April. Good agreement was found between the hourly measured micrometeorological variables and those which were simulated. This agreement was taken as a demonstration of the geophysical soundness of the model, and its self consistency. Goddard suggests that the model should be applied to the case of seasonal growth to determine its potential as a technique for assessing the consequences of changes in surface or climatic variables.

Maykut (1978) presents a model of energy exchange over young sea ice in the central Arctic. It is a systematic investigation of variations in the surface energy balance related to ice thickness and is accomplished by combining a simple sea ice model with climatological data on incoming radiation and air temperature to calculate how the fluxes of sensible heat, latent heat and emitted longwave radiation over
sea ice depend on season, ice thickness and snow cover.

The paper investigates the impact of areas of young ice and open water on the large scale heat and mass balance at the surface of the polar oceans. By calculating the energy balance for different ice thicknesses under the same climate conditions and then weighting these results by the areal extent of each thickness group, a realistic estimate of the regional energy balance was produced.

An energy conservation approach based on an equilibrium surface temperature is adopted and the specification of component terms is similar to that presented in this paper (see Table 2.1). The temperature inputs are specified from the equilibrium climate determined over pack ice using Maykut and Untersteiner's model; daily values throughout the year were obtained by interpolation of a smoothing polynomial fitted to the monthly averages. The results obtained reflect the response to a slowly varying 'average' climate. Maykut's work differs fundamentally from the present study in that ice growth is not considered, the ice thickness is a fixed constant which is specified as an input.

The work of Maykut and Untersteiner, Pease, Semtner and Maykut have demonstrated the usefulness of the energy balance approach in the study of sea ice growth. These models suffer in that there is an insufficient comparison with field obser-
vations, a reflection more of the lack of data rather than the inadequacy of the models. Goddard's work provides field confirmation of the ability of this approach to provide realistic estimates of the components of the energy balance when applied to sea ice. The work presented here advances from its predecessors by employing an equilibrium surface temperature energy balance model which includes ice growth and compares the results obtained (with respect to magnitude and time) with field observations from several locations throughout the Canadian Arctic.

It was only after the completion of this paper that the work of Lally (1973) and Conway (1976) on ice modelling was brought to the author's attention. No investigation has been made of the relative merits or applicability of their approaches.
CHAPTER 3

ICE GROWTH AND ITS RELATION
TO THE ATMOSPHERE AND OCEAN

3.1 Physical Processes of Ice Growth

3.1.1 Ice Growth and Brine Entrapment

As the air temperature drops in the fall, heat is extracted from the sea until the freezing point is reached at the sea surface. The temperature of the freezing point is determined by the water salinity; sea water with 35\(^\circ\)‰ salinity freezes at \(-1.8^\circ\)C. In calm waters with a low temperature gradient, ice begins to form in localized regions where stable crystallization nuclei occur. The ice particles are disc-shaped and grow outwards along the surface in interlocking hexagonal patterns. This rapid lateral growth forms a skim cover in which most of the ice crystals have a preferred vertical c-axis orientation because the ice crystals tend to float with their longer planes parallel to the water surface. If a strong temperature gradient is forcing the growth under calm conditions then either a random orientation of the c-axis or a vertical preferred orientation superimposed on a random orientation may result. Under conditions where the surface is agitated nucleation from frazil results in tabular, equiaxed
crystals with a random crystallographic orientation (Michel & Ramseier, 1969). This initial skim is known as primary ice.

After the establishment of a stable ice cover growth of secondary ice occurs in the vertical dimension. A crystallographic orientation transition zone occurs in the next 5-20 cm if we are dealing with a primary ice cover that has a random or random with preferred vertical orientation. Growth competition between crystals of different orientation occurs at the ice-water interface. Those crystals with horizontal c-axes grow downward more rapidly than the adjacent crystals because heat is transferred most effectively along an ice crystals basal plane (perpendicular to the c-axis). While the mechanisms suggested to explain the development of a dominant crystal orientation are not fully satisfactory (Weeks & Assur, 1968), it is observed that beneath the transition zone the ice is mainly composed of long columnar ice crystals with their c-axes essentially horizontal. Figure 3.1 shows the characteristics of the crystal structure within young sea ice.

The ice propagates downward into the sea water as an irregular, dendritic surface. A series of plates of pure ice protrude into the underlying water, separated by layers of brine, forming the skeletal layer. Within the skeletal layer the plate to plate spacing is a function of the growth conditions but the thickness of the layer is a relatively constant
FIGURE 3.1  CRYSTAL STRUCTURE OF SEA ICE

Source: Adapted from Milne (1976)
2-3 cm. The skeletal layer lacks appreciable strength as there is no lateral connection between plates. Bridging occurs laterally between the plates producing a series of elongated brine pockets in which brine is physically entrapped within the ice.

The process of bridging and incorporation of brine into the ice structure is poorly understood although Lake and Lewis (1970) provide a plausible hypothesis for brine pocket development. A typical brine tube in the skeletal layer is 2-3 cm long with a cylindrical shape closed at the upper end by a slightly bulbous cap. Ice forms within the tube on the cylindrical walls at the end cap. This ice growth is limited by the rapid increase in salinity as the salt is rejected back into the interstitial brine. The result is that the growth of ice within the tube is retarded with respect to the general interface and the tube elongates. Assuming the isotherms to be parallel to the ice-water interface, a temperature gradient will be established in the brine with the growth of the ice. Downward growth of the ice induces a density and density gradient increase in the brine immediately adjacent to the end cap. Convection occurs when the density gradient in the cap is about one order of magnitude greater than that existing in the main cylindrical portion of the tube. The cold dense brine within the tube is exchanged for the less
saline warmer water beneath creating a local deformation of the isotherms in the water body and promoting further growth.

Theoretical and experimental investigations of convection in a tube closed at one end show that under boundary conditions similar to those occurring in the sea ice case, a stagnant region will exist at the closed end of the tube. Rapid radial ice growth ('necking' or 'bridging') occurs a few millimetres below the bulbous end cap which is thought to define the stable region. This results in the sealing off of the upper portion of the tube creating a brine inclusion. The growth of the neck provides a source of salt to sustain convection and on sealing the tube reverts to its original length, thereby maintaining a constant thickness of the skeletal layer. General ice growth at the interface then proceeds until a density gradient sufficient to induce convection is established and necking is once again initiated. A schematic of the process is given in figure 3.2.

3.1.2 Brine Drainage

Salt is continually ejected from a growing ice sheet due to rejection during crystal growth as described above and by drainage of the dense brine from the interior of the ice sheet. The latter depends on the characteristic crystallographic features of the ice called brine drainage channels which Lewis
1. Initial tube.

2. Interface ice growth at base while growth inside tube is restricted due to the high salinity of the interstitial brine. A density gradient develops between the end cap and the main body of the tube.

3. Convective overturning of the brine occurs when the density gradient in the cap is approximately an order of magnitude greater than the density gradient in the main body of the tube.

4. The overturning of (3) brings cold brine to the interface deforming the isotherms, resulting in more ice growth at the interface. A stagnant region at the closed end of the tube develops and bridging commences.

5. The brine inclusion after bridging is completed.
(1976) likens to a river network extending upwards from the ice-water interface to the top of the secondary ice layer near the surface. These brine channels in thick ice are separated by 15-20 cm in the horizontal plane (Lake and Lewis, 1970) and have a diameter of approximately 1 cm at the terminus. Figure 3.3 illustrates the relation between crystal zonation, brine channels and the skeletal layer in a growing ice sheet. Niedrauer (1977) summarizes the results of a laboratory study of brine channel features and processes. Solute rejection during crystal growth has been treated analogously to impurity rejection during metal solidification. Qualitatively, the metallurgical equations agree with observations that the amount of salt rejected back into the seawater increases as the growth velocity decreases but the numerical values should not be employed due to differences in the nature of the systems (see Lake (1969) and Kvajic, Pounder & Brajovic (1971) for examples).

The position of the brine pockets in relation to the upper and lower ice surfaces is changed as the ice cover thickens. The inclusion is progressively cooled which initiates partial freezing within the pocket, increasing the brine salinity, in order that the trapped brine remain in equilibrium with the temperature of the surrounding ice (e.g., it concentrates to remain on the eutectic). This process reduces the brine
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(on a unit volume basis) but leaves the overall salinity unchanged in the absence of brine drainage. (This simplified description is valid only when crystallization of the entrapped brine does not occur. Below -8°C Na₂SO₄ · 10H₂O begins to crystallize from the brine followed by NaCl · 2H₂O at -23°C, which leads to a reduction in the brine concentration. The sequence of crystallization of salts may be found in Assur's (1958) phase diagram of sea ice.) Over time, desalination mechanisms act to redistribute and reduce the overall salt content.

Young first year ice has initially a C-shaped salinity profile indicating high salt contents at the surface and in the basal skeletal layer. In second year ice the salinity has decreased substantially in the upper layers and a peak occurs deeper within the ice mass. After several years the salinity profile is such that the surface layers are essentially salt free, the salinity increases with depth, and the average salinity of the ice is very much reduced. Representative profiles are shown in figure 3.4. Four major mechanisms have been suggested to account for the migration of the brine within the ice sheet. These are hydrostatic flushing, brine pocket diffusion, brine expulsion and gravity drainage.
Salinity as a function of depth below surface of ice observed in (a) first year ice (FY); (b) first year plus 1 year (FY + 1); (c) multiyear ice (MY); and (d) multiyear plus 1 year (MY + 1). Only for FY and FY + 1 has the total thickness been shown whereas the other curves would extend to greater depths.

Source: Campbell et al. (1978)
Flushing occurs when meltwater is ponded on the surface of the ice creating a hydrostatic head which drives the low salinity meltwater through the permeable portions of the ice. Flushing is thought to be responsible for the rapid desalination of the upper ice levels observed during the melt period of the first year ice and in determining the upper profile in the multiyear ice. Due to its occurrence only during periods of extended melt it has no effect on salinity redistribution during the growth period of first year ice.

Brine pocket diffusion relates the brine migration as a diffusion process to the ice temperature gradient. Within a brine inclusion a temperature gradient exists between the cold upper portion and the warmer lower layers. As the brine density is temperature dependent this creates a concentration gradient which requires salt diffusion from the colder to the warmer end to minimize the gradient and drive the system towards equilibrium. This results in a brine concentration at the lower end that is greater than that imposed by the temperature field and melting is initiated to dilute the brine. At the upper end the brine is now less dense and freezing occurs to concentrate the solution. Repetition of this process produces a continuous migration of the inclusion towards a warmer temperature which is generally the ice-water interface. The process was studied by Hoekstra et al (1965)
who employed the diffusion equation

\[ v = \frac{D}{S_b} \left( \frac{dS_b}{dT} \right) \frac{dT}{dz} \]  

(3.1)

where \( v \) = brine pocket velocity
\( T \) = temperature (°K)
\( S_b \) = brine concentration
\( D \) = diffusion constant
\( z \) = distance
\( \frac{dS_b}{dT} \) = slope of liquidus curve
\( \frac{dT}{dz} \) = temperature gradient.

In a comparison of observed and predicted brine velocities the theoretical velocities were consistently higher. Experimentally observed velocities were in the range of 85 microns/hour (2 mm/day) under a temperature gradient of 3°C/cm and 30 microns/hour (0.7 mm/day) at 1°C/cm. Harrison (1965) employed a temperature gradient of 15°C/cm and obtained velocities in the millimetre per hour range. His observations also indicate that as the droplets approached the ice-water interface they accelerated steadily, increased in diameter and then punctured the interface and merged with the water leaving only clear ice behind. Employing temperature values typical of a natural sea ice cover, Lake and Lewis (1970) estimate a velocity of 0.07 mm/day. These results suggest that for gradients typically encountered in normal sea ice, brine drainage due to temperature induced diffusion is negligible.
Tsurikov (1967) attributes changes in salinity of ice to the movement of brine pockets under the influence of the temperature gradient in ice as a result of ice thawing at the warmer end of the pockets and the freezing of brine at the colder ends; a process he regards as distinct from ion diffusion phenomena as studied by Hoekstra et al (1965). The governing differential equation intended for the calculation of the variation in salinity of the individual layers of ice is given by

\[
\frac{dS}{dt} = -a \frac{\partial S}{\partial x} \frac{\Delta T_f}{\partial z}
\]  

(3.2)

where
- \( n \) = number of brine pockets per unit area
- \( r \) = radius of brine pocket
- \( L_f \) = heat of phase transition
- \( \Delta T_f \) = change in freezing point of brine as a result of phase transition
- \( a \) = temperature dependent constant.

This relationship does not appear to provide sufficient explanation of salinity redistribution in sea ice; further comments on its application may be found in Appendix A.

Brine expulsion is another suggested desalination agent. A specific ice depth undergoes continual cooling due to the movement of the ice-water interface as an ice sheet ages. Freezing will occur at the brine cavity edges to increase the brine concentration and maintain phase equilibrium. High internal pressures are produced due to the 10 per cent volume
increase associated with the ice growth. Nakaya (1956) observed that the mounting pressure in the liquid caused the ice to fail along the crystallographic basal plane allowing some liquid to escape and migrate toward the warm end of his samples. Within an ice cover, expulsion near the surface may drive the salt to the air-ice or snow interface which would provide a source for the brine found on the ice surface or absorbed in the overlying snowpack. The expulsion along the basal plane toward the warm ice-ocean interface drives the brine down and ultimately out of the ice sheet. The occurrence of cracking along the crystal boundaries (lines of natural weakness) may lead to the development of a primary drainage channel. This may then act as a focus towards which other cracks would tend to propagate leading to the development of a dendritic channel as has been observed in real ice (Lake and Lewis, 1970) and laboratory ice (Eide and Martin, 1975). Untersteiner (1968) examined the potential of the mechanism using what he considered a highly schematized model requiring later investigation by experiments and concluded it to be a valid process to account for the development of a salinity profile of multiyear ice. Cox and Weeks (1975) dismiss his results as irrelevant because continuity during warmer periods when a net increase in salt may result was neglected and their belief that brine expulsion should be evaluated on the basis of comparisons between sequential salinity profiles
from first year ice. They formulated a one-dimensional brine expulsion model by performing energy and mass balances over a control ice volume. This produces a thermal energy equation and two continuity equations involving three unknowns which may be solved employing numerical techniques. By comparison of their model with experimentally obtained sequential ice salinity profiles they were able to estimate the percentage of salinity change which could be attributed to brine expulsion (assuming the model to be correct). The results indicate that brine expulsion played a small role in overall desalination but in periods of rapid ice growth (ice thickness <25 cm) the change in salinity due to expulsion was significant.

Gravity drainage includes all processes by which brine under the influence of gravity drains out of an ice sheet. Kingery and Goodnow (1962) concluded from their experimental results that gravity drainage was the primary mechanism by which salt was eliminated from new ice. Untersteiner (1968) argued that the mechanism is probably effective only in young sea ice and is unlikely to occur in thick floating/multiyear ice. Cox and Weeks (1975) also designate gravity drainage as the dominant desalination mechanism in young sea ice based on their experimental results. The rate of gravity drainage was highest in the lower, warmer part of the ice which they attribute to a higher ice permeability associated with the high
brine volumes at these levels. Gravity drainage should increase, at a given permeability, as the temperature gradient increases because of the dependency of the brine density on temperature; a result qualitatively observed in their experiments. Due to this dependency one would expect the rate of gravity drainage to decrease as an ice sheet thickens. Also tending to decrease the rate of gravity drainage is the fact that as the salt drains from the ice, its permeability decreases due to the presence of smaller volumes of brine.

To develop a theoretical model of gravity drainage information is required concerning the permeability of ice. This requires an understanding of the ice microstructure of which our present comprehension is poor. At present no model has been proposed that would allow quantitative estimation of the salt fluxes due to gravity drainage.

A knowledge of brine entrapment and migration is of concern in modelling the thermodynamic response of ice in that internal energy transfers and significant changes in the ice thermal properties may result. The original intent of this paper was to examine and quantify the interrelationships between salinity redistribution and thermal behaviour using an approach similar to that employed in studies of coupled heat and moisture flows in frozen soils. Due to the complex and irregular behaviour of brine within an ice sheet this goal
was not achieved. A simplified form of brine content-thermal property interaction was employed, details of which may be found in Chapter 4. A summary of some of the work performed on the brine redistribution aspect is presented in Appendix A.

3.2 Ocean-Ice-Atmosphere Interaction

3.2.1 The Atmosphere

In the atmosphere at heights in excess of 1000 m horizontal air motions proceed in a largely geostrophic manner, these motions are unretarded by friction and are usually smooth and free from turbulence. Below 1000 m we enter the planetary boundary layer where turbulence and other effects of frictional drag exerted by the earth's surface are seen. Between a level of approximately 50 m and the surface the speed of the wind reduces rapidly towards zero. This zone is known as the surface boundary layer. Wind characteristics are determined largely by the physical nature of the underlying surface and the form of the vertical temperature gradient. The distinction between the surface boundary layer and the outer or Eckman layer of the planetary boundary layer may be made on the basis of the surface friction Rossby number. The Eckman layer between 1000 m and 50 m is a transition zone between the smooth geostrophic flow in the free atmosphere and the turbulent flow near the ground. Immediately
FIGURE 3.5  TURBULENT STRUCTURE OF THE ATMOSPHERE
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adjacent to the lower boundary is the laminar sublayer in which the fluid flow is laminar and diffusive motions are entirely molecular in origin, character and scale.

Fluid moving over a level surface exerts a horizontal force on the surface in the direction of motion of the fluid. This force is a drag force and is usually expressed per unit area of surface and termed shearing stress. The shearing stress exerted on a surface by fluid flow is generated within the boundary layer and transmitted downwards to the surface in the form of a momentum flux (see figure 3.5). (Note that the dimensions of shearing stress can be expressed as a force per unit area or momentum per unit area per unit time.) This downward flux of streamwise momentum arises from the sheared nature of the flow within the boundary layer and derives from the interaction between this shear and vertical random motions within the air.

Assuming the shear stress to be constant within the region of measurement it can be shown that

\[
\frac{\partial u}{\partial z} = \frac{1}{kz} \sqrt{\frac{\tau}{\rho_a}}
\]  

(3.3)

where \( \frac{\partial u}{\partial z} = \) gradient of wind velocity with height
\( \tau = \) shearing stress due to momentum transfer
\( \rho_a = \) density of air
\( z = \) height from surface
\( k = \) von Karman's constant
Integration of this equation for a neutral atmosphere leads to the familiar logarithmic wind profile equation

\[ u(z) = \frac{1}{k} \sqrt{\frac{\tau}{\rho_a}} \ln \left( \frac{z}{z_0} \right) \] (3.4)

where \( z_0 \) = surface roughness length.

Relating the momentum flux (\( \tau \)) to the wind gradient (equation (3.3)) and defining an exchange coefficient for momentum, \( K_M \), we arrive at

\[ \tau = \rho K_M (\partial u/\partial z) \] (3.5)

With equation (3.4) we can solve for \( K_M \)

\[ K_M = ku_*z \] (3.6.a)

\[ = k^2 u(z) z \] \( \ln(z/z_0) \) (3.6.b)

where \( u_* \) = friction velocity = \( \sqrt{\tau/\rho} \)

For neutral conditions the momentum transfer coefficient increases in proportion to the height in the surface layer at a given height is proportional to the wind speed. With a knowledge of the local wind profile we may calculate the momentum transfer coefficient and the shear stress.

The transfers of sensible heat and latent heat may be described by similar gradient equations. These are given by equations 3.7 and 3.8 respectively.

\[ F_H = \rho_a c_p K_H \frac{\partial T}{\partial z} \] (3.7)
\[ F_E = \varphi_a L_v K_E \frac{\partial q}{\partial z} \] (3.8)

where \( c_p \) = specific heat of air at constant pressure
\( L_v \) = latent heat of vapourization
\( \frac{\partial T}{\partial z} \) = gradient of temperature with height
\( \frac{\partial q}{\partial z} \) = gradient of specific humidity with height.

Similarity theory allows the assumption that the transfer coefficients for sensible heat (\( K_H \)) and water vapour (\( K_E \)) are equal to that for momentum transfer. This applies only to a narrow stability range centred on neutral (although there is evidence that \( K_H > K_M \) under neutral conditions (Businger et al., 1971)). Stability refers to the state of the atmosphere with respect to vertical motions. Under stable conditions the vertical displacement of fluid particles is suppressed whereas enhancement occurs in the unstable case. Corrections can be made to the values of the transfer coefficients obtained under non-neutral conditions by the use of functional relations involving the Richardson number (a measure of stability expressing the ratio of buoyancy to shear effects) or through the concept of a characteristic Obukhov length where buoyant energy production equals shear production (Paulson, 1970).
An alternative approach is that of the drag coefficient. In this the observed shear stress is represented by
\[ \tau = \frac{1}{2} \rho C_M (u(Z))^2 \] (3.9)
where \( C_M \) = drag coefficient (dimensionless) for momentum transfer.

The drag coefficient is a measure of the observed shear stress relative to the theoretical maximum that could occur if a body was immersed into a fluid at right angles to the fluid flow. This maximum is given by
\[ \tau_{\text{max}} = \frac{1}{2} \rho u^2 \] (3.10)
which occurs if a fluid particle is brought to rest against the surface (the initial momentum per unit volume of fluid is \( \rho u \) and the mean velocity of the fluid during deceleration is \( u/2 \), therefore the rate at which momentum is lost from the fluid is \( (\rho u) \cdot (u/2) = 1/2 \rho u^2 \)).

Therefore
\[ C_M = \frac{\tau}{\tau_{\text{max}}} = \frac{\tau}{\frac{1}{2} \rho (u(Z))^2} \] (3.11)

In comparison with the transfer coefficient theory, equivalent relations imply that
\[ C_M = \frac{k^2 (u(Z))}{(\ln(Z/Z_0))^2} \]
\[ = \frac{u_*^2}{u(Z)} \] (3.12)
\[ K_M = kZu \left( \frac{C_M}{2} \right) \]  \hfill (3.13)

The drag coefficient will be a function of height until the top of the planetary boundary layer is reached, at this point the winds are geostrophic, constant with height and we may define the geostrophic drag coefficient. In practice the drag coefficient is specified for a certain level where the wind speed is measured, 10 m. usually being the accepted level.

Sensible heat flux and evaporative heat flux may be deduced from the following relationships

\[ F_H = \rho c_p u C_H (T_{z_2} - T_{z_1}) \] \hfill (3.14)
\[ F_E = \rho L_v u C_E (q_{z_2} - q_{z_1}) \] \hfill (3.15)

where \( C_H \) = drag coefficient associated with the transfer of sensible heat
\( C_E \) = drag coefficient associated with the transfer of evaporative heat

3.2.2 Snow-Ice Medium

This section examines the thermal transfers within a natural snow and ice system. The steady state energy flux within a solid medium is given by the Fourier relation...
\[ F_I = k \frac{dT}{dZ} \]  

(3.16)

where \( k \) = thermal conductivity

\[ \frac{dT}{dZ} = \text{temperature gradient.} \]

If the thermal conductivity is fixed then a constant temperature gradient is necessary to maintain steady state conditions. A temperature profile under these conditions is linear. When internal heating or cooling is occurring then the profile exhibits curvature and a steady state energy flux cannot be maintained. The temperature field of the medium then changes according to the parabolic heat conduction equation

\[ \frac{\partial T}{\partial t} = \frac{k}{\rho c_p} \frac{\partial^2 T}{\partial Z^2} \]  

(3.17)

With the specification of the temperature field that satisfies (3.17) the energy flux at any level may then be calculated. In most natural systems the solution of (3.17) is non-trivial. In sea ice the existence of brine pockets renders the thermal properties non-uniform, complicate the nature of the phase change mechanism and give rise to internal heating through the absorption of penetrating solar radiation. For the case of a perennial sea ice cover Maykut and Untersteiner (1969) solved (3.17) using an explicit finite difference technique.

It has been observed in young sea ice (Billelo, 1978) and in arctic snow covers (Holtzmark, 1955) that temperature
profiles remain nearly linear. First year sea ice tempera-
ture measurements made on Eclipse Sound N.W.T. (Polar Con-
tinental Shelf Project, 1979) confirm Bilello's observations
for young ice. Examination of ice temperature data during
the later stages of growth show that linear profiles are
also present in 2 m. ice. Using slowly varying incident
energy fluxes, realistic salinity profiles and the model of
Maykut and Untersteiner (1969), Maykut (1978) found that tem-
perature profiles in rapidly growing thin ice remained nearly
linear. Curvature was noted only in the case of strong in-
ternal heating or abrupt changes in climatic forcing. He
argues that the Fourier steady state heat transfer relation
(equation 3.16) may be used in modelling the behaviour of
young ice because the thermal reaction time of ice is small
in comparison with the time needed to change its thickness,
significantly and that the thermal conductivity is sensitive
to salinity only at temperatures near the freezing point.
Bilello (1978), Lewis (1967), Founder (1965), and Schwerdtfeger
(1964) have examined the question of thermal lag and the deter-
mination of the velocity of propagation of thermal effects.
Bilello (1978) recorded that the time lag, as defined by the
peak high and low temperatures, for a combined snow depth of
10 cm and ice thickness of 50 cm was roughly 1-2 days. This
lag is associated with energy storage and release associated
with the heat capacity of the ice medium. The instantaneous
adjustment of the ice to the new thermal regime, as specified by the use of the steady state relation, will cause ice growth to occur at a faster rate than if heat effects had been included.

3.2.3 Ocean-Ice Interface

The ocean beneath an ice surface behaves in the same manner as the earth's planetary boundary layer, only at different scales (see Table 3.1). Predictions of Reynolds' stress and mean flow in the ocean beneath an ice cover by a model of a neutrally buoyant, horizontally homogeneous atmosphere are in close agreement with observations (McPhee and Smith, 1975).

The acceptance of the neutral stability has further implications in modelling energy transfers at the sea ice boundary and so it is necessary to examine this further. In the atmosphere the force which causes warm parcels of air to rise is known as the buoyancy or Archimedian force. A parcel immersed in the air 'fluid' is subjected to an upward directed buoyancy equal to the weight of the amount of fluid that the parcel displaces. The parcel will then rise, sink or remain at the same level depending on whether this force is greater than, less than or equal to the downward force on the body due to the acceleration of gravity. These buoyancy differences may be related to temperature gradients indicating that changes in
<table>
<thead>
<tr>
<th></th>
<th>Atmosphere</th>
<th>Ocean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Friction velocity</td>
<td>30 cm·s⁻¹</td>
<td>1 cm·s⁻¹</td>
</tr>
<tr>
<td>Surface layer depth</td>
<td>30 m</td>
<td>1 m</td>
</tr>
<tr>
<td>Planetary boundary layer depth</td>
<td>1000 m</td>
<td>35 m</td>
</tr>
</tbody>
</table>
atmospheric stability are induced by daily heating and cooling.

There exists an analogy between the diurnal fluctuations of temperature found in the atmosphere and the annual freezing and melting of pack ice. As water freezes at the interface the brine that is excluded tends to sink because of its greater salinity just as air heated at the surface tends to rise due to its lower density. Introduction of a characteristic length $L_o$ for the ocean allows a comparison to be made of stability in the ocean to that in the atmosphere. The ratio $-Z/L_o$ characterizes the contribution of buoyancy to the energy balance and $L_o$ serves as a measure of the scale at which the buoyant production of turbulent energy becomes important relative to shear production (McPhee and Smith, 1975).

The turbulent density flux ($F_S$) in the surface layer of water is equivalent to the rate at which mass is excluded from freezing water and is proportional to the growth rate.

$$F_S = \frac{\rho_1 \Delta S d}{1000}$$  \hspace{1cm} (3.18)

where $F_S = \text{salt flux}$

$\Delta S = \text{salinity difference between ice and water (p.p.t.)}$

$d = \text{growth rate}$

The Obukhov-like scaling length, $L_o$ is defined as

$$L_o = \frac{\rho u^*}{g k_F S}$$  \hspace{1cm} (3.19)

where $g = \text{acceleration due to gravity}$
With (3.18) and (3.19) we may solve for the growth rate required to produce significant instability (as defined by $Z/L_0 = -1$, $a Z/L_0 = 1$ implies that buoyancy is as important as shear at length scales comparable to the entire boundary layer depth - a negative value implies a net downward flux resulting from the conversion of potential energy to turbulent kinetic energy).

$$d = \frac{1000 \rho_o u^*_1}{g \rho_1 \Delta S L_0}$$  \hspace{1cm} (3.20)

Setting $u^*_1 = 1$ cm/s, $\rho_1 = 0.92 \text{ g/cm}^3$, $\rho_o = 1.0 \text{ g/cm}^3$, $k = 0.40$, $g = 980$ cm/s, $L_0 = 30$ m and $S = 15\%$ (McPhee and Smith, 1975) one arrives at a growth velocity of $6.17 \times 10^{-5}$ cm/s or 5.3 cm/day. This indicates that in a moderate shear environment even weak instability requires rapid freezing. These freezing rates would be reached only under conditions of initial ice formation. These calculations are similar to the results of Weber's (1977) theoretical investigation of the transient state of ice formation and associated change in sea water salinity due to salt rejection. He concludes that growth rates required to generate salinity induced instability are of the order of 1 cm/hour (24 cm/day) which affirms McPhee and Smith's suggestion that the occurrence of unstable conditions resulting from brine expulsion relatively rare.

Melting at the ice-water interface is analogous to a radiation inversion in the atmosphere and melt rates of the
same magnitude as for freezing would be required. Using these arguments it is possible to rule out instability due to freezing or melt induced stability as likely conditions and allow us to treat the boundary layer as neutrally stable.

Having identified the water beneath the ice surface to be neutral we may use this information in discussing the existence of a mixed layer beneath the ice cover. The term mixed layer refers to a zone in which hydrographically significant variations are absent. This implies that variations in salinity and temperature do not occur rendering the layer isohaline and isothermal. Beneath multiyear pack ice in the Beaufort Sea McPhee (1975) observed this layer to be 35-40 m in depth (Figures 3.6(a) and 3.6(b)). Lewis and Walker (1970) observed a 25 m depth for the mixed layer at Cambridge Bay while 11 m was observed on Greely Fjord by Lake and Lewis (1971). In Eclipse Sound a seasonal variation from 35 m in January to about 50 m in May was observed (Barber, 1977).

It has also been observed that the temperature of the layer immediately below the ice is at the freezing point, as determined by its salinity. Figures 3.6(a) and 3.6(b) show this for the AIDJEX site where the 29.70/oo salinity
Figure 3.6(a)
Temperaturc and Salinity Profiles
Beneath Beaufort Sea Ice (9 April 1972)

Figure 3.6(b)
Temperaturc and Salinity Profiles
Beneath Beaufort Sea Ice (11 April 1972)

Source: McPhee (1975)
has a calculated freezing point of $-1.62^\circ$ (as given by Doherty and Kester's (1974) relation), and a measured freezing point of the same value. While the measurements for these and other cases may be suspect because of the transient introduction of the sensor, a very detailed study by Lake and Lewis (1971) again confirm the observations. Beneath first year ice on D'Iberville Fjord permanently installed sensors allowed the determination of salinity and temperature with no disruption of the layer. Some results comparing the observed temperature and the freezing point calculated from salinity information for the 2 m immediately below the ice are shown in Table 3.2 and Figure 3.7. These show that an isohaline, isothermal layer exists beneath growing first year sea ice and that the temperature of this layer is at the freezing point as determined by the water salinity.

The question arises as to whether or not the ocean supplies a heat flux to the base of the ice which would act to moderate the growth of the ice. For the case of a bulk fluid with uniform velocity past the lower ice boundary the heat flux may be calculated from

$$F_o = h (T_f - T_i) \quad (3.21)$$

where

- $h =$ heat transfer coefficient
- $T_f =$ bulk fluid temperature
- $T_i =$ ice boundary temperature
<table>
<thead>
<tr>
<th>Depth (cm)</th>
<th>Salinity, ±0.001</th>
<th>Density, gm/cc ±0.0001</th>
<th>Temp. Freezing, Calc. from Salinity, °C ±0.001</th>
<th>Mean Temp., °C ±0.005</th>
<th>No. of Samples</th>
<th>Standard Deviation</th>
<th>Range, °C</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>25.59</td>
<td>1.020 58</td>
<td>-1.378</td>
<td>-1.387</td>
<td>12</td>
<td>.005</td>
<td>.017</td>
</tr>
<tr>
<td>10</td>
<td>25.60</td>
<td>1.020 59</td>
<td>-1.379</td>
<td>-1.388</td>
<td>33</td>
<td>.002</td>
<td>.008</td>
</tr>
<tr>
<td>20</td>
<td>25.60</td>
<td>1.020 59</td>
<td>-1.378</td>
<td>-1.388</td>
<td>33</td>
<td>.003</td>
<td>.010</td>
</tr>
<tr>
<td>30</td>
<td>25.59</td>
<td>1.020 58</td>
<td>-1.378</td>
<td>-1.386</td>
<td>42</td>
<td>.002</td>
<td>.009</td>
</tr>
<tr>
<td>40</td>
<td>25.60</td>
<td>1.020 59</td>
<td>-1.378</td>
<td>-1.386</td>
<td>22</td>
<td>.001</td>
<td>.006</td>
</tr>
<tr>
<td>50</td>
<td>25.60</td>
<td>1.020 59</td>
<td>-1.379</td>
<td>-1.390</td>
<td>12</td>
<td>.004</td>
<td>.013</td>
</tr>
<tr>
<td>60</td>
<td>25.60</td>
<td>1.020 59</td>
<td>-1.378</td>
<td>-1.387</td>
<td>12</td>
<td>.002</td>
<td>.005</td>
</tr>
<tr>
<td>70</td>
<td>25.61</td>
<td>1.020 60</td>
<td>-1.379</td>
<td>-1.385</td>
<td>13</td>
<td>.001</td>
<td>.005</td>
</tr>
<tr>
<td>80</td>
<td>25.60</td>
<td>1.020 59</td>
<td>-1.379</td>
<td>-1.386</td>
<td>12</td>
<td>.004</td>
<td>.013</td>
</tr>
<tr>
<td>90</td>
<td>25.60</td>
<td>1.020 59</td>
<td>-1.379</td>
<td>-1.386</td>
<td>13</td>
<td>.002</td>
<td>.008</td>
</tr>
<tr>
<td>100</td>
<td>25.60</td>
<td>1.020 59</td>
<td>-1.379</td>
<td>-1.384</td>
<td>14</td>
<td>.001</td>
<td>.005</td>
</tr>
<tr>
<td>150</td>
<td>25.78</td>
<td>1.021 54</td>
<td>-1.442</td>
<td>-1.063</td>
<td>13</td>
<td>.003</td>
<td>.009</td>
</tr>
<tr>
<td>200</td>
<td>27.71</td>
<td>1.022 29</td>
<td>-1.493</td>
<td>-0.920</td>
<td>14</td>
<td>.004</td>
<td>.009</td>
</tr>
</tbody>
</table>
FIGURE 3.7
WATER STRUCTURE IN THE FIRST TWO METRES BENEATH SEA ICE

SALINITY (p.p.t.)

Source: Lake and Lewis (1971)
If we assume the water beneath the ice is isothermal and isohaline and at the ice freezing point then $T_f = T_i$ and there should be no heat flux from the fluid to the ice. Under these conditions an oceanic heat flux does not exist.

The effect of an influx of heat from the water to the ice will increase with increasing ice thickness (and therefore age) (Doronin, 1970). A situation may arise when the oceanic heat flux term equals that required by conduction in the ice phase. There would therefore be no ice accretion at the interface. If the flux were to exceed that required by conduction in the ice phase then the extra energy supplied by the ocean would be used to melt the ice at the interface. This, in addition to the question of spatial variability of ice thickness, may account for recorded decreases in ice thickness during periods when growth should be occurring. During the decay period the existence of low salinity melt water beneath the ice sheet results in a complex double diffuse layer (Martin, 1973). Heat energy is lost by the meltwater layer to both the overlying sea ice and the high salinity water beneath.

In discussing the relative importance of the conductive heat flux in multiyear pack ice and the turbulent heat flux in the ocean Maykut and Untersteiner (1969) note that the magnitude of the two fluxes is similar with one or the other
dominating during different seasons. They also note that it is not possible to calculate the magnitude of the ocean heat flux without the inclusion of a theoretical model of the ocean. In dealing with the growth of young sea ice the dominant energy term is the conductive heat flux.
CHAPTER 4

MODEL DEVELOPMENT AND IMPLEMENTATION

4.1 Conceptual Development

The model is based on the physical principle of the conservation of energy which results in an energy conservation equation. Such an approach is sometimes also known as an 'energy balance' of a surface.

The surface thermal regime is an expression of the ice or snow microclimate which results from the thermal, radiative and aerodynamic properties of the site. The interaction of these factors determines the magnitude and the direction of the components which constitute the surface energy balance.

The energy conservation equation (ignoring signs) has the form

\[ Q^* = F_H + F_E + F_I \]  \hspace{1cm} (4.1)

where \( Q^* \) = net radiation flux

\( F_H \) = sensible heat flux in the atmosphere

\( F_E \) = evaporative heat flux in the atmosphere

\( F_I \) = conductive heat flux in the ice

The equality may be rewritten so as to underline the central idea of energy conservation by noting that the components of
surface energy transfer must have a zero sum

\[ Q^* = (R_H + F_E + F_I) = 0 \] (4.2)

To simulate ice growth we require some manner in which to specify the component fluxes. To fix them in advance is an arbitrary and constraining method that ignores the surface-microclimate interaction. It is the interaction of regional climatic variables with a site's properties that produce a unique microclimate.

The simulation model attempts to combine the synoptic scale climate variables with the site characteristics to evaluate the energy balance. It is possible to do this by noting that each component of the energy balance can be expressed as a function of the surface temperature.

The net radiation flux may be expressed as the sum of four radiation terms.

\[ Q^* = K^+ - K^+ + L^+ - L^+ \] (4.3)

where

- \( K^+ \) = incoming shortwave radiation
- \( K^+ \) = outgoing shortwave radiation
- \( L^+ \) = incoming longwave radiation
- \( L^+ \) = outgoing longwave radiation

\( K^+ \) is the incoming shortwave or solar radiation while \( K^+ \) is that portion of the shortwave radiation which is reflected by the surface. \( L^+ \) is the incoming longwave radiation due
to emission by atmospheric components (water vapour, cloud banks) and \( L^+ \) is the longwave radiation emitted by the surface itself. In the model the incoming shortwave radiation is required as a specified input. The outgoing radiation is expressed as

\[
K^+ = \alpha K^+
\]  
(4.4)

where \( \alpha = \) surface albedo

This holds true for the case of a snow covered ice surface where penetration of the shortwave radiation into the snow layer does not occur to any significant degree. (O'Neil and Gray, 1971) When the ice surface is snow free this is not the case and equation (4.4) must be modified. The problem in modelling this in a physically realistic sense are discussed by Maykut and Untersteiner (1969) and their approach is adopted here. A predetermined percentage of the net shortwave radiation was assigned to penetration of the ice and the remaining portion used to determine the surface energy balance. This percentage is fixed during the snow free period. The net shortwave is calculated as

\[
K^* = (1-\alpha)(1-i)K^+
\]  
(4.5)

where \( i = \) penetrating fraction

which gives outgoing shortwave as

\[
K^+ = (i+\alpha - \alpha i)K^+
\]  
(4.6)
Incoming longwave radiation is estimated using an empirical relation developed by Idso and Jackson (1969).

\[ L^+ = \varepsilon \sigma T_a^4 \left(1 - 0.261 \exp\left(-7.77 \times 10^{-8} (T_a - 273)^2\right) \right) \]  

(4.7)

where \( \varepsilon \) = surface emissivity
\( \sigma \) = Stefan-Boltzman constant = \( 5.67 \times 10^{-8} \) \( \text{W m}^{-2} \text{K}^{-4} \)
\( T_a \) = air temperature (screen ht) \(^\circ\text{K}\)

The outgoing radiation is given by the simple Stefan-Boltzman relation

\[ L^+ = \varepsilon \sigma T_{EQ}^4 \]  

(4.8)

where \( T_{EQ} \) = surface temperature \(^\circ\text{K}\)

With equations (4.3) through (4.8) and the incoming shortwave radiation we may specify all the radiation fluxes.

We require similar quantitative expressions for the remaining terms of energy conservation equation. Adopting the drag coefficient approach to turbulent transfer relations (Businger, 1973) the sensible heat flux may be written as

\[ F_H = \rho \alpha C_p u_c (T_a - T_{EQ}) \]  

(4.9)

Similarly, the expression for evaporative heat flux becomes

\[ F_E = \rho \alpha L_v u_c (q_a - q_{EQ}) \]  

(4.10)

Conduction in the ice is treated using the simple Fourier steady state relation. Under snowfree conditions this becomes

\[ F_I = \frac{k_i (T_o - T_{EQ})}{H} \]  

(4.11)
where \( k_i \) = thermal conductivity of ice
\( H \) = ice thickness
\( T_o \) = ocean temperature

With the addition of snow, a two-layer slab model is used and through simultaneous solution of the two flux equations, one in the snow and the other in the ice, equation (4.12) results

\[
F_I = \left[ \frac{k_i k_s}{k_s H + k_i h} \right] (T_o - T_{EQ}) \tag{4.12}
\]

where \( h \) = snow thickness
\( k_s \) = snow thermal conductivity

Equations (4.4) through (4.12) provide a means for evaluating the various components of the radiation and energy balance given certain inputs. The intention is that given inputs of air temperature and incident shortwave radiation we may generate a unique surface temperature that satisfies the energy conservation equation and predicts the values of the component radiation and energy fluxes.

The evaporative heat flux equation is notable in that it does not explicitly contain the surface temperature. It would also be valuable if we could treat the specific humidity at screen height as a calculable parameter rather than a required input. Due to the cool arctic temperatures only low values of \( q \) are required for saturation to occur and for much of the year conditions of high relative humidity
prevail. The relative humidity was selected as a specified input. This in conjunction with the air temperature allows the determination of the specific humidity. We may write q as a function of the partial pressure of water vapour (or vapour pressure, e).

\[
q = \frac{0.622e}{P-e} \quad (4.13)
\]

where \( P \) = total atmospheric pressure (mb)

As \( P \gg e \), this may be reduced to

\[
q = 0.622 \frac{e}{P} \quad (4.14)
\]

Since the saturation vapour pressure \( e^* \) depends only on temperature it follows that \( q \) is a function of temperature and pressure.

In order to determine the dependence of saturation vapour pressure on temperature the Clausius-Clapeyron equation is used (Fleagle and Businger, 1963), which under normal atmospheric conditions, in combination with the equation of state for water vapour yields

\[
\frac{de^*}{e} = \frac{L}{R_v} \frac{dT}{T} \quad (4.15)
\]

where \( e^* \) = the saturation water vapour pressure

\( R_v \) = specific gas constant for water vapour

This may be integrated if we allow \( L \) to be a constant, resulting in
\[ \ln(e_i^*) = \frac{L}{R_v} \left( \frac{1}{T_2} - \frac{1}{T_1} \right) + \ln(e_2^*) \]  \hspace{0.5cm} (4.16)\\

Setting \( L = 2.500 \times 10^3 \, J \cdot g^{-1} \), \( R_v = 0.4617 \, J \cdot g^{-1} \, K^{-1} \) and noting that \( e^* = 6.11 \, mb \) and \( T_a = 273^0K \) we find

\[ e^* = \exp \left\{ 21.644 - \frac{5414.7}{T_a} \right\} \]  \hspace{0.5cm} (4.17)\\

At the surface it was assumed that the air was saturated. Air in this equilibrium state has a vapour pressure \( e_i^* \) which is known as the saturation vapour pressure over a plane ice surface. The saturation vapour pressure over ice is different from the saturation vapour pressure over water and at all temperatures \( e_w^* > e_i^* \) because water evaporates more easily than ice. The magnitude of \( e_w^* - e_i^* \) reaches a peak value of about 0.26 mb near \(-12^0C\) (Wallace and Hobbs, 1977). Equation (4.16) also describes the variation in the saturation vapour pressure over ice where the substitution of \( L = 2.834 \times 10^3 \, J \cdot g^{-1} \), \( R_v = 0.417 \, J \cdot g^{-1} \, K^{-1} \) and \( e_i^* = 6.11 \, mb \) at \( 273^0K \) yields

\[ e_i^* = \exp \left\{ 24.294 - \frac{6138}{T_{EQ}} \right\} \]  \hspace{0.5cm} (4.18)\\

Equations (4.17) and (4.18) were used to determine saturation vapour pressures at air and surface level respectively. With these relations we may specify the specific humidities as

\[ q_a = \frac{0.622f}{P} \exp \left\{ 21.644 - \frac{5414.7}{T_a} \right\} \]  \hspace{0.5cm} (4.19)\\

\[ q_{EQ} = \frac{0.622}{P} \exp \left\{ 24.294 - \frac{6138}{T_{EQ}} \right\} \]  \hspace{0.5cm} (4.20)\\

where \( f = \) the relative humidity
In this manner the evaporative heat flux may be related to the air temperature (input) and surface temperature. The energy conservation equation (4.2) may be rewritten in expanded form (adopting the convention that an energy flux gain by the surface has a positive sign).

\[(1 - \alpha)(1 - \nu)k^* + \sigma T^* (1 - 0.261 \exp (-7.77 \times 10^4 (T_a - 273)^2))\]

\[\sigma T^* + \rho a c_p u c_H (T_a - T_{eq})\]

\[+ \rho a L_v u c_E \left( \frac{0.622}{T_a} (f \exp(21.644 - 5414.5) - \exp(24.294 - 6138)) \right)\]

\[+ \frac{k_i}{k_s H + k_i H} (T_0 - T_{eq}) = 0 \]  \hspace{1cm} (4.21)

A unique value of $T_{eq}$ will satisfy equation (4.21) and by back substitution provide an estimate of each energy flux component.

The equation is solved using a simple, iterative residual search algorithm. An upper and lower bound (20°C and -50°C) are prescribed for the solution temperature and the initial trial temperature is taken as the mean of these bounds. The upper and lower bounds are reset during the iterative sequence depending on the sign of the residual; a positive residual indicates a solution temperature that is too warm while the opposite is true for a negative residual. The iteration sequence is stopped when the absolute value of the residual-
is less than 0.5 W·m⁻². The solution appears unconditionally stable and allows any non-linear relations in $T_{EQ}$ to be used which enables change in the flux estimating equations to be made without rewriting the algorithm. The provision also exists for new interface energy sources or sinks to be added.

Ice growth is calculated after the component energy fluxes have been evaluated. The energy conducted through the ice to the surface requires a source which is assumed to be the latent heat energy associated with the ice formation. Equating these quantities yields

$$F_i = \rho_i L_{fi} \frac{dH}{dt}$$  \hspace{1cm} (4.22)

where $\rho_i$ = ice density

$L_{fi}$ = latent heat of fusion of ice during formation

$\frac{dH}{dt}$ = rate of change of ice thickness with time

from which the ice growth for a finite time period may be calculated

$$\Delta H = \frac{F_i \Delta t}{\rho_i L_{fi}}$$  \hspace{1cm} (4.23)

where $\Delta H$ = ice growth

$\Delta t$ = time period

The new ice thickness after growth then becomes $H + \Delta H$.

(Equation (4.21) also allows the determination of the growth
velocity which is valuable for entrapment studies.)

Under non-melt conditions the equilibrium surface temperature was chosen by satisfying the relation

$$Q^* + F_H + F_E + F_I = 0$$

(4.2)

When melt occurs another energy source must be included and the equation becomes

$$Q^* + F_H + F_E + F_I + F_A = 0$$

(4.24)

where $F_A$ = energy flux due to ablation

To implement melt conditions a special segment of the program is called if the solution of equation (4.2) yields a surface temperature in excess of 273°K (0°C). Such a solution is unrealistic as the snow surface must remain at or below 273°K (0°C). (During melt the snowpack is assumed to be isothermal at 0°C, a condition reported frequently in the literature (Weller and Holmgren, 1974).) The equilibrium surface temperature is set at 273°K (0°C) and the sensible and evaporative fluxes evaluated. To satisfy the energy conservation equation the 'missing' energy is supplied by melt of the snowpack. The energy flux due to melt is given by

$$F_{As} = \rho_s \frac{L_f}{s} \frac{dh}{dt}$$

(4.25)

where $\rho_s$ = snow density

$L_f$ = latent heat of fusion for snow

$\frac{dh}{dt}$ = rate of change of snow depth with time
By taking the residual obtained when $T$ is set to $273^\circ$K ($0^\circ$C) to be $F_{AS}$ we may calculate the depth of snow melted. For a finite time increment $\Delta t$

$$\Delta h = \frac{F_{AS} \Delta t}{\rho_s L_f}$$

(4.26)

where $\Delta h =$ depth of snow melted.

The snow depth is assigned its new value $h-\Delta h$ (note that $F_{AS}$ has a positive sign indicating energy supplied to the surface) and the next simulation step is entered.

The same strategy is employed to melt ice after the ablation of the snow pack. The flux due to ice melt is given by

$$F_{Ai} = \rho_i L_{fi} \frac{dH}{dt}$$

(4.27)

where $\rho_i =$ ice density

$L_{fi} =$ latent heat of fusion for ice

$\frac{dH}{dt} =$ rate of change of ice thickness with time

and the change in ice thickness by

$$\Delta H = \frac{F_{Ai} \Delta t}{\rho_i L_{fi}}$$

(4.28)
4.2 Parameterization of Variables

4.2.1 Introduction

The remainder of this chapter deals with the internal model parameterization of the variables described in the previous section. Their discussion is presented in terms of their occurrence in the radiative, conductive or turbulent exchange processes. The radiative exchange section examines the albedo, emissivity and penetrating fraction for short-wave radiation. Conductive exchange deals with thermal conductivity, latent heat of fusion for freezing and melting, ocean temperature and ice density and salinity. Turbulent exchange includes the specification of the density and specific heat capacity of air, the latent heat of vaporization and the drag coefficients.

4.2.2 Radiative Exchange Properties

4.2.2.1 Albedo

The albedo of a snow surface is highly variable dependent upon its age and history. Table 4.1 lists some albedo values recorded for different snow surfaces. Theoretical attempts at modelling the relationship between shortwave radiation penetration and reflection and a snowpack have been made by Giddings and LaChappelle (1961), Barkström (1972).
<table>
<thead>
<tr>
<th>Structure</th>
<th>Water content and colour</th>
<th>Albedo</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Fresh fallen snow</td>
<td>dry bright-white clean</td>
<td>88</td>
<td>98</td>
<td>72</td>
<td></td>
</tr>
<tr>
<td>Freshly fallen snow</td>
<td>wet bright-white</td>
<td>80</td>
<td>85</td>
<td>80</td>
<td></td>
</tr>
<tr>
<td>Freshly drifted snow</td>
<td>dry clean loosely packed</td>
<td>85</td>
<td>96</td>
<td>70</td>
<td></td>
</tr>
<tr>
<td>Freshly drifted snow</td>
<td>moist grey-white</td>
<td>77</td>
<td>81</td>
<td>59</td>
<td></td>
</tr>
<tr>
<td>Snow, fallen or drifted 2-5 days ago</td>
<td>dry clean</td>
<td>80</td>
<td>86</td>
<td>75</td>
<td></td>
</tr>
<tr>
<td>Snow, fallen or drifted 2-5 days ago</td>
<td>moist grey-white</td>
<td>75</td>
<td>80</td>
<td>56</td>
<td></td>
</tr>
<tr>
<td>Dense snow</td>
<td>dry clean</td>
<td>77</td>
<td>80</td>
<td>66</td>
<td></td>
</tr>
<tr>
<td>Dense snow</td>
<td>wet grey-white</td>
<td>70</td>
<td>75</td>
<td>61</td>
<td></td>
</tr>
<tr>
<td>Snow and ice</td>
<td>dry grey-white</td>
<td>65</td>
<td>70</td>
<td>58</td>
<td></td>
</tr>
<tr>
<td>Melting ice</td>
<td>wet grey</td>
<td>60</td>
<td>70</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>Melting ice</td>
<td>moist dirty grey</td>
<td>55</td>
<td>65</td>
<td>36</td>
<td></td>
</tr>
<tr>
<td>Snow, saturated with water (snow during intense thawing)</td>
<td>light green</td>
<td>35</td>
<td>--</td>
<td>28</td>
<td></td>
</tr>
<tr>
<td>Melt puddles in first period of thawing</td>
<td>light blue water</td>
<td>27</td>
<td>36</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>Melt puddles, 30-100 cm deep</td>
<td>green water</td>
<td>20</td>
<td>26</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>Melt puddles, 30-100 cm deep</td>
<td>blue water</td>
<td>22</td>
<td>28</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td>Melt puddles covered with ice</td>
<td>smooth grey-green ice</td>
<td>25</td>
<td>30</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td>Melt puddles covered with ice</td>
<td>smooth ice, covered with icy white hoar frost</td>
<td>33</td>
<td>37</td>
<td>21</td>
<td></td>
</tr>
</tbody>
</table>

Source: Vowinckel and Orvig (1970)
and Barkstrom and Querfield (1975) but for application these theories require empirical coefficients which are uniquely dependent on the particular snowpack under consideration. They also predict that snow albedo is independent of the albedo of the underlying surface when its depth is greater than 2-4 cm which is confirmed by the measurements of O'Neill and Gray (1972).

Surface albedo is affected by the position of the sun with an increase in albedo associated with decreasing solar elevation. The variation may be difficult to detect in a systematic fashion due to the inherent design and response characteristics of the pyranometers employed. Under some conditions albedos in excess of 100% may be recorded (Brown, 1969) revealing the practical problems encountered. Langleben (1968) found that the solar elevation-albedo variation to be less than 0.025 (absolute units) and was unable to discern if this was a real effect. The albedo is also affected by the surface roughness elements of the snow itself. Under diffuse illumination multiple scattering of light between the cloud base and snow surface may raise the snow albedo. Weller (1968) found the albedo to be 11% higher under overcast skies relative to the clear sky case in Antarctica while Hanson (1960) reported a 7% increase. Langleben (1966)
was unable to detect any such difference on first year sea ice in Greely Fjord near Ellesmere Island.

The specification of snow albedo can be a complex problem. Qualitatively, it is high after deposition and decreases as the snow undergoes metamorphosis. Mellor (1974) cites observations that the albedo is inversely related to grain size which is in qualitative agreement with Bohren and Barkstrom's (1974) prediction that the albedo will be inversely proportional to the square root of the grain size. In the model an albedo of 0.75 is chosen as a representative value for snow during the non-melt period and reduced to 0.45 when melting begins.

The albedo of sea ice, like that of snow, is also highly variable. In a discussion of its characteristics it is convenient to separate the growth period from that of decay.

Little is known of the variation in albedo of sea ice during the initial stages of growth. Weller (1972) obtained albedo data from a refreezing lead experiment for a 5-100 cm range in ice thickness. A polynomial regression fitted to the data allows the estimation of albedo ($\alpha$) in the model as a function of ice depth under snowfree conditions.

$$\alpha_i = 0.2467 + 0.7049(H) - 0.8608(H)^2 + 0.3812(H)^3$$

(4.29) \[ 0.05m < H < 1.00 \text{ m} \]

where $\alpha_i = \text{ice albedo}$

$H = \text{ice thickness (m)}$
The data points and regression line are shown in Figure 4.1. The plot indicates that with increasing thickness the albedo increases and approaches a constant value of 0.47. For thicknesses less than 0.05 m the following relation is used

\[ \alpha_i = 0.04(H) + 0.07 \quad \text{for } H < 0.05 \text{ m} \]  

(4.30)

This sets a lower limit for the albedo at 7%, chosen as a representative figure for calm seas.

During the winter incoming solar radiation levels are low and the error associated with the chosen albedo value is probably minor in terms of the radiation balance. During summer, high insolation values are recorded and a difference in albedo of 10-20% represents a significant energy contribution. It is problematic that a great uncertainty exists in the albedo value to be assigned to the ice during this period. The research to date suggests a bimodal distribution of albedo measurements with modal values near 0.65 and 0.45. The lower values increase the rate and magnitude of ablation substantially relative to the higher albedo (see Maykut and Untersteiner (1969) cases #5 and #6 for an illustration of these effects). For the decay season an albedo value of 0.45 was used. It is difficult to determine the real influence of changing the albedo during decay because ice measurements at the recording stations ceased too early to allow a meaningful
comparison between modelling and observed results.

4.2.2.2 Emissivity

Ice is an effective longwave radiation emitter with 0.97 being the generally accepted emissivity value (Dorsey, 1968; Mellor, 1977). Measurements of snow emissivity show a wider range (0.82 - 0.995, Sellers, 1965) with the lower emissivity linked to decreasing grain size and temperature (Mellor, 1977). An emissivity of 0.97 is also employed for snow in the model.

4.2.2.3 Penetrating Fraction of Incoming Shortwave Radiation

Only an estimate of the magnitude of this term (i) can be made. It is chosen as 0.17 for ice on the basis of the work of Maykut and Untersteiner (1969) and as 0.00 for snow. The influence exerted by this term is restricted to the initial snowfree growth period and summer ablation of the ice surface.

4.2.3 Conductive Exchange Properties

4.2.3.1 Thermal Conductivity

Schwerdtfeger (1963) derives a theoretical expression, based on Assur's (1958) model of sea ice, to evaluate the conductivity of sea ice over the temperature range 0 to -9°C. The ice is treated as a system of parallel connected
conductors where plates of pure ice are separated by thin brine films. If the heat flow is parallel to the brine cells then the pure ice will transfer most of the heat due to its higher thermal conductivity and the reduction in system thermal conductivity will be roughly proportional to the fraction of the cross sectional area occupied by the brine. Schwerdtfeger also includes the effects of air bubbles in the system by employing Maxwell's measure of resistivity.

The thermal conductivity for bubbly ice \( k_{bi} \) is

\[
k_{bi} = \frac{2k_i + k_a - 2v_a(k_i - k_a)k_i}{2k_i + k_a + v_a(k_i - k_a)}
\]

(4.31)

where \( k_i \) = thermal conductivity of pure ice

\( k_a \) = thermal conductivity of pure air

\( v_a \) = volume fraction of air bubbles

Since \( k_i \gg k_a \), equation (4.31) becomes

\[
k_{bi} = \frac{2k_i (1-v_a)}{2 + v_a}
\]

(4.32)

For saline ice Schwerdtfeger arrives at the relation

\[
k_{si} = k_{bi} - (k_{bi} - k_b)\left[\frac{s_i s}{0.0182 \rho_w(T_i - 273)}\right]
\]

(4.33)

where \( k_b \) = thermal conductivity of brine

Schwerdtfeger treated \( k_i \) as constant although it possesses a temperature dependence as given in Pounder (1965). Lewis
(1967) found that when the proper allowance for the temperature variation is made, Schwertfeger's formula provided values in good agreement with experimental results.

Below -8.2°C the precipitation of solid hydrates complicates the theoretical conductivity derivation. For low ice salinities (<10%) Schwertfeger believes that discontinuities in the conductivity - temperature function where salts begin to precipitate are unlikely to occur. At -40°C most salts in the ice have been precipitated and the thermal conductivity of sea ice should be equivalent to that of freshwater ice of the same density. A reasonable procedure is to accept a continuous asymptotic approach to the thermal conductivity of pure ice at -40°C beyond -8°C.

Returning to equation (4.33) and regrouping the terms in a slightly different manner we obtain

$$k_{si} = k_{bi} + \frac{(k_b - k_{bi})\rho_i}{-0.0182\rho_w} \left(\frac{S}{T-273}\right)$$  \hspace{1cm} (4.34)

This may be compared with an expression obtained by Untersteiner (1961) to express the variation in thermal conductivity of sea ice as a function of salinity and temperature

$$k_{si} = k_i + a \left(\frac{S}{T-273}\right)$$  \hspace{1cm} (4.35)

This is the formula that is employed in the model with $k_i = 2.03 \text{ W} \cdot \text{m}^{-1} \cdot \text{K}^{-1}$ and $a = 0.117 \text{ W} \cdot \text{m}^2 \cdot \text{K}^{-1}$. One further condition
was added in that when $T > 272^\circ K$ the thermal conductivity is fixed at $1.32 \text{ W} \cdot \text{m}^{-1} \cdot \text{K}^{-1}$ because a singularity occurs as $T$ approaches $273^\circ K$. Equation (4.35) is presented in diagramatic form for various salinities and temperatures in Figure 4.2.

Snow acts as an effective insulator due to its low thermal conductivity. Its presence early in the growth season or in sufficient depths can reduce ice growth substantially. Evaluating the thermal conductivity of snow is difficult because snow undergoes a continuous change of state due to metamorphism. In new snow rapid changes in conductivity are the result of rounding of the snow grains during sublimation. In old coarse grained snow there is only slight alteration of the structure and the conductivity remains constant. Yen (1969) reviews the experimental expressions for snow thermal conductivity in which the investigators correlated their results with snow density. Considerable differences exist between the expressions and are ascribed to contrasting methodologies and conditions where the effect of vapour diffusion are dissimilar. In the model Van Dusen's (1927) equation is used.

$$k_s = 2.053 \times 10^{-3} + 4.2166 \times 10^{-4} (\rho_s) - 1.0909 \times 10^{-8} (\rho_s)^2 + 2.1838 \times 10^{-9} (\rho_s)^3$$  \hspace{1cm} (4.36)

where $\rho_s = \text{snow density}$ \hspace{1cm} \text{[kg} \cdot \text{m}^{-3}]$
FIGURE 4.2
ICE THERMAL CONDUCTIVITY AS A FUNCTION OF TEMPERATURE AND SALINITY
Ice growth in both the real and computer environments is sensitive to the snow and its thermal properties. To illustrate the effect Lake and Walker (1966) attribute a 50 cm difference in seasonal ice growth between Slidre Fjord and D'Iberville Fjord under similar climatological conditions to the existence of the snow thickness difference of only 5 cm.

4.2.3.2 Latent Heat of Fusion

Sea water of a given salinity ($S_o$) freezes at a unique temperature. When the sea water is cooled to this temperature and freezing occurs a certain amount of pure ice will be formed with some brine trapped within. The amount of pure ice present in a unit mass ($m_i$) is

$$m_i = 1 - \frac{S_i}{1000} - \frac{S_i}{S_b}$$

(4.37)

where $S_i$ = salinity of sea ice
$S_b$ = salt content of the entrapped brine

The latent heat of formation, $L_{f_i}$, (the quantity of heat released in freezing) is given by the mass of ice times the latent heat of fusion for pure ice.

$$L_{f_i} = (1 - \frac{S_i}{1000} - \frac{S_i}{S_b}) \cdot L$$

(4.38)

where $L$ = latent heat fusion of pure ice
$= 3.33 \times 10^5$ J·kg$^{-1}$
In applying equation (4.38) it is assumed that the salinity of the entrapped brine equals that of the sea water from which the ice is growing. The fractional salt content of the brine may then be given as

\[ S_b = \frac{(S_0}{1000} \frac{1}{1 - \frac{S_0}{1000}} \]  \hspace{1cm} (4.39)

Substitution of (4.39) into (4.38) yields

\[ L_f_i = \left(1 - \frac{S_i}{1000}\right) - \frac{S_i}{S_0} \left(1 - \frac{S_0}{1000}\right) \] \hspace{1cm} (4.40)

This equation was first given by Malmgren (1927). Pounder (1965) notes that the assumption that the salinity of the entrapped brine is the same as that of the underlying sea water is incorrect as salt rejection occurs at the growing ice interface. This results in the rejection of salts from the ice into the brine, which is found between the ice crystal platelets. This brine will then have a salt content higher than that of the underlying sea water. Anderson (1966) also examined the latent heat problem for sea ice and found many of the simplifications, such as neglecting the heats of solution and precipitation of salts in brine at low temperatures and neglecting the selective salt precipitation or dissolution of the remaining brine during freezing, and assumptions, as in the adequacy of the specific heats assumed
for the ice and occluded brine, to be questionable. The use of equilibrium thermodynamic relationships in a non-equilibrium system is also subject to debate. Anderson suggests that until the true values are established, published values of the latent heat of fusion should be used with discretion. Lewis (1967) dramatically states the need for an experimental determination of the latent heat of formation. In view of the uncertainty in the determination of the latent heat of formation a fixed value of $2.72 \times 10^5$ J/kg$^{-1}$ was chosen for use in this model.

The determination of the latent heat of fusion associated with melting is an even more complex problem than that encountered for freezing. Depending on the age and temperature of the ice variable quantities of brine are present in the ice and as such has no definite melting point. Schwertfeger (1963) concludes that a true latent heat, which implies an absorption of heat at a constant temperature, does not exist during the melting of sea ice. An alternative approach has been to calculate the total heat required to raise the temperature of the ice and brine and melt the pure ice component. Anderson (1966) has again detailed some of the problems associated with this procedure, such as the specification of the final melting temperature. The model employs a real latent heat term with an assigned value of $3.344 \times 10^5$ J/kg.
This is characteristic of pure ice and is the same value designated for snow.

4.2.3.3 Ocean Temperature

The ocean temperature is evaluated from a knowledge of the ocean salinity. The water is assumed to be at its salinity-determined freezing point which is evaluated using Doherty and Kester's (1974) relationship

\[ T_o = 273.15 - 0.0137 - 5.199 \times 10^{-2}(S) - 7.225 \times 10^{-5}(S^2) \]

\[ [S] = 0/00 \quad (4.41) \]

4.2.3.4 Ice Density

A fixed ice density of 920 kg/m\(^3\) is assumed in the model. This value is close to that of 915 kg/m\(^3\) suggested by Schwerdtfeger (1963) and the measurements of Campbell et al (1978) of 900 kg/m\(^3\) to 920 kg/m\(^3\) for first year ice.

4.2.3.5 Ice Salinity

Due to the complex nature of ice salinity determination (Appendix 1) an empirical approach was adopted. Cox and Weeks (1974) observed that salinity observations of sea ice of varying thicknesses and ages collected at various arctic and subarctic locations revealed a strong correlation between the average salinity of the ice, \(S_i\), and the ice thickness, \(H\). For salinity samples collected during the
growth season the relationship could be represented by two linear equations.

\[ \bar{S}_i = 14.24 - 19.39 \, (H) \quad (H \leq 0.4m) \]  \hspace{1cm} (4.42)

\[ \bar{S}_i = 7.88 - 1.59 \, (H) \quad (H > 0.4m) \]  \hspace{1cm} (4.43)

Data from Eclipse Sound, N.W.T., obtained during the 1976-1977 and 1977-1978 growth seasons (P.C.S.P.) are shown in Figure 4.3 with equations (4.43) and (4.44). These data confirm the applicability of (4.43) and (4.44) which are used in the model to determine the average ice salinity during the growth period.

Cox and Weeks (1974) also present an equation to estimate the salinity during the melt period but the values were too large in comparison to the other data and lacked continuity in the change from growth to melt conditions (i.e. a large jump, either an increase or decrease, occurs at the onset of melt). Salinity values and continuity are obtained in the model by noting the salinity at the end of the growth period and then decreasing its value in a linear fashion with thickness subject to the endpoint restriction that \( \bar{S}_i = 0.5 \) \(^0/00\) when \( H = 0.10 \) m.

4.2.4 Turbulent Exchange Properties

4.2.4.1 Drag Coefficients

Values for the stress related drag coefficients for snow and ice surfaces appear in Table 4.2. The transition
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### Table 4.2

**MOMENTUM DRAG COEFFICIENTS FOR SNOW AND ICE**

<table>
<thead>
<tr>
<th>Investigator</th>
<th>Surface/Location</th>
<th>$C_D \times 10^3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Suzuki (1967)*</td>
<td>smooth ice covered by snow</td>
<td>1.1</td>
</tr>
<tr>
<td>Leavitt et al (1977)</td>
<td>AIDJEX site 1975/1976</td>
<td>1.20±0.26</td>
</tr>
<tr>
<td>Smith (1972)(^1)</td>
<td>Gulf of St. Lawrence</td>
<td>1.3</td>
</tr>
<tr>
<td>Untersteiner and Badgley (1965)</td>
<td>polar pack ice</td>
<td>1.42</td>
</tr>
<tr>
<td>Langleben and Pounder (1972)</td>
<td>AIDJEX 1972</td>
<td>1.58±0.19</td>
</tr>
<tr>
<td>Langleben (1972)</td>
<td>polar pack ice - smooth</td>
<td>1.66±0.08</td>
</tr>
<tr>
<td>Banke et al (1976)</td>
<td>Robeson Channel 1974 - wet slushy snow, (numerous meltwater/ponds)</td>
<td>1.68</td>
</tr>
<tr>
<td>Langleben (1972)</td>
<td>polar pack ice - smooth</td>
<td>1.69±0.05</td>
</tr>
<tr>
<td>Siefert and Langleben (1972)</td>
<td>Gulf of St. Lawrence - 20-30 cm thickness</td>
<td>1.7</td>
</tr>
<tr>
<td>Langleben and Pounder (1972)</td>
<td>AIDJEX 1972</td>
<td>1.74±0.25</td>
</tr>
<tr>
<td>Banke and Smith (1973)</td>
<td>AIDJEX 1972</td>
<td>1.8±0.2</td>
</tr>
<tr>
<td>Deacon (1953)*</td>
<td>snow surface on natural prairie</td>
<td>1.9</td>
</tr>
<tr>
<td>Banke and Smith (1973)</td>
<td>AIDJEX 1972</td>
<td>1.9±0.2</td>
</tr>
<tr>
<td>Banke and Smith (1973)</td>
<td>Robeson Channel 1972 - wet slushy snow</td>
<td>2.1±0.3</td>
</tr>
<tr>
<td>Siefert and Langleben (1972)</td>
<td>Gulf of St. Lawrence - 20-30 cm thickness</td>
<td>2.2</td>
</tr>
<tr>
<td>Sverdrup (1936)*</td>
<td>firnlike snow surface</td>
<td>2.3</td>
</tr>
<tr>
<td>Thorpe et al (1973)</td>
<td>AIDJEX 1972 - 2 m ice</td>
<td>2.3</td>
</tr>
<tr>
<td>Thorpe et al (1973)</td>
<td>Robeson Channel 1972 - slushy wet ice (some melt ponds)</td>
<td>2.3</td>
</tr>
<tr>
<td>Langleben (1972)</td>
<td>rough rafted ice surface</td>
<td>2.46±0.04</td>
</tr>
<tr>
<td>Smith et al (1970)</td>
<td>Gulf of St. Lawrence 1967 - small pan flos</td>
<td>2.6</td>
</tr>
<tr>
<td>Banke and Smith (1973)</td>
<td>moderately rough ice</td>
<td>2.6</td>
</tr>
</tbody>
</table>

Source: *Siefert and Langleben (1972), \(^1\)Banke and Smith (1973)
from smooth snow-covered ice to rough ice may be characterized by a range of values such that $0.001 \leq C_M \leq 0.0026$. The total drag component is expressable as the sum of the form drag component and the skin friction component. Banke and Smith (1973) determine a limit for $C_M$ of $1.2 \times 10^{-3}$ for a completely flat snow surface. The increase in the total drag coefficient beyond this value represents the increasing contribution of form drag induced by surface roughness elements. The value of the total drag coefficient has been correlated with both the slope and root mean square elevation of the ice surface (Banke and Smith, 1973) but was found to be independent of the wind speed.

Similarity theory has often been invoked to produce the equality that

$$C_M = C_H = C_E$$

(4.44)

This allows the determination of $C_H$ and $C_E$ from wind stress measurements. Little published material is available concerning the direct evaluation of these coefficients over snow and ice surfaces. Thorpe et al (1973) employed eddy correlation techniques to obtain values of $C_M = 2.33 \times 10^{-3}$,$C_H = (1.2 \pm 0.7) \times 10^{-3}$ and $C_E = (0.55 \pm 0.23) \times 10^{-3}$ for the AIDJEX test site. These results were obtained under near neutral conditions where similarity theory predicts the drag coefficients for momentum, moisture and sensible heat
transfer to be equal. At Robeson Channel near Ellesmere Island values of $C_M = 2.3 \times 10^{-3}$ and $C_H = 0.97 \times 10^{-3}$ were recorded. In July 1974 Banke et al (1976) returned to Robeson Channel to record the drag coefficients using microbead thermistors and a thrust anemometer. The momentum drag coefficient was $C_M = (1.68 \pm 0.42) \times 10^{-3}$ while the drag coefficient for sensible heat transfer was found to be $C_H = 1.20 \times 10^{-3}$.

Constant but unequal drag coefficients are assigned in the model for sensible and evaporative heat transfer. Treating them as constants is not an unreasonable restriction as Banke et al (1976) found that variations in the surface texture from late winter through spring and early summer did not introduce a systematic difference in the neutral drag coefficients. Under stable conditions they also suggest their data can be represented by a low and constant drag coefficient. $C_H$ is assigned the value $1.1 \times 10^{-3}$ while $C_E = 0.6 \times 10^{-3}$. These values are in better agreement with existing observations than the values of $3 \times 10^{-3}$ given for $C_H$ and $C_E$ by Maykut (1978) and Semtner (1976) in their models.

4.2.4.2 Air Density

The density of the air is fixed at $1.32 \text{ kg/m}^3$ which is the value at a temperature of $-10^\circ\text{C}$ (List, 1949).
4.2.4.3 *Specific Heat Capacity*

A value of $1010 \text{ J} \cdot \text{kg}^{-1}$ is used in the model for the specific heat capacity of air (Montieth, 1973).

4.2.4.4 *Latent Heat of Vapourization*

The latent heat of vapourization is fixed at $2.533 \times 10^6 \text{ J/kg}$ corresponding to a temperature of $-15^\circ\text{C}$. The variation in this term is less than 3% over the 0 to $-40^\circ\text{C}$ temperature interval (List, 1949).

4.3 *Computer Implementation*

The model as conceived in 4.1 and structured in 4.2 was programmed for the computer in the FORTRAN language and given the name ICE. A program listing for ICE is given in Appendix B.

Initial inputs consist of the station name, date of the start of the simulation, mean station pressure (mb), mean wind speed (m·s$^{-1}$), snow density (kg·m$^{-3}$), ocean salinity (parts per thousand), initial ice thickness (cm) and snow depth (cm). During the simulation three inputs are required for each day; these are the mean daily temperature (°C), incoming daily shortwave radiation (W·m$^{-2}$) and change in snow depth (cm). The last term is allowed to be negative accounting for changes in thickness due to the drifting effect of wind. A sample data set is reproduced with the model in Appendix C.
The daily output generated by the model includes the outgoing shortwave radiation, incoming longwave radiation, outgoing longwave radiation and the energy fluxes associated with sensible heat transfer, evaporative heat transfer, conductive heat transfer and that due to the melt of snow and ice. The equilibrium surface temperature, air temperature, temperature at the snow-ice interface, ice salinity, snow depth, ice growth and ice thickness are also provided. At the completion of the period the ice thickness-time record for the station is reproduced to facilitate comparison with the model (this information must of course be supplied as input data and has no bearing on the working of the model).

The main structural features of the program are as follows:

1. Input of the site location and starting data, ocean salinity, the initial ice and snow thicknesses, the mean wind speed and atmospheric pressure and the snow density.

2. Daily inputs of air temperature, incoming shortwave radiation and snowfall are used in conjunction with the data from (1) and the internal model specifications as described in 4.2 to constrain the surface energy balance.

3. The components of the energy balance equation are specified as explicit functions of the surface temperature
and an iterative search employed to seek a solution.

(4) The temperature satisfying the energy conservation equation is known as the equilibrium surface temperature. It is then used to evaluate the flux components of the energy balance.

(5) These fluxes are then used in conjunction with the snow and ice thermal properties to assess the resulting daily ice growth, snow melt or ice ablation.

The computing was carried out on the Carleton University Xerox Sigma 9 computer. Compilation of the source program requires approximately 0.4 minutes of C.P.U. time. Execution of 200 and 300 day simulations use 0.2 and 0.3 minutes of C.P.U. time respectively. As an approximation

\[
\text{C.P.U. Time} = \frac{n}{100} \text{ minutes} \tag{4.45}
\]

where \( n \) = number of days simulated.
CHAPTER 5

ASSESSMENT OF MODEL PREDICTIONS

5.1 Data Sources and Site Locations

Three sites were chosen at which to evaluate the effectiveness of the computer model in predicting ice thicknesses. These sites are Eureka, N.W.T. (80° 00' N, 85° 86' W) located alongside Slidre Fjord on Ellesmere Island, Resolute, N.W.T. (74° 43' N, 94° 59' W) on Cornwallis Island and Frobisher Bay (63° 45' N, 68° 33' W) at the mouth of Koojessee Inlet on Baffin Island (see figure 5.1). These sites were chosen in the hope that they would provide a significantly varied range of environments to test the ability and independence of the computer model. Table 5.1 presents the 30 year normals of temperature, precipitation, snow fall and wind speed for each of the sites.

Meteorological observations at each site are made by the Atmospheric Environment Service (A.E.S.) which makes the data available in published summaries. Temperature, wind speed and pressure data may be found in the A.E.S. "Monthly Record of Meteorological Observations in Canada", radiation data in the A.E.S. "Monthly Radiation Summary", and snow and ice
FIGURE 5.1
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## TABLE 5.1

**CLIMATOLOGICAL NORMALS**  
EUREKA, RESOLUTE AND FROBISHER BAY, M.W.T.

### EUREKA

<table>
<thead>
<tr>
<th>MONTH</th>
<th>J</th>
<th>F</th>
<th>M</th>
<th>A</th>
<th>M</th>
<th>J</th>
<th>J</th>
<th>A</th>
<th>S</th>
<th>O</th>
<th>N</th>
<th>D</th>
<th>YEAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>TEMPERATURE (°C)</td>
<td>-36.6</td>
<td>-37.7</td>
<td>-36.7</td>
<td>-27.6</td>
<td>-10.0</td>
<td>2.3</td>
<td>5.5</td>
<td>3.6</td>
<td>-7.7</td>
<td>-21.8</td>
<td>-30.7</td>
<td>-34.8</td>
<td>-19.3</td>
</tr>
<tr>
<td>PRECIPITATION (cm)</td>
<td>0.28</td>
<td>0.23</td>
<td>0.15</td>
<td>0.20</td>
<td>0.28</td>
<td>0.38</td>
<td>1.30</td>
<td>0.91</td>
<td>1.02</td>
<td>0.61</td>
<td>0.28</td>
<td>0.20</td>
<td>5.84</td>
</tr>
<tr>
<td>SNOWFALL (cm)</td>
<td>3.3</td>
<td>2.5</td>
<td>1.8</td>
<td>2.0</td>
<td>3.0</td>
<td>1.8</td>
<td>0.5</td>
<td>1.5</td>
<td>10.4</td>
<td>6.4</td>
<td>3.0</td>
<td>2.0</td>
<td>38.4</td>
</tr>
<tr>
<td>WIND SPEED (m/s)</td>
<td>2.9</td>
<td>2.6</td>
<td>2.4</td>
<td>2.7</td>
<td>3.7</td>
<td>4.7</td>
<td>4.9</td>
<td>4.0</td>
<td>3.2</td>
<td>2.7</td>
<td>2.4</td>
<td>2.4</td>
<td>3.2</td>
</tr>
</tbody>
</table>

### RESOLUTE

<table>
<thead>
<tr>
<th>MONTH</th>
<th>J</th>
<th>F</th>
<th>M</th>
<th>A</th>
<th>M</th>
<th>J</th>
<th>J</th>
<th>A</th>
<th>S</th>
<th>O</th>
<th>N</th>
<th>D</th>
<th>YEAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>TEMPERATURE (°C)</td>
<td>-32.6</td>
<td>-33.5</td>
<td>-31.3</td>
<td>-23.1</td>
<td>-10.7</td>
<td>0.3</td>
<td>4.3</td>
<td>2.7</td>
<td>-4.9</td>
<td>-14.7</td>
<td>-24.2</td>
<td>-28.8</td>
<td>-16.4</td>
</tr>
<tr>
<td>PRECIPITATION (cm)</td>
<td>0.28</td>
<td>0.33</td>
<td>0.30</td>
<td>0.58</td>
<td>0.86</td>
<td>1.24</td>
<td>2.64</td>
<td>3.05</td>
<td>1.78</td>
<td>1.52</td>
<td>0.56</td>
<td>0.48</td>
<td>13.62</td>
</tr>
<tr>
<td>SNOWFALL (cm)</td>
<td>2.0</td>
<td>3.3</td>
<td>3.3</td>
<td>5.0</td>
<td>8.9</td>
<td>6.6</td>
<td>3.0</td>
<td>4.8</td>
<td>14.2</td>
<td>15.5</td>
<td>5.6</td>
<td>4.8</td>
<td>78.7</td>
</tr>
<tr>
<td>WIND SPEED (m/s)</td>
<td>6.0</td>
<td>6.3</td>
<td>6.0</td>
<td>5.5</td>
<td>6.0</td>
<td>6.2</td>
<td>5.6</td>
<td>6.3</td>
<td>7.1</td>
<td>7.0</td>
<td>5.9</td>
<td>5.8</td>
<td>6.1</td>
</tr>
</tbody>
</table>

### FROBISHER BAY

<table>
<thead>
<tr>
<th>MONTH</th>
<th>J</th>
<th>F</th>
<th>M</th>
<th>A</th>
<th>M</th>
<th>J</th>
<th>J</th>
<th>A</th>
<th>S</th>
<th>O</th>
<th>N</th>
<th>D</th>
<th>YEAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>TEMPERATURE (°C)</td>
<td>-26.2</td>
<td>-25.2</td>
<td>-22.3</td>
<td>-14.0</td>
<td>-3.3</td>
<td>3.5</td>
<td>7.9</td>
<td>6.9</td>
<td>2.4</td>
<td>-4.7</td>
<td>-12.4</td>
<td>-20.3</td>
<td>-9.9</td>
</tr>
<tr>
<td>PRECIPITATION (cm)</td>
<td>2.44</td>
<td>2.79</td>
<td>2.06</td>
<td>2.24</td>
<td>2.29</td>
<td>3.78</td>
<td>5.31</td>
<td>5.79</td>
<td>4.34</td>
<td>4.17</td>
<td>3.68</td>
<td>2.62</td>
<td>61.50</td>
</tr>
<tr>
<td>SNOWFALL (cm)</td>
<td>25.7</td>
<td>29.0</td>
<td>21.6</td>
<td>23.6</td>
<td>21.6</td>
<td>8.4</td>
<td>0.3</td>
<td>0.3</td>
<td>14.5</td>
<td>36.1</td>
<td>37.8</td>
<td>28.2</td>
<td>246.9</td>
</tr>
<tr>
<td>WIND SPEED (m/s)</td>
<td>4.3</td>
<td>4.3</td>
<td>3.9</td>
<td>4.7</td>
<td>5.5</td>
<td>4.8</td>
<td>3.7</td>
<td>3.8</td>
<td>5.0</td>
<td>5.6</td>
<td>5.1</td>
<td>4.6</td>
<td>4.6</td>
</tr>
</tbody>
</table>
thickness data in the annually published "Ice Thickness Data for Canadian Selected Stations".

The climatological data is collected at location of the airport of each settlement. The ice measurement sites are described by the A.E.S. in the following manner: Eureka - 100 yards due south on Slidre Fjord, Resolute - Resolute Bay, 100 yards south-south-east of Tidal Shack, and Frobisher Bay - Koojessee Inlet, 200 yards from M.O.T. causeway.

5.2 Data Analysis

5.2.1 Introduction

A sample output for the model has been provided as Appendix D. The remaining outputs have not been included due to space limitations but will remain on file with the Department of Geography, Carleton University, and will be available through the Supervisor of Graduate Study. For each site and year the results have been summarized graphically in the following set: ice thickness (observed and predicted) versus time (figures 5.2(a) - 5.2(i)), observed ice thickness versus predicted ice thickness (figures 5.3(a)-5.3(i)), shortwave radiation (incoming and outgoing) versus time (figures 5.4(a)-5.4(i)), longwave radiation (incoming and outgoing) versus time (figures 5.5(a)-5.5(i)), energy fluxes (sensible, evaporative, conductive and ablative) versus time (figures 5.6(a)-5.6(i)), temperatures (air, surface and snow-ice interface)
versus time (figures 5.7(a)-5.7(i)) and ice salinity versus time (figures 5.8(a)-5.8(i)).

5.2.2 Ice Growth and Decay

Figures 5.2(a) through 5.2(i) are plots of ice thickness versus time for the three growth seasons 1973-74, 1974-75, and 1975-76 at each of the sites. The model predictions are shown as the continuous trace while the observed ice thickness data are represented by the discrete points. This presentation allows a visual comparison of the modelled and observed growth. Figures 5.3(a) through 5.3(i) present a direct comparison between the observed and predicted ice thicknesses. The diagonal line in each figure is the 1:1 line representing the situation of perfect agreement between the two data sets.

A series of statistical tests were performed on each of the observed-predicted data sets. As a first step a correlation coefficient (r) was computed to measure the strength of the mutual dependence of the two variables. Table 5.2 summarizes these results showing a range in r from 0.962 to 0.993, all the values are significantly different at the 0.001 level from the no correlation case (r=0) as determined by a Student's t-test. The high correlation coefficients indicate that very good agreement is obtained between the model predicted ice growth and the observed ice growth. The coefficient of determination ranges from 0.925 to 0.986 indicating that ice
### TABLE 5.2

**STATISTICAL DATA SUMMARY FOR ICE THICKNESS COMPARISONS**

<table>
<thead>
<tr>
<th>Site</th>
<th>Year</th>
<th>$r^1$</th>
<th>$b^1$</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eureka</td>
<td>1973-74</td>
<td>0.987</td>
<td>0.95</td>
<td>39</td>
</tr>
<tr>
<td>Eureka</td>
<td>1974-75</td>
<td>0.993</td>
<td>0.94</td>
<td>30</td>
</tr>
<tr>
<td>Eureka</td>
<td>1975-76</td>
<td>0.992</td>
<td>1.02</td>
<td>37</td>
</tr>
<tr>
<td>Frobisher Bay</td>
<td>1973-74</td>
<td>0.991</td>
<td>1.05</td>
<td>26</td>
</tr>
<tr>
<td>Frobisher Bay</td>
<td>1974-75</td>
<td>0.992</td>
<td>1.02</td>
<td>27</td>
</tr>
<tr>
<td>Frobisher Bay</td>
<td>1975-76</td>
<td>0.990</td>
<td>1.01</td>
<td>28</td>
</tr>
<tr>
<td>Resolute</td>
<td>1973-74</td>
<td>0.968</td>
<td>0.96</td>
<td>35</td>
</tr>
<tr>
<td>Resolute</td>
<td>1974-75</td>
<td>0.962</td>
<td>0.90</td>
<td>31</td>
</tr>
<tr>
<td>Resolute</td>
<td>1975-76</td>
<td>0.984</td>
<td>1.07</td>
<td>31</td>
</tr>
</tbody>
</table>

$r = \text{correlation coefficient}$  

$b = \text{least squares estimate of slope}$  

$N = \text{number of observations}$  

$^1\text{all values significantly different from 0 at the 0.001 level}$
thickness deviations not accounted for in the modelling represent only 1% - 7% of the total variance.

The 1:1 lines in Figures 5.3(a)-5.3(i) provide a visual estimate of the relation of one variable to the other. Points lying above the line indicate overprediction by the model while underprediction results in points plotting below the line. By computing a regression slope we can provide a statistically based estimate of this dependence between the two variables. Perfect agreement between variables results in a slope with a value of 1.0 and an intercept of 0.0. Overprediction will yield slope values greater than 1.0 and underprediction slopes less than 1.0. When it is known in advance that \( y_i \) vanishes when \( x_i = 0 \) (\( x_i = 0 = y_i \)) then the appropriate regression line is one that passes through the origin (Seber, 1977). In this case the intercept of a normal regression line vanishes and the line is described by

\[
y_i = bx_i
\]

where \( y_i = \) predicted value
\( x_i = \) observed value
\( b = \) regression slope

The least squares estimate of the slope is given by

\[
b = \frac{\sum_{i=1}^{n} x_i y_i}{\sum_{i=1}^{n} x_i^2}
\]

\[
(5.2)
\]
and the unbiased estimate of variance $s^2$ is

$$s^2 = \frac{1}{n-1} \left( \sum_{i=1}^{n} y_i^2 - b^2 \sum_{i=1}^{n} x_i^2 \right)$$  \hspace{1cm} (5.3)

Confidence limits on the slope are given by

$$b \pm \left( t_{n-1}^{\alpha/2} \right) \left( \sum_{i=1}^{n} x_i^2 \right)^{-1/2}$$  \hspace{1cm} (5.4)

The regression slopes determined in this manner may be found in Table 5.2 and illustrate a range of 0.90 - 1.07 with a mean of 0.98. All are significantly different from a slope of zero at the 0.001 level. The lower slope value shows that overall a least squares estimate of 10% underprediction of ice thickness occurred while a least squares estimate of 7% overprediction existed overall for the upper slope value. All other values fell within these limits.

Lewis (1967) noted that variations in thickness of up to 15% were a permanent feature of the ice cover on Cambridge Bay. As the climatic conditions were essentially similar, the variations were tentatively ascribed to variations in snow cover. Accepting the 15% figure as representative for other similar ice covers we can suggest that a rough criteria for the range in slope value should be

$$b = 1. \pm 0.075$$

$$0.925 < b < 1.075$$  \hspace{1cm} (5.5)

All the slopes, with the exception of Resolute 1974-1975,
satisfy the relation defined by (5.5). It is also possible to test whether a regression slope is significantly different from any specified theoretical slope (Sokal and Rohlf, 1969). The t-statistic for this comparison is

\[ t_{\alpha/2, n-1} = \frac{b - \beta}{s_b} \]  

(5.6)

where \( \beta \) = theoretical slope
\( s_b \) = variance of regression slope

\[ s_b^2 = \frac{\sum x_i^2}{n} - \left( \frac{\sum x_i}{n} \right)^2 \]

In doing this test it is found that all the slopes are not significantly different (at the 5% level) from the limits specified by (5.5). Under these conditions it appears that overall the model ice thickness estimates are compatible with observed ice thicknesses and their naturally occurring variation.

Lewis (1967) also details some of the problems estimating and comparing ice growth by means of conventional ice drilling techniques. When sequential measurements are made from one location all results other than the first are liable to error due to the perturbations in heat flow resulting from the initial drilling. If different locations are used then any rate of growth from zero up to a given maximum may be found. Leahey (1966) notes three other sources of error in observed ice thickness data; (i) error made by the operator in taking
the measurement; (ii) sudden growth of snow ice; and (iii) rafting occurring in the vicinity of the measured ice. Assuming a certain degree of competence the error due to the operator should be at a minimum and contained within the resolution of the measurement, although this may not be true when a new and unskilled operator is responsible for the measurement. Snow ice is caused by the freezing of slush on the ice surface. The slush is produced by flooding the snow which may be due to tidal effects or the depression of an ice surface beneath the hydrostatic level by a load (such as the weight of the snow, see Shulyakovski (1969)). Rafting is most commonly observed during autumn freezeup or spring thaw. It is the sliding of one ice sheet under another due to the pressure induced by ocean currents or wind.

These agents increase the variation in thickness for a growing ice sheet and reduce the confidence that can be placed in a single observation of ice thickness. In his analysis of ice thickness data Leahey (1966) rejected values that were "clearly non-representative" (p.7). This state was determined qualitatively and consisted of removing any terms that deviated from a smoothed growth curve. For example, in the sequence 9-25-20-36-46-52-60-78-65 the value of 20 would be rejected for being too low while 78 would be considered too high. The same sort of variation is evident in the data for each of the stations examined (see especially that for Resolute 1973-
74, figure 5.2(g). It is evident by studying these figures that a better agreement between predicted and observed values could be obtained by the selective editing of the ice thickness observations. This is not a recommended course of action as it introduces a bias and reduces the independence of the data. A more acceptable technique would consist of smoothing the data (as by the use of a triangular filter) to reduce such high frequency, high amplitude noise. This should have the effect of reducing the deviations between the model and the observed data. Filtering was not conducted on the ice thickness observations employed here because an acceptable level of agreement is achieved without the necessity of this action.

The model operates in a continuous sense and simulates the changeover from ice growth to ice ablation in response to the forcing climate. Ablation of the ice surface begins only after the melting of the snowpack has been accomplished. Although the rate of snowpack melt is dependent on snow density and the meteorologic conditions, rates of 0-7 cm per day were predicted by the model. This is followed by a very rapid decay of the ice as can be seen in figures 5.2(a), 5.2(d), 5.2(e), and 5.2(f), where ablation rates of the order of 5-10 cm per day were simulated. It is very difficult to evaluate the ability of the model during this phase. Radiation penetrating into the ice cover heats the brine within the brine pockets.
leading to internal melting and enlargement. The enlargement and subsequent drainage of these pockets produce a decrease in the strength of an ice cover. This rapid decay renders the ice unsafe for travel so that observations of ice thickness may no longer be collected. Due to this there are few or no measurements during this period with which to compare the model predictions. Of the three sites chosen, Frobisher Bay has the best record during the melt period. Examination of figures 5.1(d), 5.1(e), and 5.1(f) shows that a decrease in ice thickness at a rate comparable to that predicted is observed. Good agreement with respect to both the magnitude and timing of melt occurs. Further comparisons can be made from comments concerning break-up contained within the A.E.S. Ice Summary. At Frobisher Bay in 1973-74 break-up occurred at "the end of June" (p.7); on June 30, 1974 the model predicts 11 cm of ice with complete disintegration (in a thermodynamic sense) occurring one day later, on July 1, 1974. In the 1974-75 season break-up is given as June 27, 1975; the model thickness on this day was 29 cm and the ice cover disappeared 2 days later, on June 29, 1975.

5.2.3 Energy Flux Behaviour

5.2.3.1 Conductive Flux

The conductive heat flux is initially very high for thin ice conditions and decreases over time as the ice thickens and becomes snow covered. The term supplies energy derived
from the energy of phase change associated with ice formation at the ice-water interface, to the surface during the growth period. When the ice thickness is approaching its maximum or an extensive snowcover exists, the value of this flux is quite small (<10 W/m²). During the melt season the flux is reversed and represents a loss of heat from the surface, the surface being warmer than the base of the ice sheet (0°C versus -1.8°C). The magnitude of the flux during this period is very small and plays only a minor role in the energy exchange.

5.2.3.2 Sensible Heat Flux

Throughout much of the winter the sign of the sensible heat flux is negative indicating energy is being transferred from the surface to the atmosphere. This is in contrast to the inversion conditions which may persist over perennial sea ice and ground surfaces throughout much of the polar night. The difference is a result of the much lower conductive heat flux in the latter case. Initially, the magnitude of the sensible heat flux may be less than that of the conductive heat flux but becomes comparable in size as the ice thickens. After the spring temperature change to above freezing air temperatures the sign of the sensible heat transfer term is always positive as heat is transferred from the atmosphere to the ice surface which remains at 0°C. The term increases in magnitude substantially and dominates over the conductive and evaporative energy transfers.
5.2.3.3 Evaporative Heat Flux

The evaporative heat flux during the winter period is very low due to the reduced capacity of the air to hold water at these temperatures. Throughout most of the growth period the magnitude of this flux is 1-2 orders of magnitude lower than the sensible and conductive heat fluxes. It is not until after the commencement of melt and the associated higher temperatures increase the water bearing capacity of the air that it attains an appreciable magnitude. In this period it exceeds the conductive heat flux and approaches the value of the sensible heat flux. During melt the simplifying assumptions made in the model concerning the nature of the evaporative process begin to break down. Measurements of evaporative heat flux over an ice surface at this time may yield a negative flux due to evaporation while the model will predict a positive flux indicating condensation onto the ice surface. The discrepancy occurs because the model assumes an ice surface at 0°C whereas ponded melt water with a surface temperature in excess of 0°C with a vapour pressure sufficient to drive the evaporative transfer in the opposite direction (surface to atmosphere) may occur.

5.2.3.4 Ablative Heat Flux

The ablative flux is introduced to satisfy the energy conservation equation when an equilibrium surface temperature is generated that exceeds 0°C. It is initially supplied by
the melting of any snowcover and then by the ablation of the ice. The ablative flux and sensible heat flux are the dominant non-radiative energy terms during the decay period. The magnitude of the ablative flux increases as the air temperature and incoming shortwave radiation increase.

5.2.4 Energy Flux Assessment

The components of the radiative and energy balances are provided by the computer model on a daily basis. The relative magnitudes and directions at any particular date are determined by the interplay of atmospheric, surface and ocean processes. Figures 5.4(a)-(i), 5.5(a)-(i), and 5.6(a)-(i) show the variation in these components over the ice. It is difficult to evaluate the capability of the model to simulate the energy and radiative fluxes in the absence of independent observational data. An indirect assessment is possible by the comparison of model results with previous work.

Maykut (1978) studied the energy exchange over young sea ice in the central Arctic using a similar modelling technique. He calculated the heat balance over ice thicknesses of 0.05 m - 0.80 m for the period September through June. A comparison between the two models was made using the climatological inputs specified in his Table One (p. 3649). His results and those generated by this model are shown in Table 5.3. Very good agreement was obtained between the two models with
### TABLE 5.3
COMPARISON OF ENERGY FLUX PREDICTIONS OF
PRESENT MODEL WITH THOSE OF MAYKUT (1978)

<table>
<thead>
<tr>
<th>Month</th>
<th>$F_{H1}$</th>
<th>$F_{H2}$</th>
<th>$F_{E1}$</th>
<th>$F_{E2}$</th>
<th>$F_{I1}$</th>
<th>$F_{I2}$</th>
<th>$K^+$</th>
<th>$Ta$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(W m$^{-2}$)</td>
<td>(W m$^{-2}$)</td>
<td>(W m$^{-2}$)</td>
<td>(W m$^{-2}$)</td>
<td>(W m$^{-2}$)</td>
<td>(W m$^{-2}$)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OCT</td>
<td>-136</td>
<td>-142</td>
<td>-41</td>
<td>-50</td>
<td>238</td>
<td>218</td>
<td>26.7</td>
<td>-15.0</td>
</tr>
<tr>
<td>NOV</td>
<td>-266</td>
<td>-261</td>
<td>-43</td>
<td>-49</td>
<td>390</td>
<td>380</td>
<td>0</td>
<td>-25.3</td>
</tr>
<tr>
<td>DEC</td>
<td>-322</td>
<td>-311</td>
<td>-44</td>
<td>-47</td>
<td>446</td>
<td>445</td>
<td>0</td>
<td>-29.5</td>
</tr>
<tr>
<td>JAN</td>
<td>-326</td>
<td>-312</td>
<td>-44</td>
<td>-46</td>
<td>450</td>
<td>449</td>
<td>0</td>
<td>-29.8</td>
</tr>
<tr>
<td>FEB</td>
<td>-149</td>
<td>-334</td>
<td>-43</td>
<td>-45</td>
<td>473</td>
<td>472</td>
<td>0</td>
<td>-31.5</td>
</tr>
<tr>
<td>MAR</td>
<td>-375</td>
<td>-362</td>
<td>-43</td>
<td>-44</td>
<td>495</td>
<td>494</td>
<td>7.8</td>
<td>-33.4</td>
</tr>
<tr>
<td>APR</td>
<td>-324</td>
<td>-313</td>
<td>-49</td>
<td>-51</td>
<td>401</td>
<td>401</td>
<td>92.2</td>
<td>-28.5</td>
</tr>
<tr>
<td>MAY</td>
<td>-180</td>
<td>-179</td>
<td>-57</td>
<td>-62</td>
<td>183</td>
<td>176</td>
<td>232.2</td>
<td>-15.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>r = 1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>r = 0.89</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>r = 0.999</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Month</th>
<th>$F_{H1}$</th>
<th>$F_{H2}$</th>
<th>$F_{E1}$</th>
<th>$F_{E2}$</th>
<th>$F_{I1}$</th>
<th>$F_{I2}$</th>
<th>$K^+$</th>
<th>$Ta$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(W m$^{-2}$)</td>
<td>(W m$^{-2}$)</td>
<td>(W m$^{-2}$)</td>
<td>(W m$^{-2}$)</td>
<td>(W m$^{-2}$)</td>
<td>(W m$^{-2}$)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OCT</td>
<td>-89</td>
<td>-101</td>
<td>-23</td>
<td>-34</td>
<td>166</td>
<td>153</td>
<td>26.7</td>
<td>-15.0</td>
</tr>
<tr>
<td>NOV</td>
<td>-187</td>
<td>-186</td>
<td>-25</td>
<td>-30</td>
<td>275</td>
<td>271</td>
<td>0</td>
<td>-25.3</td>
</tr>
<tr>
<td>DEC</td>
<td>-230</td>
<td>-222</td>
<td>-24</td>
<td>-27</td>
<td>317</td>
<td>318</td>
<td>0</td>
<td>-29.5</td>
</tr>
<tr>
<td>JAN</td>
<td>-233</td>
<td>-222</td>
<td>-21</td>
<td>-26</td>
<td>320</td>
<td>321</td>
<td>0</td>
<td>-29.8</td>
</tr>
<tr>
<td>FEB</td>
<td>-251</td>
<td>-238</td>
<td>-23</td>
<td>-25</td>
<td>336</td>
<td>338</td>
<td>0</td>
<td>-31.5</td>
</tr>
<tr>
<td>MAR</td>
<td>-272</td>
<td>-262</td>
<td>-22</td>
<td>-24</td>
<td>353</td>
<td>355</td>
<td>7.8</td>
<td>-33.4</td>
</tr>
<tr>
<td>APR</td>
<td>-242</td>
<td>-232</td>
<td>-28</td>
<td>-31</td>
<td>284</td>
<td>288</td>
<td>92.2</td>
<td>-28.5</td>
</tr>
<tr>
<td>MAY</td>
<td>-143</td>
<td>-143</td>
<td>-41</td>
<td>-47</td>
<td>129</td>
<td>127</td>
<td>232.2</td>
<td>-15.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>r = 0.999</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>r = 0.918</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>r = 0.999</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Month</th>
<th>$F_{H1}$</th>
<th>$F_{H2}$</th>
<th>$F_{E1}$</th>
<th>$F_{E2}$</th>
<th>$F_{I1}$</th>
<th>$F_{I2}$</th>
<th>$K^+$</th>
<th>$Ta$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(W m$^{-2}$)</td>
<td>(W m$^{-2}$)</td>
<td>(W m$^{-2}$)</td>
<td>(W m$^{-2}$)</td>
<td>(W m$^{-2}$)</td>
<td>(W m$^{-2}$)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OCT</td>
<td>-48</td>
<td>-64</td>
<td>-10</td>
<td>-22</td>
<td>105</td>
<td>97</td>
<td>26.7</td>
<td>-15.0</td>
</tr>
<tr>
<td>NOV</td>
<td>-114</td>
<td>-115</td>
<td>-11</td>
<td>-16</td>
<td>176</td>
<td>172</td>
<td>0</td>
<td>-25.3</td>
</tr>
<tr>
<td>DEC</td>
<td>-145</td>
<td>-137</td>
<td>-10</td>
<td>*14</td>
<td>203</td>
<td>204</td>
<td>0</td>
<td>-29.5</td>
</tr>
<tr>
<td>JAN</td>
<td>-146</td>
<td>-136</td>
<td>-10</td>
<td>-14</td>
<td>205</td>
<td>207</td>
<td>0</td>
<td>-29.8</td>
</tr>
<tr>
<td>FEB</td>
<td>-159</td>
<td>-147</td>
<td>-10</td>
<td>-13</td>
<td>216</td>
<td>218</td>
<td>0</td>
<td>-31.5</td>
</tr>
<tr>
<td>MAR</td>
<td>-175</td>
<td>-165</td>
<td>-10</td>
<td>-12</td>
<td>227</td>
<td>228</td>
<td>7.8</td>
<td>-33.4</td>
</tr>
<tr>
<td>APR</td>
<td>-164</td>
<td>-154</td>
<td>-14</td>
<td>-17</td>
<td>183</td>
<td>184</td>
<td>92.2</td>
<td>-28.5</td>
</tr>
<tr>
<td>MAY</td>
<td>-108</td>
<td>-109</td>
<td>-20</td>
<td>-34</td>
<td>83</td>
<td>80</td>
<td>232.2</td>
<td>-15.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>r = 0.998</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>r = 0.903</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>r = 0.999</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*1 = this paper
2 = Maykut (1978)
Table 5.3 continued

<table>
<thead>
<tr>
<th>Month</th>
<th>$F_{h1}$ (W m$^{-2}$)</th>
<th>$F_{h2}$ (W m$^{-2}$)</th>
<th>$F_{e1}$ (W m$^{-2}$)</th>
<th>$F_{e2}$ (W m$^{-2}$)</th>
<th>$F_{i1}$ (W m$^{-2}$)</th>
<th>$F_{i2}$ (W m$^{-2}$)</th>
<th>$K+$ (W m$^{-2}$)</th>
<th>$T_a$ (ºC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OCT</td>
<td>-17</td>
<td>-36</td>
<td>-2</td>
<td>-14</td>
<td>61</td>
<td>56</td>
<td>26.7</td>
<td>-15.0</td>
</tr>
<tr>
<td>NOV</td>
<td>-58</td>
<td>-62</td>
<td>-3</td>
<td>-9</td>
<td>103</td>
<td>102</td>
<td>0</td>
<td>-25.3</td>
</tr>
<tr>
<td>DEC</td>
<td>-79</td>
<td>-72</td>
<td>-3</td>
<td>-6</td>
<td>119</td>
<td>119</td>
<td>0</td>
<td>-29.5</td>
</tr>
<tr>
<td>JAN</td>
<td>-80</td>
<td>-70</td>
<td>-3</td>
<td>-6</td>
<td>120</td>
<td>121</td>
<td>0</td>
<td>-29.8</td>
</tr>
<tr>
<td>FEB</td>
<td>-88</td>
<td>-77</td>
<td>-3</td>
<td>-6</td>
<td>127</td>
<td>128</td>
<td>0</td>
<td>-31.5</td>
</tr>
<tr>
<td>MAR</td>
<td>-100</td>
<td>-91</td>
<td>-3</td>
<td>-5</td>
<td>134</td>
<td>134</td>
<td>7.8</td>
<td>-33.4</td>
</tr>
<tr>
<td>APR</td>
<td>-103</td>
<td>-93</td>
<td>-6</td>
<td>-10</td>
<td>108</td>
<td>108</td>
<td>92.2</td>
<td>-28.5</td>
</tr>
<tr>
<td>MAY</td>
<td>-79</td>
<td>-82</td>
<td>-18</td>
<td>-26</td>
<td>50</td>
<td>49</td>
<td>232.2</td>
<td>-15.8</td>
</tr>
</tbody>
</table>

$r = 0.974 \quad 4 = 0.884 \quad r = 0.999$

H = 0.40 m

<table>
<thead>
<tr>
<th>Month</th>
<th>$F_{h1}$ (W m$^{-2}$)</th>
<th>$F_{h2}$ (W m$^{-2}$)</th>
<th>$F_{e1}$ (W m$^{-2}$)</th>
<th>$F_{e2}$ (W m$^{-2}$)</th>
<th>$F_{i1}$ (W m$^{-2}$)</th>
<th>$F_{i2}$ (W m$^{-2}$)</th>
<th>$K+$ (W m$^{-2}$)</th>
<th>$T_a$ (ºC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OCT</td>
<td>3</td>
<td>18</td>
<td>3</td>
<td>9</td>
<td>33</td>
<td>31</td>
<td>26.7</td>
<td>-15.0</td>
</tr>
<tr>
<td>NOV</td>
<td>22</td>
<td>27</td>
<td>1</td>
<td>4</td>
<td>56</td>
<td>55</td>
<td>0</td>
<td>-25.3</td>
</tr>
<tr>
<td>DEC</td>
<td>36</td>
<td>30</td>
<td>1</td>
<td>3</td>
<td>65</td>
<td>66</td>
<td>0</td>
<td>-29.5</td>
</tr>
<tr>
<td>JAN</td>
<td>36</td>
<td>27</td>
<td>1</td>
<td>2</td>
<td>66</td>
<td>66</td>
<td>0</td>
<td>-29.8</td>
</tr>
<tr>
<td>FEB</td>
<td>42</td>
<td>31</td>
<td>0</td>
<td>2</td>
<td>69</td>
<td>70</td>
<td>0</td>
<td>-31.5</td>
</tr>
<tr>
<td>MAR</td>
<td>50</td>
<td>42</td>
<td>0</td>
<td>2</td>
<td>73</td>
<td>75</td>
<td>7.8</td>
<td>-33.4</td>
</tr>
<tr>
<td>APR</td>
<td>63</td>
<td>53</td>
<td>2</td>
<td>5</td>
<td>59</td>
<td>59</td>
<td>92.2</td>
<td>-28.5</td>
</tr>
<tr>
<td>MAY</td>
<td>59</td>
<td>61</td>
<td>-12</td>
<td>-19</td>
<td>27</td>
<td>27</td>
<td>232.2</td>
<td>-15.8</td>
</tr>
</tbody>
</table>

$r = 0.878 \quad r = 0.818 \quad r = 0.999$

H = 0.8 m

<table>
<thead>
<tr>
<th>Month</th>
<th>$L^+$</th>
<th>$L^-$</th>
<th>$A^+$</th>
<th>$A^-$</th>
<th>$B^+$</th>
<th>$B^-$</th>
<th>$C^+$</th>
<th>$C^-$</th>
<th>$D^+$</th>
<th>$D^-$</th>
<th>$E^+$</th>
<th>$E^-$</th>
<th>$F^+$</th>
<th>$F^-$</th>
<th>$G^+$</th>
<th>$G^-$</th>
<th>$H^+$</th>
<th>$H^-$</th>
</tr>
</thead>
<tbody>
<tr>
<td>OCT</td>
<td>189</td>
<td>171</td>
<td>165</td>
<td>164</td>
<td>162</td>
<td>159</td>
<td>166</td>
<td>186</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NOV</td>
<td>245</td>
<td>199</td>
<td>176</td>
<td>172</td>
<td>166</td>
<td>165</td>
<td>174</td>
<td>219</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DEC</td>
<td>-56</td>
<td>-20</td>
<td>-11</td>
<td>-8</td>
<td>-4</td>
<td>-8</td>
<td>-29</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JAN</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FEB</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>APR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAY</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
some divergence of results, attributable to different values of incoming longwave radiation, occurring in the warmer months. The values of incoming longwave radiation are generated internally in this model and are lower than the input values employed by Maykut. This difference between the models is also shown in Table 5.3.

Goddard (1974) applied a similar type of climate simulation model to Arctic pack ice and compared his model predictions against net radiation and energy flux measurements made over the ice surface. A simulation was conducted to compare Goddard's results with the output of this model. Temperature, net radiation, sensible heat flux and evaporative heat flux values were obtained from his Figure Two. Wind at 10 m \( u_{10} = 5.7 \text{ m} \cdot \text{s}^{-1} \) was calculated using \( u_z = 5.0 \text{ m} \cdot \text{s}^{-1} \) and \( Z_0 = 0.001 \text{ cm} \) assuming a neutral condition. 15 cm of snow were applied to the ice whose thickness was taken as 1.0 m (Bánke and Smith, 1973). No measurements of incoming short-wave radiation were available but these were estimated using Goddard's equation (3) in which the average intensity of the solar radiation is estimated by

\[
K+ = IA \sec(\Omega) \cos(\Omega)
\]  \hspace{1cm} (5.7)

where \( I = \text{solar constant} \)

\( A = \text{atmospheric turbidity coefficient} \)

\( \Omega = \text{zenith angle} \)
The zenith angle is determined from

\[ \cos(\Omega) = \sin(\phi) \sin(\mu) + \cos(\phi) \cos(\mu) \cos(\omega) \] (5.8)

where \( \phi = \text{latitude} \)

\( \mu = \text{declination of the sun} \)

\( \omega = \text{hour angle} \)

Values of \( I=1360 \text{ W/m}^2, A=0.93, \phi=75^\circ \text{N} \) and \( \mu=4.67^\circ \) were employed for April 1, 1972, a day on which clear sky conditions prevailed. The model was run using these inputs and the comparison with Goddard's results for net radiation, sensible heat flux and evaporative heat flux are tabulated in Table 5.4.

The agreement is very good as indicated by the strength of the correlation coefficients. (\( Q^*, r=0.99 : Q_H, r=0.99 : Q_E, r=0.99 \)). It is unfortunate that the data provided in the original report was not sufficient to allow a direct comparison between this model and field observations. However, by using his Table Three in which correlation coefficients for his measured and simulated values are presented, we see that good agreement was obtained for the net radiation \( (r = 0.99) \), sensible heat flux \( (r = 0.94) \) and evaporative heat flux \( (r = 0.97) \). As the agreement between Goddard's results and this model is good we may infer that a similar high degree of correlation exists between this model and field observations.
TABLE 5.4

COMPARISONS OF ENERGY FLUX PREDICTIONS OF
PRESENT MODEL WITH THOSE OF GODDARD (1974)

<table>
<thead>
<tr>
<th>TIME (local)</th>
<th>$Q^*_1$ (W·m$^{-2}$)</th>
<th>$Q^*_2$ (W·m$^{-2}$)</th>
<th>$F_{H1}$ (W·m$^{-2}$)</th>
<th>$F_{H2}$ (W·m$^{-2}$)</th>
<th>$F_{E1}$ (W·m$^{-2}$)</th>
<th>$F_{E2}$ (W·m$^{-2}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0700</td>
<td>-13</td>
<td>-7</td>
<td>-3</td>
<td>-13</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0800</td>
<td>2</td>
<td>7</td>
<td>-17</td>
<td>-23</td>
<td>-1</td>
<td>0</td>
</tr>
<tr>
<td>0900</td>
<td>16</td>
<td>19</td>
<td>-29</td>
<td>-33</td>
<td>-2</td>
<td>-2</td>
</tr>
<tr>
<td>1000</td>
<td>26</td>
<td>29</td>
<td>-38</td>
<td>-40</td>
<td>-3</td>
<td>-3</td>
</tr>
<tr>
<td>1100</td>
<td>33</td>
<td>37</td>
<td>-44</td>
<td>-45</td>
<td>-3</td>
<td>-3</td>
</tr>
<tr>
<td>1200</td>
<td>36</td>
<td>39</td>
<td>-45</td>
<td>-46</td>
<td>-4</td>
<td>-3</td>
</tr>
<tr>
<td>1300</td>
<td>33</td>
<td>37</td>
<td>-44</td>
<td>-43</td>
<td>-3</td>
<td>-3</td>
</tr>
<tr>
<td>1400</td>
<td>26</td>
<td>31</td>
<td>-38</td>
<td>-38</td>
<td>-3</td>
<td>-3</td>
</tr>
<tr>
<td>1500</td>
<td>16</td>
<td>21</td>
<td>-29</td>
<td>-30</td>
<td>-2</td>
<td>-2</td>
</tr>
<tr>
<td>1600</td>
<td>2</td>
<td>10</td>
<td>-17</td>
<td>-19</td>
<td>-1</td>
<td>0</td>
</tr>
<tr>
<td>1700</td>
<td>-13</td>
<td>3</td>
<td>-3</td>
<td>-9</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

$r = 0.985$  
$r = 0.992$  
$r = 0.951$

1 - this paper  
2 - Goddard (1974)

all $r$-values significant at the 0.01 level,  
simulation for AIDJEX test site, April 1, 1972
Thorpe et al (1973) made eddy correlation measurements of evaporation and sensible heat flux over sea ice at the AIDJEX test site (75°N, 150°W) in April 1972. Values of sensible heat flux show a range from -34 W/m² through 23 W/m² dependent upon local climatological conditions. The ice was 2 m thick with a 10-15 cm snow cover, temperatures ranged through -28°C to -16°C and wind speeds varied from 2.6 m/s to 9.9 m/s. Although it is not possible to simulate these conditions directly we can compare the results with some obtained under similar conditions. Frobisher Bay (75°N) was characterized by a 1.7 m ice depth and 8-13 cm snowpack. For April 1-8 temperatures ranged from -27.8°C to -16.1°C and the sensible heat flux predicted fell within the range -23 W/m² to 3 W/m². Similar conditions prevailed for April 14-20 where temperatures in the range -25.6°C to -13.9°C produced predicted sensible heat fluxes of -26 W/m² to -2 W/m². The period April 9-13 was warmer (-11.7°C to -6.1°C) and generated sensible heat fluxes from -2 W/m² to 21 W/m². Although no direct comparisons may be made between the data sets we may infer that the fluxes produced by the model are not contradictory with respect to the magnitude of observed fluxes.
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CHAPTER 6

DISCUSSION

6.1 Conceptual and Physical Limitations of the Model

A better understanding of the applicability of the model to specific situations is gained through the identification of both the physical and conceptual limitations. The action also serves to pinpoint areas where further developmental work is required to produce an improved model of sea ice behaviour.

The model represents ice growth for the one dimensional situation. Horizontal gradients and transfers are not modelled as they are assumed not to exist. While this may be true of the temperature field and heat conduction, horizontal advection is present in the atmosphere. The variable distribution of ice thickness groups and leads ensures this.

There is no attempt to include the effects of mechanical stresses. Ice thicknesses are affected as evidenced by pressure ridges (compression) and leads (contraction). Wind induced cracking can break up both a young ice sheet and a decayed older sheet. The wind may then clear a region of ice by transporting it in a downwind direction.
The model does not have the ability to predict the time of formation of an ice cover. This requires a theoretical model of the ocean coupled with an atmospheric model. This would also remove the restrictions of an isohaline, isothermal layer at the base of an ice sheet. The development of such a model would entail an equivalent amount of work, if not more, to that required to prepare this model. In such a situation, we are no longer dealing with a 'simple' model.

The use of the Fourier steady state heat conduction equation may result in an oversimplification of the system during certain periods of the year. The use of the parabolic heat conduction equation would be more realistic and allow the inclusion of internally generated heat such as that due to radiation penetration and the latent heat associated with brine concentration by freezing.

Ice thermal properties are strongly affected by salinity when warm ice temperatures exist in conjunction with high salinities. The interaction between the temperature and salinity fields, as originally intended it should be modelled, has not been accomplished. The failure to produce a model that allows the prediction of salinity variations from a knowledge of ice thickness, ice temperature and the existing salinity profile meant that only a bulk salinity effect could be introduced. The question of salinity variations in time
and space, like the ocean model, requires an intensive study to untangle its complexities. The model has at least allowed the average salinity to be specified in a realistic manner within the model and not treated as an external input with a constant value.

The solution of the parabolic heat conduction equation and allowances for salinity redistribution and its effect on the temperature field would be enhanced by modelling involving finite difference or finite element techniques. This would also allow variations in internal properties as a function of location within the ice sheet to be included. This would be more realistic than the bulk substrate format adopted for this work.

During ablation it is assumed that the meltwater is removed from the surface of the ice. There is no attempt made to include the changes induced by the existence of ponded water on the surface. Its presence may substantially change both the radiation and energy flux components relative to the clear ice situation (most notably the evaporative heat flux and net shortwave radiation (see Langleben (1966) for the effect on meltwater ponds on the surface albedo) as well as acting as a heat storage reservoir.
The specifications of the variables and the functional relationships amongst themselves could benefit by reinter-
pretation and redefinition. They are based on the present state of knowledge and will surely be improved as more is learned of their behaviour. Just as this work represents a more realistic definition of some of these variables than found in the preceding work, so can be said of the work to follow this.

It should be remembered that there is no guarantee that better results can be obtained by the implementation of the above recommendations. In view of the natural variability in ice conditions we may only secure an increased understanding and not necessarily a better predictive tool. Complex models suffer in that they may be so elaborately constructed that they become impractical to change (see Walker's (1976) comments on the Maykut and Untersteiner (1969) model), require excessive time and cost to run, and are limited in their usefulness in applied situations. Despite the limitations discussed, this model has proved to be a useful tool to study the growth and decay of first year sea ice. In summary we may list some of its abilities and advantages:

- the model is conceptually and computationally simple
- the surface temperature and the climatological variables influencing it have been modelled in a realistic fashion consistent with the energy conservation approach
- the model allows the energy and radiation fluxes to respond to changes in surface conditions
- the model is versatile in that changes required for a specific application may be implemented without major revisions
- the model allows annual ice growth to be simulated at very low cost in terms of time and money
- the model has been verified in its ability to predict ice growth with respect to both magnitude and phase.

6.2 Concluding Remarks

A model of the growth and decay of sea ice was developed because of its need in the physical and applied sciences. A good understanding of the atmosphere-ice-ocean interaction was obtained through the development of a computer simulation model utilizing an energy conservation methodology. The model allowed the computation of the energy and radiation fluxes at the ice surface, their dependence on the characteristics of the surface and the atmosphere and the resultant ice growth.

The ice growth predicted by the model was tested against observations at three arctic locations over three consecutive growth seasons. The model provided estimates of ice thickness at each site that were equivalent to the observed thicknesses within the range of their natural variability. The simulated thicknesses were comparable with the observations in respect to both magnitude and phase.
The radiation and energy flux predictions could not be evaluated directly because of the lack of real world observations. However, very close agreement was found with the results of two other climate simulation models. Qualitative agreement was also obtained between the model and observations over ice in the Beaufort Sea indicating that the fluxes produced by the model were not contradictory with respect to the magnitude of the observed fluxes.

The model is available now as a tool to explore and assess the consequences of changes in the state of the atmosphere and the properties of the snow and ice medium. This, in conjunction with the implementation of some of the recommendations of 6.1, remains as the next step in the evolution of our knowledge of the behaviour of sea ice and its growth.
APPENDIX A

BRINE DRAINAGE
APPENDIX A  Brine Drainage

A.1. Towards A Gravity Drainage Model

Even after eliminating brine pocket diffusion (due to its very low rate), hydrostatic flushing (because of its limitation to periods when ponded surface meltwater occurs) and brine expulsion (due to its small influence for ice thicknesses in excess of 40 cm, Cox and Weeks, 1975) the problem of modelling brine drainage is not without its difficulties. A gravity drainage model is complicated by the existence of two radically different drainage pathways—the first being the somewhat interconnected volumes occupied by the brine and the second being the extensive drainage channel network.

In the case of the drainage network the ice is considered porous and the difference between the hydrostatic head of seawater and that of the interior brine creates the pressure gradient force which drives the brine downward. An unstable vertical density distribution exists within the brine of a growing ice sheet because the density of the brine in equilibrium with ice is determined by its temperature. Observations in laboratory ice indicate that an oscillatory flow develops in the channels in which brine pours out of the channel to be replaced by seawater flowing up into the ice (Eide and Martin,
1975). Acting as a pumping mechanism these oscillations will replace high salinity brine with lower salinity sea water resulting in lower overall ice salinities.

When considering gravity drainage without a hydrostatic linkage to the underlying sea water the denser brine in the colder regions moves downward through the ice under its own weight. The rate of gravity drainage is dependent on both ice permeability and the temperature gradient, increasing with an increase in either of these variables (Cox and Weeks, 1975). The permeability of ice is related to the ice microstructure and as yet only poorly understood. Qualitatively, it has been linked to the brine volume (as defined by Assur, 1958) as laboratory experiments have indicated an increase in gravity drainage with an increase in temperature gradient (Cox and Weeks, 1975).

A simple one-dimensional continuity model to evaluate salinity changes within an ice sheet of constant thickness was attempted by relating ice permeability functionally to the brine volume. It had been hoped to duplicate the characteristic C-shaped curve and the overall decrease in salinity with time observed in first year ice. Results were generally poor with one exception where the observed features were duplicated but the functional relation employed could not be rationalized in a proper physical sense.
Approaching the problem of salinity redistribution within ice from a one-dimensional viewpoint may be an unrealistic proposition. Weeks and Lee (1962) have demonstrated the lateral variability of salinity within an apparently homogeneous ice sheet. The distribution of brine channels within an ice sheet suggests strong variations in ice salinity depending on whether or not, and where such a channel or its feeders are intersected. It remains for future research to detail the relative importance of the mechanisms described and provide a sound mathematical basis for their evaluation.
A.2. Testing Tsurikov's Theory of Brine Migration

Testing Tsurikov's (1967) theory of brine migration was accomplished using first year sea ice data collected by the Polar Continental Shelf Project at a location on Eclipse Sound near Pond Inlet, N.W.T. Using this data set the state variables (salinity, depth, time and temperature) were decomposed into the required differential terms. These terms, which were produced by the use of a spline function differentiation were compared with the components of the exact differential equation. The difference in these terms is a measure of the degree of departure of the observed distribution from the theoretical distribution. Components of the error term include 1) deviation of the actual processes from the modelled process, 2) observational or instrumental errors, and 3) errors generated by the differentiation technique. To adequately assess the relation between the theoretical and observed results, the latter two components must be minimized. Errors in (2) include the effects of core handling, storage and salinity determination uncertainties. It is difficult to evaluate these effects but if a regular set of procedures are employed then one might expect a reasonably constant residual due to these effects. Errors due to (3) are highly dependent on the method of numerical differentiation employed and Tagaki (1967) has shown that differentiation involving a cubic spline function introduces
minimal errors (see also Grenville (1967)).

Tsurikov's formula expresses the variation in salinity of the ice layer on the condition that the migration of the brine pockets is due to the inflow and outflow of heat and not ion diffusion. Equation (3.2) may be rewritten as

$$\frac{dS}{dt} + \frac{a}{nr^2L_f\Delta T_f} (S) \frac{dS}{dz} \frac{dT}{dz} = 0 \quad (A.1)$$

From the real world data set we expect that error will be introduced from various sources such that

$$\frac{dS}{dt} + \frac{a}{nr^2L_f\Delta T_f} (S) \frac{dS}{dz} \frac{dT}{dz} = D \quad (A.2)$$

where D is a residual term. If this is squared and integrated over the profile depth we obtain the integral residual R.

$$R = \int_0^H D^2 dz \quad (A.3)$$

Ten profiles from March-April 1977 were selected to evaluate the residual D and the integral residual R. The analysis employed data from 45 depth levels sampled at 2.5 cm intervals. For each profile (at a fixed time t) the value of the first derivative of salinity with respect to depth was calculated at each level resulting in 45 values of dS/dz for each profile. Values of dS/dt at each time t were then calculated for each depth level.

Setting

$$\frac{a}{nr^2L_f\Delta T_f} = k = 100 \quad (A.4)$$
as suggested by Tsurikov (1967) provided very high residuals. A search was then instituted to determine the value which minimized D. A value of k equals zero was found implying that the rate of change of salinity with time was zero. Average ice salinity decays in an approximately exponential form (Assur and Weeks (1963), Tsurikov (1967)) such that towards the end of the growth period the average salinity changes only very little. If the layer by layer variation is analogous then dS/dt at the time of year of the profiles may be very small and tend to zero, supporting the observations. However, one would also expect that the dS/dt and dS/dz terms consistently have the same sign; this was observed only 50% of the time with these data.

Ten profiles were then selected for testing from the early portion of the growth season (November 1977 - January 1978) where significant salinity changes are expected. The results showed k to vary over several orders of magnitude with no apparent trend.

The results of these studies indicate that
1. the k factor is more variable than suggested and should not be treated as a constant, or
2. The data and the analysis technique are not of a sufficient quality to assess the validity of Tsurikov's theory, or
3. Tsurikov's governing differential equation is wrong, or
4. other more important salinity redistribution mechanisms are at work.
The very poor correlation amongst the observed data and the predicted behaviour of sea ice salinity suggests that the governing relationships as given by Tsurikov do not provide a sufficient answer to the question of salinity redistribution in sea ice.
APPENDIX B

LISTING OF COMPUTER PROGRAM: ICE
**PROGRAM ILC**

*This computer program simulates the growth of first year sea ice using an energy conservation approach. Documentation for it is available in 'An Equilibrium Surface Temperature Climate Model Applied to the Growth of First Year Sea Ice', Master's Thesis, Dept. of Oceanography, California University, by J.D. Miller, 1979.*

*Program revised and compiled by J.D. Miller. Use of this program (or derivative) is not allowed without the written permission of the author. Commercial use strictly forbidden. Copyright 1979 by J.D. Miller.*

*REAL SNODE, SNODEPAIR, AIRDEN, EAPMA, EAPMAIR, ADH, ADGAE
        INUT, INUM, INUMAIR, SIGMA, ARO, SALMIR, TAIM,
        TMAIR, PESUR, HIND, KU, KUH, LDU, LDUAIR, HEAT, EAPM, DELTA, FICE
        FMICE, VMICE, ALPHA, SALF, TFICE, KICE, FICEH, BB(10)
        SHML, SHMLT, UMLT, ULICE, UAL, DEPTHS, SALTY, NILN

INTEGER KU11, KU12, KU13, KU14, KU15

**Initial Constants**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALH01E</td>
<td>1.32</td>
</tr>
<tr>
<td>LPUMS</td>
<td>65.85</td>
</tr>
<tr>
<td>LFUSS</td>
<td>334400</td>
</tr>
<tr>
<td>CAPAIR</td>
<td>1010</td>
</tr>
<tr>
<td>LYPK</td>
<td>252535</td>
</tr>
<tr>
<td>ORGNO</td>
<td>900.0</td>
</tr>
<tr>
<td>ORGAE</td>
<td>0.0005</td>
</tr>
<tr>
<td>INUT</td>
<td>0.17</td>
</tr>
<tr>
<td>I1E</td>
<td>1.0</td>
</tr>
<tr>
<td>B1E</td>
<td>0.117</td>
</tr>
<tr>
<td>NMO</td>
<td>2.08</td>
</tr>
<tr>
<td>EPMLN</td>
<td>0.97</td>
</tr>
<tr>
<td>SIGMA</td>
<td>5.57E-08</td>
</tr>
<tr>
<td>AB</td>
<td>0.0137</td>
</tr>
<tr>
<td>BB</td>
<td>0.05199</td>
</tr>
<tr>
<td>CR</td>
<td>-7.225E-5</td>
</tr>
<tr>
<td>SNODE</td>
<td></td>
</tr>
</tbody>
</table>

**Input File Name**

*HEAD(05/22/89) (W1126) (W113)*

**Input Simulation Starting Date:**

*HEAD(05/22/89) (AA1) (H1) (A0)*

**Input Ocean Salinity**
34. \text{ALPHA} = 0.75
\text{GOTO} 210

35. \text{ALPHA} = 0.5

210 \text{HUMPACK EFFECTS}
\text{VAN DUSEN'S FORMULA, SEE TEN (1960)}
\text{CONTINUE}

44. \text{HUM UNG Y BALANCE}
\text{KUPHNUM} = \text{ALPHA}
\text{LUNHNUM} = \text{ALPHA}
\text{INCUM} = \text{LUNHNUM} \times \text{ESTIMATE FROM IDSO AND JACKSON (1969)}
\text{HEATINRDN} = \text{CAP} \times \text{RAH} \times \text{AIN} \times \text{TAN - TEM}
\text{IF} (\text{KUNH} \leq 100) \text{GOTO} 200
\text{GFCETE} = [28.29 - (6138, / \text{TEM})]
\text{VAPOR PRESSURE FROM CLAUSIUS-CLAPERYON FORMULA}
\text{WAIN} = \text{EXP}(21.64 - (941.7 / \text{TAN})}
\text{DFCE} = \text{GFCETE} + 0.622 / \text{PRESS}
\text{WAIN} = \text{IN} \times 0.622 / \text{VAP}
\text{ULLTIN} = \text{WAIN} \times \text{DFCE}
\text{LUNHNUM} = \text{ULLTIN} \times \text{INT} \times \text{DFCE}
\text{LUPHNUM} = \text{LUNHNUM} \times \text{INT}
\text{EVAPMAIRED} = \text{LUPHNUM} \times \text{INT} \times \text{DIELTAU}
\text{SHUNIT} = \text{ALPHA} \times (1 - \text{IN}) \times \text{KDOWN}
\text{LUNHNUM} = \text{LUPHNUM} \times \text{FIC} \times \text{HEATLVAP}
\text{IF} (\text{LDJL} \leq 10) \text{GOTO} 99
\text{IF} (\text{MALCE} \leq 20) \text{GOTO} 97
\text{LATEM} \text{GOTO} (\text{DUM} + 10) / 20
\text{GOTO} 55
\text{UNITL}
\text{LNUM (1,000) / 20}
\text{GOTO} 55

199 \text{KDOWN}
\text{IF} (\text{TEM} \geq 273) \text{GOTO} 217

217 \text{OUTPUT SOLUTION PARAMETERS}
\text{DUM} \times \text{KID} \times \text{SHODEP} / \text{KRNHM} \times \text{NICE}
\text{TINT} = \text{TINT} + \text{FREE} \times (1 / \text{YOUT}) - 273
\text{NICE} = \text{IN} \times \text{KRNHM} \times \text{KUP} \times \text{LDOWN} \times \text{LUP} \times \text{EVAP}
\text{HEAT} \times \text{FIC} \times \text{MLT} \times \text{INT} \times \text{MIE} \times \text{RAN}
\text{DICE} \times \text{FICE} \times (100 / 20) \times (\text{LPSW} + 20)
\text{LIC} = \text{DUM}
\text{HICE} \times \text{NICE} + \text{DICE}
\text{GOTO} 300
SET UPPER BOUNDARY TEMPERATURE AT 273 KELVIN

THFCE = 273;
THIR = THFCE;
HEAT = AINU = CAPA1K + DRAGH = INDRH (TAIN = TEU);
DELTA = 0.150 = AIR = L, 1.085, 0.022/PLK SIKR;
EVAP = AINU = EVAP = UKRH = INDRH = DELTA;
FICE = KIIL = 271.5 = MICE;
LDOH = 5K, 75.13 / SMTHR = M0R1;
LUP = SIGMA = 71.3 = 54;
BALANCE = (1 = ALPHAIK = (1 = INIC) = KDOH + LDOH = LUP + FICE = HEAT + EVAP;
IF (SNODEP = LE, 0.) WUTO 221

CALCULATE SNOW MELT
SNWMLT = (FICE - BALANCE) - 854000 / (LFUS = SNODEN)

MELT = FICE - BALANCE
TINT = TSFC;
MIILE = (10, 200.2) / AINC, SNOW = KDOH = KUP = LDOH = LUP + EVAP;
HEAT = FICE + REL = TSFC = TINT = MICE = SAL
SNODEP = LE, 0.5 + SNODEP;
WUTO 300

CALCULATE ICE MELT
ICEMLT = (FICE - BALANCE) - 854000 / (LC0 = LFUSN)
MELT + FICE - BALANCE
TINT = TSFC;
WHITE = (10, 200.2) / AINC, SNOW = KDOH = KUP = LDOH = LUP + EVAP;
HEAT = FICE + REL = FICE + TSFC = TINT = MICE = SAL
ULVOC = MICE + ICEMLT
MICE = MICE + ICEMLT
ITE = 1;
SNWDLR =
IF (SNWMLT = LE, 0.) WUTO 88
WUTO 300
GOTO 49

200 MIILE = (100, 1111) IEN
1111 FUNKMAT(1, 1) = PROGRAM STOPPED, >30 ITERATIONS, 1 TEU = 11.002
KOUND =
GU TU 99
1040 FUNKMAT(36.0)
2002 FUNKMAT(1.15, 0.19, 1, 2F9.1, 2F9.2, 2F9.1, 2F9.2)
2005 FUNKMAT(16.0)
2202 FUNKMAT(10.4)
2291 FUNKMAT(18, 0) = STARTING DATE 15'3''/3X, 104R88''
3005 FUNKMAT(24.0)
4005 FUNKMAT(1, 1) = OCEAN SALINITY = 10, 1.55, (P.P, IT)
8005 FUNKMAT(1, 1) = INITIAL ICE DEPTH = 1.10, 1.55, (CM)
4005 FUNKMAT(1, 1) = INITIAL SNOW UNIT = 10, 1.55, (CM)
7007 FUNKMAT(1, 1) = SNOW DENSITY IS = 0.2, 0.4 KG/M3
4402 FUNKMAT(1, 1) = MICE = SITE LOCATION IN = 128, 104R88''
LOAD FUNHAIL, 'SA', RAIN SPEED, 'FU', X, Y/S, X
1. MEAN PRESSURE,'P',X, Y, 'ML', */* /X
999 FUNHAIL=1.2X, DAY, 3X, T, AIR, rx, SNW, 2X, K DOWN, 4X
1K UP, 2X, L DOWN, 4X, 1L UP, 5X, LVAP, 5X, 'HEAT', 4X
2 CIF ICE, 5X, 'MEL', 3X, 'TICE', 5X, 'IN', 4X, 'THICKNESS',
3X, 'SALINITY' */*
999 OUTPUT */*

COUNT: THE OBSERVATIONS

1000 WRITE(106, 9999)
1001 WRITE(106, 9999)
87 READ(105, 1000) DAY, E, H, M, NICE, SNOW
1002 IF(DAY .LT. 999) GOTO 1000
1003 WRITE(106, 9999) DAY, H, M, NICE, SNOW
1004 GOTO 87

50 MICE=0,
752 READ(105, 1000) TAINC, ROWM, SNW
1005 IF(TAINC .LT. 999) GOTO 752
1006 GOTO 87
9990 FORMAT(1F4, 5F5, 1.5X, F5, 1.5X, F5, 1.0)
9998 FORMAT(1F4, 5F5, 1.5X, F5, 1.5X, F5, 1.0)
9999 FORMAT(1X, 'THE FOLLOWING TABLE PRESENTS THE RECORDED ICE THICKNESS'
18 INFORMED IN FU THE MET STATION ')
1999 OUTPUT */*
1999 OUTPUT */*
1999 OUTPUT */*
1999 OUTPUT */*
1999 OUTPUT */*
1999 OUTPUT */*
1999 OUTPUT */*
1999 OUTPUT */*
1999 OUTPUT */*
1999 OUTPUT */*
1999 OUTPUT */*
1999 OUTPUT */*
1999 OUTPUT */*
1999 OUTPUT */*
1999 OUTPUT */*
1999 OUTPUT */*
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## SAMPLE COMPUTER INPUT

<table>
<thead>
<tr>
<th>Card Number</th>
<th>Input</th>
<th>Format</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Frobisher Bay N.W.T. (A.E.S.)</td>
<td>10A4</td>
<td>Location</td>
</tr>
<tr>
<td>2</td>
<td>November 28 1975</td>
<td>10A4</td>
<td>Starting date</td>
</tr>
<tr>
<td>3</td>
<td>32.0</td>
<td>1G.0</td>
<td>Ocean salinity (°/oo)</td>
</tr>
<tr>
<td>4</td>
<td>39.4</td>
<td>2G.0</td>
<td>Initial ice and snow thickness (cm)</td>
</tr>
<tr>
<td>5</td>
<td>0.0</td>
<td>2G.0</td>
<td>Wind speed (m/s) and atmospheric pressure (mb)</td>
</tr>
<tr>
<td>6</td>
<td>310.</td>
<td>1G.0</td>
<td>Snow density (kg/m^3)</td>
</tr>
<tr>
<td>7</td>
<td>-8.6 7.3 0.</td>
<td>3G.0</td>
<td>Air temperature (°C), incoming shortwave radiation (W/m^2), change in snow thickness (cm) (as above)</td>
</tr>
<tr>
<td>7</td>
<td>-8.6 3.4 0.</td>
<td>3G.0</td>
<td>(as above)</td>
</tr>
<tr>
<td>7</td>
<td>-13.9 5.3 0.</td>
<td>3G.0</td>
<td>(as above)</td>
</tr>
<tr>
<td>7</td>
<td>-17.5 5.8 0.</td>
<td>3G.0</td>
<td>(as above)</td>
</tr>
<tr>
<td>8</td>
<td>999 0 0</td>
<td>3G.0</td>
<td>End of data flag.</td>
</tr>
</tbody>
</table>
APPENDIX D

SAMPLE COMPUTER OUTPUT
<table>
<thead>
<tr>
<th>DAY</th>
<th>T AIR</th>
<th>SNOW. K DOWN</th>
<th>K UP</th>
<th>L DOWN</th>
<th>L UP</th>
<th>EVAP</th>
<th>HEAT</th>
<th>P ICE</th>
<th>MELT</th>
<th>T SPCE</th>
<th>T INI</th>
<th>THICKNESS</th>
<th>SALINITY</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-6.6</td>
<td>0.0</td>
<td>7.3</td>
<td>3.0</td>
<td>2.9</td>
<td>2.3</td>
<td>14.9</td>
<td>39.4</td>
<td>0.0</td>
<td>-9.72</td>
<td>-9.72</td>
<td>39.4</td>
<td>6.60</td>
</tr>
<tr>
<td>2</td>
<td>-12.2</td>
<td>0.0</td>
<td>8.7</td>
<td>3.6</td>
<td>2.9</td>
<td>0.7</td>
<td>1.7</td>
<td>50.9</td>
<td>0.0</td>
<td>-12.32</td>
<td>-12.32</td>
<td>40.8</td>
<td>7.23</td>
</tr>
<tr>
<td>3</td>
<td>-8.6</td>
<td>0.0</td>
<td>3.7</td>
<td>1.4</td>
<td>2.2</td>
<td>2.7</td>
<td>1.9</td>
<td>37.2</td>
<td>0.0</td>
<td>-4.88</td>
<td>-4.88</td>
<td>42.5</td>
<td>7.20</td>
</tr>
<tr>
<td>4</td>
<td>-13.9</td>
<td>0.0</td>
<td>5.3</td>
<td>2.2</td>
<td>1.88</td>
<td>0.5</td>
<td>-1.9</td>
<td>54.0</td>
<td>0.0</td>
<td>-13.76</td>
<td>-13.76</td>
<td>43.8</td>
<td>7.18</td>
</tr>
<tr>
<td>5</td>
<td>-17.5</td>
<td>0.0</td>
<td>5.8</td>
<td>2.5</td>
<td>182.9</td>
<td>-4</td>
<td>14.5</td>
<td>63.5</td>
<td>0.0</td>
<td>-16.42</td>
<td>-16.42</td>
<td>45.7</td>
<td>7.15</td>
</tr>
<tr>
<td>6</td>
<td>17.3</td>
<td>0.0</td>
<td>7.3</td>
<td>3.1</td>
<td>229</td>
<td>4</td>
<td>13.5</td>
<td>60.9</td>
<td>0.0</td>
<td>-10.49</td>
<td>-10.49</td>
<td>47.9</td>
<td>7.12</td>
</tr>
<tr>
<td>7</td>
<td>-22.5</td>
<td>0.0</td>
<td>4.0</td>
<td>2.1</td>
<td>175.3</td>
<td>-9</td>
<td>29.8</td>
<td>73.7</td>
<td>0.0</td>
<td>-20.26</td>
<td>-20.26</td>
<td>50.0</td>
<td>7.09</td>
</tr>
<tr>
<td>8</td>
<td>-24.8</td>
<td>0.0</td>
<td>5.8</td>
<td>5.8</td>
<td>172.4</td>
<td>-6</td>
<td>10.4</td>
<td>44.1</td>
<td>0.0</td>
<td>-23.62</td>
<td>-23.62</td>
<td>52.5</td>
<td>7.04</td>
</tr>
<tr>
<td>9</td>
<td>-17.2</td>
<td>0.0</td>
<td>2.9</td>
<td>2.2</td>
<td>165.3</td>
<td>20</td>
<td>10.1</td>
<td>52.1</td>
<td>0.0</td>
<td>-17.26</td>
<td>-17.26</td>
<td>54.0</td>
<td>7.02</td>
</tr>
<tr>
<td>10</td>
<td>-19.2</td>
<td>0.0</td>
<td>5.3</td>
<td>4.0</td>
<td>180.2</td>
<td>1.5</td>
<td>4.3</td>
<td>34.9</td>
<td>0.0</td>
<td>-19.52</td>
<td>-19.52</td>
<td>55.2</td>
<td>7.00</td>
</tr>
<tr>
<td>11</td>
<td>-15.3</td>
<td>0.0</td>
<td>3.9</td>
<td>2.9</td>
<td>166.4</td>
<td>2.5</td>
<td>14.9</td>
<td>28.4</td>
<td>0.0</td>
<td>-15.42</td>
<td>-15.42</td>
<td>56.4</td>
<td>6.98</td>
</tr>
<tr>
<td>12</td>
<td>-23.1</td>
<td>0.0</td>
<td>6.7</td>
<td>6.5</td>
<td>174.8</td>
<td>3.6</td>
<td>20.2</td>
<td>40.2</td>
<td>0.0</td>
<td>-22.03</td>
<td>-22.03</td>
<td>57.2</td>
<td>6.97</td>
</tr>
<tr>
<td>13</td>
<td>-15.3</td>
<td>0.0</td>
<td>4.0</td>
<td>3.6</td>
<td>186.4</td>
<td>2.6</td>
<td>19.4</td>
<td>27.8</td>
<td>0.0</td>
<td>-16.45</td>
<td>-16.45</td>
<td>58.7</td>
<td>6.95</td>
</tr>
<tr>
<td>14</td>
<td>-10.0</td>
<td>0.0</td>
<td>3.9</td>
<td>2.9</td>
<td>196.1</td>
<td>4.6</td>
<td>20.6</td>
<td>19.4</td>
<td>0.0</td>
<td>-12.16</td>
<td>-12.16</td>
<td>59.7</td>
<td>6.93</td>
</tr>
<tr>
<td>15</td>
<td>-22.2</td>
<td>0.0</td>
<td>2.9</td>
<td>2.2</td>
<td>175.7</td>
<td>1.1</td>
<td>-2.1</td>
<td>37.9</td>
<td>0.0</td>
<td>-22.04</td>
<td>-22.04</td>
<td>60.4</td>
<td>6.92</td>
</tr>
<tr>
<td>16</td>
<td>-28.6</td>
<td>0.0</td>
<td>4.0</td>
<td>5.6</td>
<td>160.1</td>
<td>1.4</td>
<td>-10.2</td>
<td>47.1</td>
<td>0.0</td>
<td>-27.24</td>
<td>-27.24</td>
<td>61.7</td>
<td>6.90</td>
</tr>
<tr>
<td>17</td>
<td>-24.2</td>
<td>0.0</td>
<td>4.4</td>
<td>3.3</td>
<td>172.7</td>
<td>1.1</td>
<td>-1.5</td>
<td>32.5</td>
<td>0.0</td>
<td>-24.16</td>
<td>-24.16</td>
<td>63.3</td>
<td>6.87</td>
</tr>
<tr>
<td>18</td>
<td>-18.1</td>
<td>0.0</td>
<td>3.9</td>
<td>2.9</td>
<td>181.9</td>
<td>2.3</td>
<td>13.8</td>
<td>25.0</td>
<td>0.0</td>
<td>-19.13</td>
<td>-19.13</td>
<td>64.8</td>
<td>6.86</td>
</tr>
<tr>
<td>19</td>
<td>-19.2</td>
<td>0.0</td>
<td>3.4</td>
<td>2.5</td>
<td>180.2</td>
<td>2.1</td>
<td>11.3</td>
<td>36.1</td>
<td>0.0</td>
<td>-20.05</td>
<td>-20.05</td>
<td>55.3</td>
<td>6.84</td>
</tr>
<tr>
<td>20</td>
<td>-27.5</td>
<td>0.0</td>
<td>3.4</td>
<td>2.5</td>
<td>167.8</td>
<td>0.8</td>
<td>-7.4</td>
<td>35.9</td>
<td>0.0</td>
<td>-26.95</td>
<td>-26.95</td>
<td>66.2</td>
<td>6.83</td>
</tr>
<tr>
<td>21</td>
<td>-31.1</td>
<td>0.0</td>
<td>3.9</td>
<td>2.9</td>
<td>162.2</td>
<td>0.5</td>
<td>19.1</td>
<td>39.8</td>
<td>0.0</td>
<td>-29.97</td>
<td>-29.97</td>
<td>67.4</td>
<td>6.81</td>
</tr>
<tr>
<td>22</td>
<td>-31.4</td>
<td>0.0</td>
<td>6.5</td>
<td>4.7</td>
<td>161.7</td>
<td>0.5</td>
<td>10.0</td>
<td>39.8</td>
<td>0.0</td>
<td>-30.60</td>
<td>-30.60</td>
<td>68.6</td>
<td>6.79</td>
</tr>
<tr>
<td>23</td>
<td>-23.9</td>
<td>0.0</td>
<td>2.2</td>
<td>1.8</td>
<td>173.2</td>
<td>1.1</td>
<td>1.8</td>
<td>30.8</td>
<td>0.0</td>
<td>-24.03</td>
<td>-24.03</td>
<td>70.2</td>
<td>6.76</td>
</tr>
<tr>
<td>24</td>
<td>-15.3</td>
<td>0.0</td>
<td>2.4</td>
<td>1.8</td>
<td>164.4</td>
<td>3.2</td>
<td>21.2</td>
<td>20.7</td>
<td>0.0</td>
<td>-15.99</td>
<td>-15.99</td>
<td>71.3</td>
<td>6.75</td>
</tr>
<tr>
<td>Day</td>
<td>Ice Thickness</td>
<td>Snow Depth</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>---------------</td>
<td>------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>39.0</td>
<td>0.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>47.0</td>
<td>5.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>50.0</td>
<td>8.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>64.0</td>
<td>2.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>72.0</td>
<td>6.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The following table presents the recorded ice thickness information for the station.
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