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Abstract

Electrical Impedance Tomography (EIT) is a medical imaging technique in which diagnostic electrical current is driven into a body and surface electrical voltages are measured in order to reconstruct an image of the conductivity or permittivity of the body. EIT is categorized as a soft-field tomographic method because the current propagates in a 3D domain even if the electrodes are located in a plane. In addition, the current injection source has a 3D geometry in practice which implies 3D considerations. However, accurately solving the 3D problem employing Finite Element Method (FEM) needs a great number of elements leading to a large computational complexity.

The goal of this work is to develop and test a 2D finite element method algorithm for the EIT problem which will reduce the memory and computation required. The goal of a 2D FEM is to solve the 3D problem by solving a set of modified 2D problems instead. In this work, a 2D finite element solver is implemented considering the complete electrode model (CEM). For this purpose, complimentary modules are developed to enhance the EIDORS\(^1\) project by the 2D FEM. In addition, the boundary current injection is calculated, the algorithm is validated and the time and memory performance is evaluated. Finally, the number of 2D equations to be solved for a given accuracy is investigated and an explanation is also provided for improving the speed of the algorithm.

\(^{1}\)www.eidors.org (http://eidors3d.sourceforge.net)
Dedicated to my wife Niloufar

and my parents.
Acknowledgments

I would like to thank Prof. Andy Adler, my supervisor, for his valuable suggestions, advice and support during this research. I am also thankful to EIDORS\textsuperscript{2} [1] [2] for providing me with a useful tool and software environment to implement the 2D finite element model and algorithm.

I would like to thank Carleton University as well as the department of Systems and Computer Engineering for the scholarships and Prof. Andy Adler for the research grants awarded to me which was crucial to the successful completion of this project.

I would also like to express my greatest gratitude to Dr. Chung-Horng Lung, Dr. Yuu Ono and Dr. Adrian Chan for their kind support as well as Dr. Adrian Chan and Dr. Michel Labrosse for their valuable comments on this thesis.

Of course, I am grateful to my wife, Niloufar, and my parents for their patience, love and constant encouragements. Without them this work would never have come into existence.

\textsuperscript{2}http://eidors3d.sourceforge.net/docs.shtml
# Contents

Abstract ii

Acknowledgments iv

Table of Contents v

List of Tables ix

List of Figures x

List of Acronyms xiii

List of Symbols xiv

1 Introduction 1

1.1 Background and Motivations ........................................ 1
1.2 Objective .......................................................... 3
1.3 Contributions ....................................................... 3
1.4 Thesis Summary ..................................................... 4

2 Background 6

2.1 Tomography .......................................................... 6
   2.1.1 Computed Tomography ........................................ 7
2.2 Inverse Problems ................................................... 7
<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.3 What is EIT?</td>
<td>8</td>
</tr>
<tr>
<td>2.4 Why EIT is difficult?</td>
<td>9</td>
</tr>
<tr>
<td>2.5 Advantages/Disadvantages of EIT</td>
<td>10</td>
</tr>
<tr>
<td>2.6 Current Pattern Stimulation</td>
<td>12</td>
</tr>
<tr>
<td>2.6.1 Adjacent Current Pattern</td>
<td>12</td>
</tr>
<tr>
<td>2.6.2 Opposite Current Pattern</td>
<td>13</td>
</tr>
<tr>
<td>2.7 Forward Problem</td>
<td>14</td>
</tr>
<tr>
<td>2.7.1 Forward Equation</td>
<td>14</td>
</tr>
<tr>
<td>2.7.2 Finite Element Method</td>
<td>16</td>
</tr>
<tr>
<td>2.8 Inverse Problem</td>
<td>19</td>
</tr>
<tr>
<td>2.8.1 Jacobian or Sensitivity Matrix</td>
<td>21</td>
</tr>
<tr>
<td>2.8.2 Solving the Inverse Problem</td>
<td>22</td>
</tr>
<tr>
<td>2.8.3 Static EIT</td>
<td>24</td>
</tr>
<tr>
<td>2.8.4 Difference EIT vs. Static EIT</td>
<td>24</td>
</tr>
<tr>
<td>2.9 The 2.5D literature</td>
<td>25</td>
</tr>
<tr>
<td>2.9.1 What does 2.5D refer to?</td>
<td>25</td>
</tr>
<tr>
<td>2.9.2 Geophysics</td>
<td>27</td>
</tr>
<tr>
<td>2.9.3 Miscellaneous Non-tomographic Problems</td>
<td>29</td>
</tr>
<tr>
<td>2.9.4 Process Tomography</td>
<td>31</td>
</tr>
<tr>
<td>2.9.5 Biomedical Applications</td>
<td>33</td>
</tr>
<tr>
<td>2.9.6 Conclusion</td>
<td>35</td>
</tr>
<tr>
<td>3 2D Finite Element Method</td>
<td>37</td>
</tr>
<tr>
<td>3.1 The 2D Problem</td>
<td>38</td>
</tr>
<tr>
<td>3.2 2D Boundary Condition</td>
<td>41</td>
</tr>
<tr>
<td>3.3 Method of Weighted Residuals (MWR)</td>
<td>44</td>
</tr>
<tr>
<td>3.3.1 Left Side of the Governing Equation</td>
<td>46</td>
</tr>
</tbody>
</table>
List of Tables

5.1 Truncation point ($n_{\text{max}}$) for different Tank Height to radius ratio ($H/r$) and electrode height to Tank Height ratio ($h/H$) given 1% accuracy in measurements ........................................... 112
5.2 Time performance for 3D ...................................................... 114
5.3 Time performance for 2D ...................................................... 116
5.4 Number of Elements ($K$) and Nodes ($N$) in the 3D mesh ........... 119
5.5 Number of Elements ($K$) and Nodes ($N$) in the 2D mesh employing different number of xy-layers (circles) ............................................. 119
## List of Figures

3.1 A 2D model - The green region is an electrode 38
3.2 A sample 2D mesh - Green regions are electrodes 63
3.3 A sample complex mesh - Green regions are electrodes 69
3.4 Global interpolation function for node 7 and its intersection with the electrode forming a triangle - Green regions are electrodes 70
3.5 Global interpolation function for (left) node 3 (right) node 2 - Green regions are electrodes 70
3.6 How integration is performed for an electrode end node and an electrode mid node 71
3.7 Use of colors for demonstrating 3D linear interpolation function, \( \phi_A(x, y, z) = \frac{x}{z_i} \) 74
3.8 Different kinds of nodes on the boundary of a 3D mesh. Green regions are electrodes, gray regions are subregion of electrode and selected nodes are labeled by alphabetical letter in blue 76
4.1 2D and 3D mesh 82
4.2 Max relative difference between the 2D solution and 3D solution on different layers for the 3D mesh in figure 4.1 with 41 layers, \( H = h = 1 \)-Complete Electrode Model. \( \epsilon(\%) = \max_{xy} |V_{2D}^{CEM}(x, y) - V_{3D}^{CEM}(x, y, z)| \) 83
4.3 Max relative difference between the 2D and 3D on different layers for (left) solution (right) gradients, $H=h=1$. Point Electrode Model vs. line electrode in 3D. $\varepsilon(\%) = \max_{x,y} | V_{2D}^{PEM}(x,y) - V_{3D}^{line}(x,y,z) |$.

4.4 Difference of Electrode voltage between 2D and 3D for all stimulation patterns, $H = h = 1$. $\varepsilon = | E_{2D}^{CEM} - E_{3D}^{CEM} |$.

4.5 Variations of 3D solution by changing element height $\Delta z$ compared to the last value plotted for different electrode height ($h$). $\varepsilon(\%) = \max | V_{3D}^{CEM}(\Delta z) - V_{3D}^{CEM}(\Delta z = \frac{1}{160}) |$.

4.6 Maximum relative difference in measurements between 2D and different 3D solutions calculated for a same 3D mesh with different element height ($\Delta z$) for Electrode Width ($W$) = {0, 0.1}. $H = h = 1$, $\varepsilon(\%) = | \Delta V_{2D} - \Delta V_{3D}(\Delta z) |$.

4.7 Max relative difference between normalized 2D and 3D solutions in different z-layer calculated for $H=h={2, 4, 6, 10}$ - PEM. $\varepsilon(\%) = \max_{x,y} | V_{2D}^{PEM}(x,y) - V_{3D}^{line}(x,y,z) |$.

4.8 Comparing 3D, 2D, 2D/H (first term of 2D) and 2D solutions for (up) electrode voltages and (down) measurements (adjacent difference electrode voltages), $H = 2$, $h = 0.4$, $n.max = 50$ and $\Delta z = \frac{2}{160}$ - PEM (line in 3D) ($W = 0$).

4.9 Comparing 3D and 2D solutions for nodes at electrode positions at different z-layers $V_{EI}(z)$ - $H = 2$, $h = 0.4$, $W = 0$, $\Delta z = \frac{2}{160}$ and $n.max = 50$.

4.10 Difference between gradient at different z-layers for (left) 3D vs. 2D (right) 3D vs. 2D/H (down)3D or 2D vs. 2D, $H = 2$, $h = 0.4$, $n.max = 50$ for 2D and $\Delta z = \frac{2}{160}$. $\varepsilon(\%) = | \Delta V_{EI}(z) - \Delta V_{EI}(z) |$.
4.11 Comparing 3D, 2D, 2D/H (first term of 2^D) and 2^D CEM solutions for (up) electrode voltages and (down) measurements - CEM (W = 0.1, H = 2, h = 0.4, n.max = 50 and Δz = \( \frac{2}{150} \))

4.12 Maximum relative difference between the 3D and 2^D measurements for different electrode height using different element height (Δz) or (number of z-layers) for \( h = \{0.4, 1.0, 1.6\} \), \( H = 2 \), n.max = 50

4.13 Distribution of current density (left) assumed for 2^D (right) real 3D mesh with complete electrode model - Δz = \( \frac{2}{150} \) and electrode width \( W = 0.1 \)

4.14 Comparing 3D and 2^D solutions for nodes at electrode positions at different z-layers electrode width \( (W) = 0.1 \), \( H = 2 \), \( h = 0.4 \), \( Δz = \frac{2}{150} \) and n.max = 50

5.1 Block diagram of the 'fwd.solve' module

5.2 Block diagram of the 'calc_system_matrix' module - K is the total number of elements in the mesh

5.3 Block diagram of the 'fwd.solve' module explained in section 5.2

5.4 Max relative error in measurements introduced if the summation is truncated at n.max

5.5 Max relative error in voltages introduced if the summation is truncated at n.max

5.6 Running time for 3D - N.circ is the number of circles (xy-layers)

5.7 Running time for 2^D - h is electrode height and \( H = 2 \) is tank Height

5.8 3D/2^D Time Performance ratio - N.circ is the number of circles (xy-layers)

A.1 A sample triangular element
**List of Acronyms**

<table>
<thead>
<tr>
<th>Acronyms</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARDS</td>
<td>Acute Respiratory Distress Syndrome</td>
</tr>
<tr>
<td>CEM</td>
<td>Complete Electrode Modelling</td>
</tr>
<tr>
<td>CT</td>
<td>Computed Tomography</td>
</tr>
<tr>
<td>EIDORS</td>
<td>Electrical Impedance Tomography and Diffuse Optical Tomography Reconstruction Software</td>
</tr>
<tr>
<td>EIT</td>
<td>Electrical Impedance Tomography</td>
</tr>
<tr>
<td>ERT</td>
<td>Electrical Resistance Tomography</td>
</tr>
<tr>
<td>FEM</td>
<td>Finite Element Method</td>
</tr>
<tr>
<td>KCL</td>
<td>Kirchhoff's Current Law</td>
</tr>
<tr>
<td>KVL</td>
<td>Kirchhoff's Voltage Law</td>
</tr>
<tr>
<td>MWR</td>
<td>Method of Weighted Residuals</td>
</tr>
<tr>
<td>MIT</td>
<td>Magnetic Induction Tomography</td>
</tr>
<tr>
<td>PDE</td>
<td>Partial Differential Equation</td>
</tr>
<tr>
<td>PEM</td>
<td>Point Electrode Modelling</td>
</tr>
<tr>
<td>SPECT</td>
<td>Single Photon Emission Tomography</td>
</tr>
</tbody>
</table>
# List of Symbols

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h$</td>
<td>electrode height</td>
</tr>
<tr>
<td>$i$</td>
<td>index of the node</td>
</tr>
<tr>
<td>$j$</td>
<td>normal (component) of boundary current density</td>
</tr>
<tr>
<td>$k$</td>
<td>index of the element</td>
</tr>
<tr>
<td>$l$</td>
<td>index of the electrode</td>
</tr>
<tr>
<td>$n$</td>
<td>harmonic number of spatial frequency</td>
</tr>
<tr>
<td>$n_{\text{max}}$</td>
<td>truncation point of the $2^D$ series</td>
</tr>
<tr>
<td>$\hat{n}$</td>
<td>unit vector normal to the boundary</td>
</tr>
<tr>
<td>$r$</td>
<td>tank radius</td>
</tr>
<tr>
<td>$\tilde{u}_n(\vec{x})$</td>
<td>$n^{th}$ harmonic potential at $\vec{x}$</td>
</tr>
<tr>
<td>$u_i^n$</td>
<td>$n^{th}$ harmonic potential of the $i^{th}$ node</td>
</tr>
<tr>
<td>$v$</td>
<td>test function used in MWR</td>
</tr>
<tr>
<td>$v(\vec{x})$</td>
<td>test function used in MWR at $\vec{x}$</td>
</tr>
<tr>
<td>$\vec{x}$</td>
<td>position: $(x, y)$ for 2D, $(x, y, z)$ for 3D</td>
</tr>
<tr>
<td>$\tilde{x}$</td>
<td>conductivity</td>
</tr>
<tr>
<td>$z_l$</td>
<td>$l^{th}$ electrode contact impedance</td>
</tr>
<tr>
<td>$z_m$</td>
<td>one half of domain height</td>
</tr>
<tr>
<td>$C$</td>
<td>Connectivity Matrix</td>
</tr>
<tr>
<td>$\vec{E}$</td>
<td>Electric Field</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
</tr>
<tr>
<td>$E_k$</td>
<td>$k^{th}$ Element</td>
</tr>
<tr>
<td>$E_i$</td>
<td>$i^{th}$ Electrode</td>
</tr>
<tr>
<td>$H$</td>
<td>domain Height</td>
</tr>
<tr>
<td>$I$</td>
<td>Identity Matrix</td>
</tr>
<tr>
<td>$I_l$</td>
<td>$l^{th}$ Electrode current</td>
</tr>
<tr>
<td>$I_n$</td>
<td>$n^{th}$ harmonic current</td>
</tr>
<tr>
<td>$J$</td>
<td>Jacobian (or Sensitivity) Matrix</td>
</tr>
<tr>
<td>$\bar{J}$</td>
<td>current density</td>
</tr>
<tr>
<td>$J_s$</td>
<td>surface current density</td>
</tr>
<tr>
<td>$J_n$</td>
<td>$n^{th}$ harmonic of current density</td>
</tr>
<tr>
<td>$J_l$</td>
<td>line current density</td>
</tr>
<tr>
<td>$K$</td>
<td>number of elements</td>
</tr>
<tr>
<td>$L$</td>
<td>Number of Electrodes</td>
</tr>
<tr>
<td>$M$</td>
<td>number of 2D slices (z-layers) in a 3D mesh</td>
</tr>
<tr>
<td>$N$</td>
<td>number of nodes</td>
</tr>
<tr>
<td>$R$</td>
<td>Regularization Matrix</td>
</tr>
<tr>
<td>$R$</td>
<td>Residual Matrix - 2\textsuperscript{D} extra terms</td>
</tr>
<tr>
<td>$R_{kij}^k$</td>
<td>$ij^{th}$ element of the Residual Matrix of the $k^{th}$ element - 2\textsuperscript{D} extra terms</td>
</tr>
<tr>
<td>$R_E$</td>
<td>a diagonal concatenation of local residual matrices without conductivity</td>
</tr>
<tr>
<td>$S$</td>
<td>System (Stiffness) Matrix - Generally for 2D or 3D</td>
</tr>
<tr>
<td>$S_{ij}^k$</td>
<td>$ij^{th}$ element of the System (Stiffness) Matrix of the $k^{th}$ element - Generally 2D</td>
</tr>
<tr>
<td>$S_E$</td>
<td>a diagonal concatenation of local system matrices without conductivity</td>
</tr>
<tr>
<td>$S'$</td>
<td>2\textsuperscript{D} System (Stiffness) Matrix</td>
</tr>
</tbody>
</table>
$S^{ik}_{ij}$  

$i^{th}$ element of the $2D$ System (Stiffness) Matrix of the $k^{th}$ element

$U_n$  
voltage of the $n^{th}$ node

$V$  
Voltage

$V_i$  
$i^{th}$ Electrode voltage

$V_n$  
$n^{th}$ harmonic voltage

$W$  
electrode width

$\sigma$  
conductivity

$\lambda$  
regularization parameter

$\varphi$  
voltage (electric potential)

$\phi_i(\vec{x})$  
interpolation function for node $i$

$\phi_a$  
interpolation function for node $a$

$\Sigma$  
Conductivity Matrix

$\Delta z$  
element height

$\Delta w$  
element width

$\nabla_{2D}$  
two-dimensional gradient operator

$\nabla_{3D}$  
three-dimensional gradient operator
Chapter 1

Introduction

1.1 Background and Motivations

Electrical Impedance Tomography (EIT) is a medical imaging technique in which electrical current is driven into a body and surface electrical voltages are measured in order to reconstruct an image of the conductivity or permittivity of the body. EIT is a suitable technique for long-term monitoring because it is relatively low cost, a fast imaging modality, portable and non-invasive. However, EIT is categorized as a soft-field tomographic method due to the fact that the current propagates in a 3D domain even if the electrodes are located in a plane. In addition, the current injection source has a 3D geometry in practice. Hence, the EIT problem is inherently a 3D problem.

For modelling the EIT problem, a Finite Element approach is often employed in which the medium is segmented into a finite number of elements. Accurately solving the 3D problem, however, requires a great number of elements (e.g., 1 million elements) which implies a large capacity of memory (on the order of 16-64 GBytes) and leads to a large computational complexity compared to a 2D FEM (e.g., 4,000 elements). In the forward EIT problem, a "system matrix" is constructed which is then inverted for solving the forward equation; and in the inverse EIT problem,
a "sensitivity matrix" is constructed which is again inverted for solving the inverse equation.

The 2D finite element modelling provides an advantageous trade off for this problem which aims to solve the 3D equation by employing a 2D model and solving a small number (about 5 to 10 depending on the geometry) of 2D-like equations, by assuming translational invariance. There has been some work on 2D finite element modelling of EIT with the same geometry and governing equation as in the biomedical applications [3], [4], and [5]; however, these works considered only the point electrode mode (electrodes are modelled by a single node). For biomedical applications, the complete electrode modelling is important due to the effect of skin-electrode contact impedance. The complete electrode modelling refers to the situation where each electrode includes more than one node in the FE mesh and the effect of contact impedance is considered in calculating the voltage of electrodes.

In addition, we could not find any open source code available for 2D finite element modelling of the EIT to evaluate the previous works on this topic. This work aims to implement the 2D finite element method for the Electrical Impedance Tomography considering also the Complete Electrode Model (CEM) in order to enhance the EIDORS\(^1\) open source project with this capability. CEM refers to an electrode model in which more than one node is assigned for each electrode where the skin-electrode contact impedance is modelled (see [6] for more details). EIDORS is an open source Matlab-based software for Electrical Impedance Tomography and Diffuse Optical Tomography Reconstruction. The project aims to provide free software algorithms for forward and inverse modelling for EIT in medical and industrial settings, and to promote collaboration as well as resource sharing between groups working on this field [7].

\(^1\)www.eidors.org
1.2 Objective

The goal of this work is to develop a 2D finite element algorithm, test and evaluate it, implement a 2D solver considering the complete electrode model (CEM), and develop complementary modules to enhance the EIDORS project by the 2D Finite Element technique. For the forward part of the EIT problem, the goal is to derive the 2D system (stiffness) matrix from the set of partial differential equations and apply the Complete Electrode Model (CEM) to the 2D system matrix. In addition, one of the objectives is to investigate how many 2D-like equations are sufficient to solve given a reasonable accuracy. For the inverse part of the EIT problem, the goal is to derive and implement the 2D sensitivity matrix.

1.3 Contributions

In this work, a 2D finite element method and algorithm has been applied to the EIT problem. The key contributions of this work are as follows:

1. The 2D finite element method is formulated with a correct form of boundary current injection for EIT. We derived the boundary condition slightly different than what was reported in [8] and [4]; and tested that successfully.

2. The complete electrode model (CEM) is applied to the 2D model in two stages, which is novel.

3. The developed forward solution was evaluated directly and the correct form of boundary current injection was tested and validated.

4. A matlab-based software was developed to implement the algorithm and enhance the EIDORS project with the 2D FEM.
5. Some strategies are suggested to enhance the algorithm performance and reduce its computational complexity as well as processing time by avoiding unnecessary calculations.

6. An analysis was performed to quantify the improved performance between the 2D and 3D.

1.4 Thesis Summary

In this work, the boundary condition for each partial differential equation (PDE) is calculated from the 3D boundary condition based on a uniform distribution of current under the electrodes using the cosine Fourier transform. In addition, the complete electrode model is applied to the 2D model in two stages. In the first stage, the 2D system matrix is extended by complementary CEM terms. In the second stage, based on the averaging weights obtained for CEM nodes, the implemented 2D-based CEM is modified in order to consider the 3D geometry by averaging the 2D solutions calculated for different z-layers (z) under the electrodes. It is demonstrated that for calculating the 2D solution at a different height only the inverse Fourier is required to be recalculated (It is not necessary to solve the forward problem for each layer). In addition, a complete description on construction of the system matrix with CEM is provided where it is investigated how, in CEM, the voltage of each electrode is calculated from the voltages of the nodes under that electrode.

In chapter 3, the 2D system (stiffness) matrix is derived from the set of 2D PDE using the method of weighted residuals and the Galerkin method inspired from the general derivation of system matrix for the 2D and 3D methods available in [9] and [10]. Here, for the purpose of demonstrations which will be used later in improving the speed of the algorithm, the 2D system matrix is separated in two parts; one part is the same as a regular 2D system matrix and the other part is called 'residual
matrix' accounting for the extra terms of the 2D method. It is shown that these two parts only depend on the problem geometry by factoring out the spatial frequency coefficient which eases the computation complexity. For the inverse part of the EIT problem, it is shown that the 2D sensitivity matrix is calculated by adding the sensitivity matrix of all partial differential equations.

In chapter 4, the developed solution was systematically evaluated and the correct form of boundary current injection was tested and validated. It is shown that the 2D solution works satisfactorily in modifying the 2D solution toward the 3D solution. Furthermore, the accuracy of the forward solver is evaluated directly and not based on the solution of the EIT inverse problem which was done in [4] for the point electrode model. Moreover, an analysis on the sources of error that prevent a perfect match between the 2D and the 3D solution has been performed. In chapter 5, a study on the truncation point of the series is performed. It is shown that maximum 4 terms are sufficient for the $H = 2$ case (where $H$ is the ratio of cylindrical height to radius) in calculation of measurements (gradients) considering 1% error for the remaining terms. The truncation point is greater when $H$ increases compared to the radius and lower for smaller $H$. In addition, the result of the time performance analysis is provided which quantifies the improved performance of the algorithm. Finally, the structure of the EIDORS project was studied and the developed complementary modules were contributed to the EIDORS open source project.
Chapter 2

Background

This chapter includes a brief overview on the EIT problem and the "2.5D" literature. The first part of this chapter starts with the definition of tomography, computed tomography and EIT. Afterwards, some advantages and disadvantages of EIT are described. The following subjects are also briefly reviewed toward the end of the first part: current pattern stimulation, forward problem and forward equation, finite element method, inverse problem, Jacobian or Sensitivity matrix, solving the inverse problem, static EIT and difference EIT. The second part of the chapter, which starts from section 2.9, provides a review on the uses of the term "2.5D" in different literature where it is noted how this term is used for different purposes by authors.

2.1 Tomography

By definition, tomography is imaging by sections or sectioning, through the use of waves of energy [11]. Tomography is the reconstruction of an image from the scattering data associated with cross-sectional scans of an object. The word was derived from the Greek word 'tomos' meaning "a section", "a slice" or "a cutting". The device employed in tomography is called 'tomograph' and the image created is called 'tomogram'. Tomography is widely applied in radiology, archaeology, biology, geophysics,
oceanography, materials science, astrophysics and other sciences [12].

2.1.1 Computed Tomography

Computed tomography (CT) is a medical imaging method which uses tomography and creates images by computer processing [13]. In three-dimensional CT, digital geometry processing is employed to produce a three-dimensional image of the internal structures of a body from a large series of two-dimensional images taken around a single axis of rotation [14]. In two-dimensional CT, a similar process is used to generate a two-dimensional image of the internal structures of a body from a large series of one-dimensional images (projections) taken around a single axis of rotation. CT images are reconstructed employing one of a number of numerical techniques known as tomosynthesis. In a CT scan, an image of a target is reconstructed by emitting x-rays from a source and collecting corresponding measurements on the other side of the target [15]. Although the term CT might be known for X-ray CT scans, the term 'Computed Tomography' is also employed for other tomographic problems that include computation similar to the X-ray CT such as single positron emission computed tomography (SPECT) or some EIT algorithms.

2.2 Inverse Problems

Inverse problems techniques are used to solve problems in image processing, medical imaging, geophysics, remote sensing, nondestructive testing, ocean acoustic tomography, astronomy and many other fields in which it is needed to reconstruct a map of unknown parameters based on measurements. According to the Hadamard (inverse) definition of inverse problem, a problem is not an inverse problem if all of the following conditions are satisfied: 1) a solution exists 2) the solution is unique 3) the solution depends continuously on the data [9].
2.3 What is EIT?

There are various medical imaging techniques for investigating inside of a human body. Some techniques are free of risk while others might have the risk of radiation exposure. 'Electrical Impedance Tomography', abbreviated by EIT, is a relatively new medical imaging modality and risk-free technique which has been under development from the mid 1980's. The field was previously referred to as 'Current Computed Tomography' and is divided into 'Electrical Resistance Tomography (ERT)' and 'Electrical Capacitance Tomography' in industrial applications. Generally, Impedance Tomography Imaging is a technique for reconstructing 3D image of electrical conductivity by applying small alternating currents to a body. The field has several Industrial and Geophysics applications as well as some proposed application in Medical Imaging.

The goal of EIT techniques is to reconstruct image of the conductivity, or permittivity, of an internal structure, specific organ, or part of the body. For image reconstruction in EIT, an unknown impedance or conductivity distribution is recovered from electrical measurements captured by an array of electrodes installed on the medium boundary. In contrast to hard-field tomography in which a beam of energy passes through a medium in a direct path, EIT is considered as a soft-field tomography due to the fact that currents scatter in a 3D domain even if the electrodes are all located in a plane. Some authors [16], do not consider the EIT problem as a tomographic problem due to the current tendency to propagate in a 3D pattern. Hence, a good imaging technique should not be only achieved by slice by slice imaging of a cross-section like a 3D CT algorithm.

Due to recent advancements in computations, EIT is now being employed in biomedical applications and is used to monitor flow profiles in pipes as well as blood in vessels. These applications also include the measurement of fluid distribution in mixing vessels, and non-destructive testing such as crack detection. In an EIT system,
the measured electrical potentials, captured by the electrodes attached to the skin (medium surface) of the body, are analyzed usually using finite element modelling and mathematical techniques for inverse problems. Since this technology is under development, early adoptions of EIT were not used routinely; however, there are some proposed clinical application for EIT such as monitoring of lung function, detection of cancer in the skin and breast and location of epileptic foci [9].

Most EIT equipment employs alternating currents (AC); hence, different loads under analysis could have reactive components. The reactive component is often ignored for reducing the complexity of the equipment and the algorithms. However, the advantages of using alternative current are: reduction of electrode corrosion through electrolytic effects, possibility to extract the injected signal from the electrodes and filtering out other signals such as the cardiac cycle, and meeting the requirement of safety standards in medical applications [10].

2.4 Why EIT is difficult?

From a mathematical point of view, reconstructing image of conductivity from surface measurements of current or potential is a severely ill-conditioned, ill-posed and nonlinear inverse problem. Hence, EIT is inherently a difficult problem because it is also a difficult problem to recover a signal from a noisy signal either as a forward problem or as an inverse problem. Another problem with EIT is the non-local property of the current which is still valid at the moderate frequencies used in EIT. According to this property, the current scatters while it is passing through the object. The problem of nonlinearity in EIT and the nonlinear inverse problem issues are much more challenging in absolute imaging or static imaging. Static imaging is explained in section 2.8.

According to Hadamard Criteria, a mathematical model of a physical problem is
well-posed if the three criteria mentioned below are held [9]:

1. Solution existence

2. Solution uniqueness

3. Solution stability and continuous dependency of the solution on the data

Since the problem of EIT is to reconstruct the map of conductivity from the boundary measurements, there are normally large more unknown parameters than the available measurement data to solve the problem. Therefore, either a solution does not exist (hence, the error must be minimized in some sense), or there is not a unique solution. In both cases the problem must be regularized in order to find a practical solution by regulating a regularization parameter well known as the 'hyper parameter'. This kind of problems is often referred to as an ill-posed problem. In addition, the regularization gets even more difficult when the solution is unstable which means that any small change in the measured data would result in large change in the solution. This kind of rank deficient inverse problem is more difficult since the singular values of the modelling matrix shows a soft continuity and therefore it is difficult to find a truncation point in singular value decomposition for the purpose of the regularization (condition number is high). In order to regularize this problem further assumptions and constraints must be applied. Such constraints can be the minimum length solution, the minimum error with respect to a priori solution or smoothness of the solution.

2.5 Advantages/Disadvantages of EIT

EIT is an inexpensive and relatively low cost imaging modality. In order to keep this as an advantage of an EIT system compared to the other imaging modalities for a specific application, it is assumed that the EIT algorithm can be performed
on a simple and portable computer. Therefore, the EIT interface device must also be portable. Another advantage of using EIT is that it is a safe imaging modality since it is radiation-free. However, the total amount of current injected to, or power dissipated in, the human body must be limited in an EIT system under the electrical safety standards. The amplitude of the current injected to the body should also be under a predetermined threshold in order to have measurements that are not sensed by the human body and the injected current does not interfere with biopotentials. This constraint does not allow to increase the signal to noise ratio by increasing the amplitude of the injected signal which makes the noise component to be dominant when the amount of the signal is near zero. Another main important property of the EIT systems is its imaging speed. In order to keep EIT a fast imaging modality it is necessary to use simple algorithm. Due to this fact most of the EIT image reconstruction methods have been based on 2D algorithms before. In recent years, great efforts have been made to design and implement less cumbersome 3D algorithms which can be applied in a practical real-time monitoring system. In [17], the drawbacks of some of the conventional imaging modalities for the problem of chest and ventilation monitoring are discussed.

On the other hand, the main disadvantage of EIT systems is its poor spatial resolution specially compared with X-ray or MRI images. The resolution of EIT is reported as 10% or at most 15% of the electrode dimensions [9]; although it offers a good time resolution (25 or 50 images per second [9] depending on the EIT system, or even in recent literature it has been reported as 1000 images per seconds [18]). Therefore, efforts for developing this technology are faced toward clinical applications especially long-time monitoring of the status of the patients, for example monitoring of the ventilation or perfusion in lungs. Another issue of the EIT is the presence of artifacts due to model errors in the models that have been used in EIT algorithms. There are various sources of artifacts such as electrode movement due to chest expansion while
breathing, susceptibility to noise and electrode errors, and large variability of images between subjects [19].

2.6 Current Pattern Stimulation

There are two general approaches for injecting the electrical current in EIT. The first approach is to simultaneously apply electrical current into all electrodes, and measure the voltages of the electrodes at the same time [20]. This method has the advantage of higher signal-to-noise ratio due to higher current densities inside the thorax; however, the disadvantage is the problem of skin-electrode contact impedance and dealing with active electrodes. Multiple drive systems are also more complex and expensive. The second approach is to inject electrical current at one pair of electrodes at each time, and measure the voltages at the remaining electrodes. This can be done using the different approaches described below:

2.6.1 Adjacent Current Pattern

In most of the common designs electrical current is injected to adjacent electrodes; yet there are many other possible designs. In the adjacent current pattern, the current is injected through two adjacent (or neighboring) electrodes and the voltages are measured from successive pairs of adjacent electrodes. Then the current is injected through the next pair of electrodes and the voltage measurements are repeated. The procedure continues until the current is injected from each possible pair of adjacent electrodes. There are $L \times (L - 3)$ voltage measurements available ($L$ is the number of electrodes) at the end of the full cycle. Although only half of these measurements are independent, normally all of these measurements are fed into the reconstruction algorithm procedure. One advantage of this approach is that it is not needed to account for skin-electrode contact impedances since all voltage measurements occur
at near-zero current. In addition, the adjacent current pattern requires minimal hardware to implement. In this method, the current density decreases rapidly as we get far from the current drive electrodes; hence, it is highly sensitive to conductivity changes near the boundary and less sensitive to central contrasts. This method is also sensitive to perturbations in the boundary geometry of the object, in the positioning of the electrodes and is quite sensitive to measurement error and noise [21]. This approach has been used in most of the systems employed for lung function studies.

2.6.2 Opposite Current Pattern

In addition to the adjacent current pattern, there are other possibilities for current injection. One of the proposed alternatives is the opposite or polar drive pattern, which is commonly used in brain EIT [22], [23]. In this method, current is injected through electrodes that are diametrically opposite and difference voltages are measured on the remaining electrodes. There are various ways to collect the voltage measurements. The opposite current pattern will provide $L - 4$ voltage measurements per injection with an $L$ electrode system. The next set of $L - 4$ voltage is measured by shifting the current injecting pair. The opposite strategy has the disadvantage of having fewer available measurements ($L \times (L - 4)$) than the adjacent strategy for the same number of electrodes which leads to having less known parameters. On the other hand, an advantage of the opposite current drive is that it is more sensitive to conductivity changes at the center compared to the adjacent strategy. This is due to the fact that the opposite method provides a better distribution of the sensitivity because the current travels with greater uniformity through the body. It is reported that the opposite current strategy optimizes the sensitivity for a contrast in the center of the body [24].
2.7 Forward Problem

In order to solve the inverse problem of EIT, a forward model is developed to calculate the voltages from the injected current for a known conductivity distribution. This could be used to predict the observed voltage given the estimated conductivity and compare the voltage with the measured data in an iterative approach for finding the unknown conductivity. In addition, the forward model provides the capability to calculate the interior electric fields to construct the Jacobian matrix using the adjacent field method. The Jacobian matrix is a matrix developed in the inverse modelling for EIT in order to solve the unknown conductivity given measured voltage and is necessary to solve the inverse problem expressed in more details in section 2.8.

2.7.1 Forward Equation

In this section, the physics of the forward problem are described. It is explained how the Laplace equation is derived from the Maxwell's laws. For low frequency EIT systems (typically 50 kHz), which are commonly used, the problem is approximated to be quasi-static; hence, the electrostatic forms of Maxwell's laws are normally employed in EIT. In this case the magnetic field is neglected; however, at high frequencies, magnetic effects cannot be ignored [25]. The Laplace equation is a general equation in electrostatic problems which is derived for the electric potential. It starts from the Kirchhoff's current law (KCL) written in the point form for current density vector \( \vec{J} \) as

\[
\nabla \cdot \vec{J} = 0 \quad \text{in } \Omega \quad (2.1)
\]

This equation expresses that in the absence of independent electric charges, the summation of outward and inward current at any point or any closed surface inside the domain \( \Omega \) is zero. The point form of the Ohm's Law provides the relation between
the Electric field vector, $\vec{E}$, and the current density as:

$$\vec{J} = \sigma \vec{E} \quad (2.2)$$

where $\sigma$ represents the conductivity. With quasi-static assumption in force, the Electric field would be curl-free; hence it is possible to write the electric field in the form of the gradient of an scalar potential as:

$$\vec{E} = -\nabla V \quad (2.3)$$

where $V$ is the electric field potential. Finally, substituting the Ohm’s law (equation 2.2) into the KCL (equation 2.1) and replacing the electric field with the gradient of the electric potential yields:

$$\nabla \cdot (\sigma \nabla V) = 0 \quad \text{in } \Omega \quad (2.4)$$

which is known as the Laplace equation. The boundary condition would depend on the type of the boundary method used for the EIT problem. In general, the current density at the boundary would have the following relation with the electric potential.

$$j = -\vec{J} \cdot \hat{n} = \sigma \nabla V \cdot \hat{n} = \sigma \frac{\partial V}{\partial \hat{n}} \quad \text{in } \partial \Omega \quad (2.5)$$

where $\partial \Omega$ represents the boundary of the domain. From the Gauss theorem, conservation of current applies in the absence of independent source of charge; hence, the boundary current density must satisfy the consistency condition: $\int_{\partial \Omega} j = 0$.

Normally in EIT, electrical energy is applied to the medium in the form of current injection on the boundary. The injected current density at the boundary produces
a distribution of voltage and a pattern of current flow inside the medium. Specification of boundary current density, \( j \), results in the Neumann boundary conditions (Type II or derivative boundary condition). Specification of \( V \) at the boundary condition results in the Dirichlet boundary conditions (Type I or essential boundary conditions). Depending of the type of the electrode model employed, the boundary condition could be a mixture of the Dirichlet and Neumann boundary conditions (Type III or mixed) [10]. Regardless of the type of the boundary conditions, by solving the Laplace equation, the potential \( V \) is determined up to an additive constant; this is equivalent to choosing an earth (ground) point [9]. The Laplace equation forms the forward problem of the EIT which is solved for an arbitrary geometry with non-uniform conductivity by employing numerical techniques such as Finite Element Method.

### 2.7.2 Finite Element Method

In this section an introduction to finite element method is provided. The details of the finite element modelling is explained in the next chapter for the 2D case. Finite Element Method (FEM) is a numerical technique for solving partial differential equations (PDE). In many situations, the geometry of the problem or even the type of the PDE does not permit an analytic solution in a closed form. FEM was initially developed for aircraft design [26]; yet, later it was extended for modelling of electromagnetic and electrostatic fields as well as many other engineering problems.

The FEM is the most common method currently used for the numerical solution of EIT problems thanks to its ability to model arbitrary geometries and various boundary conditions [27], [28]. The finite element method has also close relatives such as the finite difference method and finite volume method that use regular grids. Compared to the FEM, these two methods have the benefit that more efficient solvers can be employed; on the other hand, they suffer from having difficulty in modelling
curved boundaries or smooth interior structures accurately [9].

In FEM, the region in which the problem is solved is segmented into a finite number of 'Elements'. A collection of these elements is called a 'finite element mesh'. Each element could have different number of nodes. In 1D problems, elements are lines or curves. In 2D problems, elements could be triangles or L-shaped elements, and in 3D problems, elements are polyhedrons such as tetrahedral and hexahedral.

The partial differential equations need to be solved in the whole region; however, in a finite element model, the problem is reduced into a finite number of points called 'nodes' and the solution is interpolated (or approximated) over each element. Hence, selection of interpolation functions (also known as basis or shape functions) is also required.

The finite element method includes the following procedures:

1. Meshing: The region is segmented into non-overlapping subregions called 'Elements' connected via 'Nodes'. This part could be performed using one or a collection of different element types or meshing techniques.

2. Modelling: The partial differential equation is transformed into a Matrix Equation for computing the solution for nodes by substituting the interpolation function into the PDE and using finite element techniques. This part is the heart of finite element method where it might be required to derive a weak form of the PDE to be solved instead.

3. Solver: The Matrix Equation derived from the previous section is solved by inversion to calculate the solution at the nodes.

4. Solution: The solution for the whole mesh is approximated using the interpolation function and the desired parameters or variables, derived from the solution, are computed based on the solution in the entire domain. Additional computations might also be required for iterative algorithms, that employ adaptive
currents and adaptive mesh refinement [10].

There are three different Finite Element techniques typically used to model (or formulate) finite element problems [29]: (1) Direct approach which is the most intuitive way to understand the finite element method, (2) Variational approach which is based on the calculus of variation and used for problems which includes elements with non-constant conductivity or use higher order interpolation functions and for element shapes other than triangles and tetrahedrons (simplices), and (3) Method of Weighted Residuals (MWR) which is the most versatile approach in deriving element properties. This approach models the problem without using a variational statement and explained in chapter 3.

The modelling part of the finite element method addressed above could be described as the following sub-procedures:

a. Choosing Interpolation Functions: The value of the function inside each element is approximated from the values at the nodes by the interpolation functions which can be any piecewise polynomial of fixed order. Most commonly, linear interpolation functions are employed due to the simplicity.

b. Calculating the Local Stiffness Matrix: The local stiffness matrix is the matrix of element properties calculated for each element.

c. Calculating the System Matrix: The global system (or stiffness) matrix is a combination of all local matrices into a single global matrix for the entire mesh considering the element connections (connectivity map).

d. Imposing Boundary Conditions: Depending on the type of the boundary condition used, the system matrix is updated or extended appropriately. A Matrix system of equation is finally developed based on the known variable (here, current) for solving the unknowns (here, voltage).
As the order of the polynomial is increased or as the elements become more numerous (provided their interior angles remain bounded), the finite element method converges to the solution or at least the solution of the weak form of the PDE used to represent it [30]. Another method similar to the FEM is the boundary element method (BEM) in which only surfaces of regions are segmented. In BEM, an analytical expression for the Green function is employed within enclosed volumes that are assumed to be homogeneous. BEM is useful for EIT forward modelling provided the conductivity in regions with smooth boundaries (e.g. organs) is assumed to be piece-wise constant. However, compared to the FEM, BEM results in a dense rather than a sparse linear system to be solved. Hence, computational advantage of BEM over FEM reduces when the number of regions in the model increases. On the other hand, the advantage of BEM is that it makes it possible to represent unbounded domains. Hence, a hybrid method could be computationally efficient for some applications of EIT where BEM is used to represents homogeneously assumed regions and FEM is used to represent inhomogeneous regions [31] [9].

2.8 Inverse Problem

In this section it is explained how the inverse problem is formulated to reconstruct the conductivity distribution. The inverse problem is also called 'reconstruction'. Reconstruction is the process of recovering an image from the EIT signal. According to [10], reconstruction algorithms are classified into several categories. Each of these categories is developed for imaging a different aspect of impedance:

1. Time difference imaging: This class of imaging algorithm is employed to recover the image of the impedance change over time.

2. Static (or absolute) imaging: This class of imaging systems is employed to
construct the image of the absolute impedance distribution.

3. Multiple frequency imaging: This class of imaging systems is employed to recover the image of impedance changes by frequency.

4. Dynamic imaging: This class of imaging systems is employed to recover fast conductivity changes. In dynamic EIT systems, it is assumed that the conductivity changes rapidly with respect to the acquisition interval between each measurement cycle; yet slow enough compared to the acquisition period of a frame of data [32].

In both static and difference image reconstructions, it is desired to estimate the conductivity (or conductivity change), \( \hat{x} \), from the measured boundary voltages, \( z \); hence, the reconstruction problem could be modelled as:

\[
\hat{x} = Bz 
\]

(2.6)

where the goal is to find matrix B. In difference imaging, a data set \( v_{t_1} \) is measured at a time \( t_1 \) labeled as 'reference' and another data set \( v_{t_2} \) is measured at a later time \( t_2 \) labeled as 'data'; hence, \( z \) is the difference between measured value at time \( t_1 \) and \( t_2 \), i.e., \( z = \Delta v = v_{t_2} - v_{t_1} \). The goal of the reconstruction is to calculate the change in conductivity from time \( t_1 \) to time \( t_2 \); hence, \( \hat{x} = \Delta \sigma = \sigma_{t_2} - \sigma_{t_1} \). In difference imaging, \( \sigma_{t_1} \) is not known; hence, \( \hat{x} \) is interpreted as the change in conductivity with respect to the unknown initial conductivity. On the other hand, in static imaging, the goal is to recover the conductivity distribution assuming a pre-assumed initial conductivity by updating the conductivity distribution iteratively from the initial conductivity.
2.8.1 Jacobian or Sensitivity Matrix

In EIT problem, even large changes in the medium conductivity can result in small changes in measurements compared to the measurements of the background conductivity distribution. Therefore, the forward problem can be divided into a static and a dynamic component as equation 2.7, where the dynamic component is assumed to be a linear function of the conductivity change.

\[ v_h + \Delta v = F(\sigma_h) + J\Delta \sigma \]  (2.7)

In this equation, \( v_h \) is the voltage measurements from a homogeneous medium, \( F(\sigma_h) \) is a function of the homogeneous conductivity distribution, \( \Delta \sigma \) is the change in conductivity distribution, \( \Delta v \) is the change in measurements, and \( J \) is the so called "Jacobian matrix" which describes this linear relation. This linear approximation is only valid for a limited range. Hence, the inverse problem is linearly modelled as (2.8) given a small change in conductivity \( x = \Delta \sigma \). For large conductivity changes a non-linear model might be more accurate which leads into iterative approaches for solving the inverse problem.

\[ z = Jx + n \]  (2.8)

In this equation, \( J \) is the Jacobian matrix and \( n \) is the noise model that appears in the measurements which is considered an uncorrelated additive white Gaussian Noise (AWGN); \( x \) is the conductivity change \( (\Delta \sigma) \) and \( z \) is the difference measurement \( (\Delta v) \). Matrix \( J \) is the matrix of partial derivatives of voltages with respect to conductivity parameters. In the medical and industrial EIT literature, \( J \) is also called the 'Sensitivity matrix' and its rows are called sensitivity maps. The sensitivity
matrix could be derived from the system matrix by the following relation:

\[
J = T \left[ -\frac{\partial}{\partial \sigma} S^{-1}(\sigma)I \right] = T \left[ S^{-1}(\sigma) \frac{\partial}{\partial \sigma} S(\sigma) S^{-1}(\sigma)I \right]
\]

(2.9)

where 'T' represents an operator for extracting measurements from the nodal voltages, \( S \) is the systems matrix developed in the forward model (see chapter 3), and \( I \) is the injected current. The term \( S^{-1}(\sigma)I \) is the voltage of the nodes which is the solution of the forward problem. The details of derivation of the sensitivity matrix can be found in EIT texts such as [9] or [10]. In a model with \( K \) elements and \( b \) boundary measurements the Jacobian is a \( K \times b \) matrix. The Jacobian matrix is calculated column by column since each column represents an element. Hence, the \( i^{th} \) column represents the effect of the conductivity change in the \( j^{th} \) element on the measurement voltage, \( v_i \), measured between electrode pairs. Each element of \( J \) relates the conductivity change in an element to a measured voltage at a background conductivity \( \sigma_0 \) as:

\[
J_{ij} = \left. \frac{\partial v_i}{\partial \sigma_j} \right|_{\sigma_0}
\]

(2.10)

where, here, \( v_i \) is the \( i^{th} \) measurement voltage. The sensitivity matrix, \( J \), is a function of the finite element model, the background conductivity and the current injection pattern. Normally, a the background conductivity is assumed to be homogenous for each of the elements; i.e. \( \sigma_0 = 1 \).

### 2.8.2 Solving the Inverse Problem

The sensitivity matrix, \( J \), is not a square matrix. Hence, unlike the forward problem, solving the linearized inverse problem in equation (2.8) is not straight forward. One approach is the least squares solution in order to minimize \( \|Jx - z\| \). Using this
approach, the solution would be calculated by:

$$\hat{x} = (J^T J)^{-1} J^T z$$  \hspace{1cm} (2.11)

However, here, the problem in equation (2.8) is ill-posed since normally there are more unknown conductivities than the known measurements; therefore, matrix $J^T J$ is rank deficient and thus cannot be inverted. In ill-conditioned problems, a small perturbation in the input data results into a large change in the output; hence, even if the solution exists and is unique, it can be completely corrupted by a small error in the data or by noise. Employing regularization methods, the conductivity, $\hat{x}$ could be reconstructed by the generalized regularization formulation:

$$\hat{x} = (J^T J + \lambda^2 R^T R)^{-1} J^T z = B z$$  \hspace{1cm} (2.12)

where $\lambda$ is called a regularization parameter or 'hyper-parameter' and matrix $R$ is called the regularization matrix. In the simplest form, the regularization matrix is the identity matrix $I$, i.e. $R = I$, which reduces the regularization problem to the Tikhonov regularization. The identity matrix and the matrices corresponding to the first and second difference operators are the most common regularization matrices employed in EIT [33]. The regularization aims to solve the following minimization problem instead of the least square minimization:

$$\hat{x} = \arg \min_x \{ ||Jx - z||^2 + \lambda^2 ||R_x||^2 \}$$  \hspace{1cm} (2.13)

where $\lambda^2 ||R_x||^2$ expresses some prior information about the conductivity and reduces the ill-conditioning of the problem by adding more constraints. From another point of view, for the Tikhonov Regularization case, $\lambda$ is filtering the singular values of $J^T J$ such that the effect of the singular values smaller than $\lambda$ in dominating the solution
is bounded. It acts like a smooth truncation of small singular values. More details about regularization methods, generalized singular value decomposition and inverse problem technique are available in [34], [35] and [10].

2.8.3 Static EIT

For static conductivity construction, a set of measurement voltages is simulated by employing the forward model given an initial estimation of the conductivity $\sigma_0$. The simulated set of measurement is used as a reference and the actual measurement is considered as data. Then, having difference measurement, the difference conductivity is calculated the same way as it was mentioned for the difference imaging. The resultant conductivity change, $\Delta\sigma$ is used to update the initial estimate in an iterative approach, i.e., $\sigma_k = \sigma_{k-1} + \Delta\sigma$.

In each iteration, the forward equation is solved given the updated conductivity in order to obtain a [simulated] reference set of measurement. Then, the sensitivity matrix is updated for the new conductivity estimate, i.e., $J_{ij} = \frac{\partial u_i}{\partial \sigma_j}|_{\sigma_k}$ and the inverse equation is solved by the updated sensitivity matrix and the new difference measurement between the actual measurements and the updated simulated measurements. This procedure continues until an error criterion is satisfied such as the maximum number of iterations is reached or the absolute difference between the measurements and the simulated measurement gets smaller than a pre-determined error bound parameter.

2.8.4 Difference EIT vs. Static EIT

In static reconstruction, an image of the distribution of the conductivity in a medium is produced based on a single set of data as it was defined before. In contrast, in difference image reconstructions, an image of the change in conductivity distribution
between the acquisitions times of two data sets is produced.

The advantage of using the difference EIT technique is that it reduces the sensitivity to electrode position, electrode movements and electrode error; also it leads to a linear inverse problem which makes this method suitable for real time imaging. It is often known that difference imaging is able to improve stability of the recovered image when the contact impedance is unknown, the boundary geometry is poorly known, the problem is nonlinear, and the 2D approximations is used for 3D electrical fields [36] [16]. Further explanation are provided in [36] in which it is shown that as long as errors in electrode placements remain relatively constant during the measurements, difference imaging is relatively insensitive to error of electrode placements [17].

2.9 The 2.5D literature

In this section, some applications of the 2.5D methods are reviewed. The section starts by definitions of "2.5D" stating that different authors refer to the 2.5D term for different purposes. Then applications of the 2.5D modelling are classified into geophysics, electromagnetic, process tomography and biomedical applications. Some applications in which the 2.5D modelling is used are: imaging of a medical process in reactor-stirred vessel, under semi-batch operation exhibiting imperfect fluid mixing, earth resistivity arrays, imaging of particle shear migration, and ventilation. The section ends by a conclusion on the previous works in 2.5D methods.

2.9.1 What does 2.5D refer to?

The term 2.5D (which is denoted by $2\frac{1}{2}$D in the following chapters in order to exclude from other definitions) is used for different purposes in different fields of science. In our study, the "$2\frac{1}{2}$D finite element method" refers to a method in which the 3D Laplace equation is solved using a set of modified 2D equations employing 2D finite
element mesh under the 2\textsuperscript{\frac{1}{2}}D assumptions. The 2\textsuperscript{\frac{1}{2}}D (or 2.5D) assumptions means having translationally invariant environment along one axis. Other authors, e.g. [37], might only refer to the "2.5D modelling" as a model in which a stretched form of a 2D model having translation invariance along the translation axis is assumed for 3D modelling. In this case, the 3D mesh is referred as a "2.5D model" due to the fact that it does not have all aspects of a real 3D model such as deformation of the model along the height or variation of conductivity along with the height. Moreover, in some works such as [38], the "2.5D imaging" (or "2.5D reconstruction") refers to a method in which the conductivity is reconstructed at different slices of a 3D model using a 2D image reconstruction algorithm and interpolated under some 2.5D assumptions. This approach is also called "pseudo-3D" method and most often, this specific method of reconstruction is referred to "2.5D". In addition, in [39] the terms "2.5D" and "2.75D" refer to meshing techniques for generating finite element mesh of 3D objects in specific perspectives. In the EIDORS tutorial [40], the "2\textsuperscript{\frac{1}{2}}D" refers to a method where the z-direction is part of the forward model, but not the inverse model. The tutorial describes how this could be performed as an application of coarse/fine mapping in which the a fine (high density) forward model is used with a coarse (low density) inverse model. In other words, here, the "2\textsuperscript{\frac{1}{2}}D" refers to an EIT method which uses 3D solver in forward solver and 2D model in the inverse solver.

In all of the works mentioned above and also other similar works to them, the term 2.5D is used for a different concept than what it is used in our study. In contrast, the 'true', 'real', 'full', or 'complete' 3D term is used in order to emphasis that the method is not a 2.5D algorithm. In summary, in this work, the "2\textsuperscript{\frac{1}{2}}D finite element method" is referred as a solver, called "2\textsuperscript{\frac{1}{2}}D solver", for solving the 3D Laplace equation using a series of modified 2D equations, called "2\textsuperscript{\frac{1}{2}}D equations", for a 2.5D model (3D model assuming translation invariance). The 2\textsuperscript{\frac{1}{2}}D finite element method can be applied to any problem where the medium in which the problem is being solved is by its nature
a 2.5D model or can be approximated to a 2.5D model which is a 3D model having transactionally invariant property along one axis.

2.9.2 Geophysics

According to [41], for the 2.5D electromagnetic problem, the first published theoretical finite element derivation was reported in Coggon [42]. The DC resistivity and induced polarization problems have been studied in Coggon [42], Snyder [43], and Fox et al [44]. Everett [45] and Moghaddam et al [46] studied the 2.5D time domain problem. The former presented a solution for a transient seafloor exploration system and the later provided a solution for ground-penetrating radar.

In [47], the 2.5D resistivity tomographic imaging is employed for modelling of embankment dams to evaluate geometry influence and the effect of material properties. It is noted that for the purpose of monitoring development of internal erosion and "anomalous seepage" in earth embankment dams, "repeated resistivity measurement" is a potentially powerful approach. The study was done to improve long term monitoring methods and data interpretation and in order to provide better understanding in interpreting existing data. The properties of two rock-fill embankment dams in the north of Sweden was used to model various occurrences typical of embankment structure. The study evaluates the influence from 3D effects created by specific dam geometry and effects of water level fluctuations in the reservoir. For this purpose a special 2.5D software was implemented to model apparent resistivity for geometries and material distributions for embankment dams. Here, the 2.5D refers to the 2$D$ finite element method.

Zhou [48] has checked the accuracy of 2.5D modelling by comparing it with known analytic solutions. It was demonstrated that the modelling accuracy mainly depends on the element size, electrode spacings (which produce different ranges of the wavenumber), and the wavenumber sampling for accurate inverse-Fourier transform.
In [49], a comparative study was performed to examine the effect of surface topographic variations on several DC earth resistivity arrays. For the purpose of that study, a modified 2D finite element method (FEM) modelling scheme was employed in order to evaluate the performance of different survey arrays such as dipole-dipole, Wenner, pole-pole, pole-dipole and Square. It is stated that "local" four-electrode arrays are less sensitive to terrain topography variations with respect to arrays employing remote probes for resistivity profiling applications. In that work, the 2.5D finite element method is modified because it is stated that in modelling arrays parallel to the strike dimension the cosine term disappears. It is stated that by simple integration schemes it is possible to obtain acceptable accuracy; however, the cosine term and the logarithmic discontinuity at $k = 0$ "renders" the integration much more complicated for modelling arrays vertical to the strike direction (e.g. square array).

The modified scheme was proposed to find a solution for the secondary potential by assuming that the total potential is produced from the superposition of a homogeneous background (primary field) and the modelled structure (secondary field). Adding the resultant secondary potential to the primary potential calculated at a small distance from the source makes it possible to avoid the singularity introduced by the source. Finally, a combination of logarithmic and exponential interpolation as proposed in [50] was used for the integration. Although the 2.5D finite element method is similar to the approach used in this study, the boundary geometry and condition is different in the EIT application as a medical imaging modality.

In [51], a 2.5D finite element scheme is employed for the forward modelling in field surveys and the potential variations parallel to the strike direction was calculated by modifying an existing approach. Here, the square array configuration was studied in which three different resistances can be measured directly; like any four-electrode measuring configuration. Employing the square array has the advantage that the resistance values can be employed to gain a measure of the 'apparent anisotropy'
which is called azimuthal inhomogeneity ratio (AIR). The AIR is widely employed to obtain information about the directional variation of the subsurface resistivity.

In [52], the effect of a multi-coil electromagnetic tool offset on the measured signals with respect to the borehole axis is discussed. In this study the EIT method was not used; however, the method employs the finite element method. In the numerical experiment, the 2D and 2.5D modelling methods were used for comparison in which the tests demonstrated a good agreement of the results.

In [41], electromagnetic (EM) induction of a finite electric dipole source over a 2-D earth is modelled using the 2.5D finite element modelling since the excitation source had a 3D structure. Although the concept of the 2.5D FEM is same, the formulation of the problem differs by comparing to the electro-static problem of EIT. In that work, for each set of discrete spatial wavenumbers (harmonic), a finite-element method is employed to solve a solution for the secondary electromagnetic fields. The paper considers some simple seafloor examples in conclusion. In addition, for the finite element mesh, exponential elements are used in order to model the fields at the far-field efficiently. The boundary geometry is theoretically open in the far field which makes a problem that need to be tackled too.

Complex Electric Impedance Tomography in Geoelectrics (CEITiG) is a MATLAB based software for geological applications that has also implemented the 2.5D finite element method. One of the advantages of this software is that it provides graphical user interface GUI features. It is a part of a research project to increase the resolution power and acceleration of tomographic reconstruction methods in the geoelectric.

\section{2.9.3 Miscellaneous Non-tomographic Problems}

In [53], a 2.5D finite element modelling difference method is developed for EM modelling in stratified anisotropic media for marine controlled-source electromagnetic (CSEM) applications. In order to model the seabed logging problem, finite element
model is used in axis-aligned anisotropic media for a 2.5D problem. Here, a 2.5D problem is referred to a problem in which the energy is radiated from a 3D source in the presence of 2D structures. In implementing the method, the delta sources were employed to solve the set of governing partial differential equation. It is stated that the formulation of the 2.5D finite-difference method was first proposed by Stoyer and Greenfield [54] for a two-dimensional earth to an oscillating magnetic dipole source.

In [55] and [56], an integral equation framework is presented for 2.5D frequency-domain EM modelling in conductive media. Here, 2.5D is refereed to a medium which is assumed to be invariant in one direction. Moreover, a media having transverse isotropic properties in the vertical direction (TIV) is also considered; this makes possible to have different horizontal and vertical conductivities. The method was applied to marine Controlled Source ElectroMagnetic (mCSEM) surveys. It is stated that a hydrocarbon reservoir will act as a waveguide for the low-frequency electromagnetic signal because the reservoir typically have a low electric conductivity with respect to its surroundings in the subsurface.

It has been demonstrated that the 2.5D framework has the capability of simulating mCSEM experiments with respect to the model size and conductivity ranges by only solving between 20 to 30 2D problems for having reasonable results. It is stated that for that problem, this proves the computational efficiency of the 2.5D method with respect to solving the full 3D problem.

In [57], 2.5D cavity balancing is proposed which employs 2.5D idea for mesh generation. The process of altering the flow front inside a cavity by the means of thickness and design changes in order to obtain the desired fill pattern is known as cavity balancing. Since most or (all) of the practical injections parts are not 2D parts, a 2.5D cavity balancing optimization routine was developed for a 2.5D finite elements domain. Plastic injection-molded parts are not flat typically; however, since they are mostly thin, it is possible to approximate them as 2.5D. Therefore, the physical
domain is approximated by faceted objects for the 2.5D finite element simulation which simplifies the 2.5D problem into a series of 2D problems.

2.9.4 Process Tomography

In [58], 2.5D linear back projection (LBP) is considered in comparison with the 2D and 3D LBP. In that work, the 2D and 2.5D LBP data were acquired from the ITS P2000 standard software, ERTWin [59]. The ITS P2000 has been chosen for the experiments done for process tomography [60] which is claimed to be the best performing EIT instrument, available, for experiments requiring high temporal resolution and is capable of successfully monitoring homogeneity [61]. LBP is the method normally used in (X-ray) CT scans where the beams travel in a direct path inside the medium. In LBP, the sensitivity matrix and the forward model is defined differently than the Finite Element approach. LBP is not a popular method for EIT since normally EIT is considered as a soft tomographic problem where the current is scattered in the medium.

In [60], the 3D EIT is employed to monitor reactive systems under realistic process conditions. The purpose of the study was to examine the semi-batch precipitation of barium sulphate from barium chloride and sodium sulphate in a "200l, semi-tech scale, stirred tank reactor". For this purpose, some experiments were carried out under a range of agitation rates with a surface feed of barium chloride employing both Rushton and pitched blade turbines. EIT’s ability to visualize the plume structure and evolution was investigated during the semi-batch reaction in 3D and linked to the mixing curve. The study was performed for a real 3D case and was compared to the pseudo-3D reconstruction implemented earlier.

In [62], the 2.5D finite element method is applied to investigate the net migration of particles in a suspension undergoing pressure-driven flow through a tube at low
Reynolds number. EIT is used to the flowing suspension by two flush-mounted electrodes on the pipe wall. In that work, an image of the suspension particle volume fraction was reconstructed using the relationship between the local conductivity and local suspension concentration. The result of particle distribution measured by the EIT approach was claimed to be in very good agreement with magnetic resonance imaging. The work employs the 2D finite element method where it is claimed that ten terms of the series are sufficient to determine the solution for an infinitely long cylinder when the periodicity of the solution, \( 2z_m \), is set equal to eight times the diameter of the pipe.

The pseudo three-dimensional EIT (which is often referred to 2.5D EIT) has been often utilized for applications of EIT in fluid mixing in a stirred vessel. In pseudo three-dimensional EIT, two-dimensional slices are interpolated into a three-dimensional reconstruction. Some articles found in the literature are [63], [64], and [65].

In [37], a real 3D image reconstruction algorithm is implemented for spatial imaging where sensors provide 3D measurements. The results were compared to the 2D and 2.5D method. In that work, the 2.5D tomography is referred to a method which uses a few independent 2D images to interpolate them into a 3D image; therefore, 3D visualization can be achieved by interpolating series of 2D slices from different planes into a 3D image as in many medical applications. The paper concentrates on the capacitance imaging (ECT). The 3D sensor configuration is referred to a sensor configuration where electrodes are placed in multi-layers (slices) on the boundary and not only on a single layer. It is concluded that employing present computing power does not allow us to run on-line 3D imaging for monitoring applications due to the significant calculation complexity of the 3D reconstruction algorithms; hence, 3D imaging could be mostly applied to off-line applications.
2.9.5 Biomedical Applications

The work in [3] is one of the earliest work where a finite element algorithm is developed for EIT assuming translationally uniform conductivity distributions for finite cylinders with general cross-sectional boundaries. The 3D forward problem was solved by a series of 2D problems by employing a finite element mesh considering only the point electrode model (PEM). For image reconstruction purpose, the ratios of the gradients computed for both 2D and 3D homogeneous objects are calculated given a cross-sectional boundary; next, the real measurements from the 3D object are multiplied by these ratios and the conductivity image is reconstructed by the 2D iterative equipotential lines method. It is argued the method provide an "equivalent" translationally uniform object which produces the same gradients as the real measurements. It is reported that the maximum relative difference of the solutions from with the cylindrical harmonics and FEM is less than 2%.

In [5], a 2D finite element forward simulation is employed for EIT because of its much shorter calculation times. It is stated that resistivities are constant in cranio-caudal direction; hence, the 2D approach was employed for the 2D model parametrization of a 3D measurement. In this study, the point electrode model was employed where the electrodes were located in one plane of the body. The modelling technique described in that work was originally proposed by Dey and Morrison [66] for geophysical application and followed recently in Rucker et al [67]. For testing purpose, a complete 3D forward simulation with bounded lungs and heart was used. It was stated that there was no significant improvement in the results of 3D for functional data sets.
In [68], a measurement system and image reconstruction was presented for magnetic induction tomography employing 2.5D finite element modelling. Magnetic induction tomography (MIT) is an imaging modality similar to EIT which is a non-invasive yet non-contact imaging technique used for biomedical applications. In MIT, instead of current injection electrodes, current-carrying coils are applied to induce eddy currents in the object and the induced voltages are measured with other coils. That work employs the finite element method using edge elements for solving the equation and a generalized Tikhonov regularization approach for image reconstruction. The work considers and tests both static and difference imaging. In both cases, the 2.5D reconstruction method is used where the Jacobian is calculated assuming that the conductivity distribution is translationally invariant in the direction of the z-axis.

For the MIT, it has been reported that the "2.5D reconstruction" approach works well in a low conducting test case with real measurements. However, some artifacts in difference imaging and fairly poor resolution in static imaging can be observed. Two full 3D cases were compared to the 2.5D image by extended simulation from the same author in [55] and [56]; the first 3D case uses one ring of 16 coils and the other uses an increased number of measured data points obtained from 3 ring of 16 coils in different vertical positions. The author recommends that the 3D image reconstruction should be employed especially for static imaging, due to the fact that the 2.5D assumption is rarely valid in real imaging situations. Some reasons were given for artifacts in static imaging in MIT. The major reason is the use of a 2.5D image reconstruction method for the simulated 3D case. Another reason for artifacts was truncation of the static imaging iterative approach in the second step (one step after homogeneous distribution). Another source of error comes from the fact that for the proposed method piecewise constant conductivity was modelled in the forward problems while piecewise linear presentation was modelled for the inverse problem. In addition, it
is stated that when comparing the simulation results to the real measurement cases, it could be seen that the real measurements provide better results; this happens due to the fact that the resulted negative values were truncated to zero after the reconstruction.

The work presented in [37] aims to study different effects of different thorax models with either conductivity or complex conductivity on the reconstructed images and ventilation indices. For this purpose, true 3D thorax models with conductivity distribution or complex conductivity distribution under different ARDS conditions are developed and the solutions are compared to the "2.5D thorax" model. Here, the 2.5D is referred to the mesh style used for modelling the thorax in which the 3D model is developed through stretching from the 2D slices; which results in a simple case a circular, elliptical, or arbitrary-base cylinder. ARDS refers to acute respiratory distress syndrome which is a life-threatening state of the lung specified by lung collapse and water in the lung which makes inhomogeneous variations in the conductivity distribution inside of the thorax.

2.9.6 Conclusion

It was shown that the "2.5D" term is used for different purposes by different authors. In our study, the "2½D" refers to the 2½D finite element modelling where a 3D Laplace equation is solved by a set of 2D-like equations under a 2½D assumption. Those works that are similar to our work could be classified into geophysical, process tomography and biomedical application. It was shown that only a few authors have used 2½D finite element modelling for EIT. In some geophysical applications together with EM problems, a non tomographic approach is employed where the type of energy is electromagnetic waves. In this kind of problems, a 3D set of electromagnetic equations (derived from the Maxwell's equations) is solved in which both electric field and magnetic field are involved having curl equations. In other geophysical applications where
EIT is used, the type of boundary condition and boundary geometry as well as the geometry of the problem is different than the EIT problem in biomedical applications.

The use of 2D finite element modelling for the EIT problem is quite similar for process tomography and the biomedical applications in which an electro-static equation is solved having divergence rather than curl; the situation is similar for magnetic induction tomography MIT. It was found that, there are more works performed in process tomography using 2D finite element modelling comparing to the biomedical applications. The use of 2D finite element modelling for the biomedical applications is still under investigations since the 2D approach might not be sufficient in complex areas where the true 3D nature of the experiment is significant. However, in real time application, the real 3D algorithm is not computationally efficient; thus still 2D methods are employed. All of the works currently found in EIT either for process tomography or in biomedical field continue to employ the point electrode model which is simply modelling a single node for each electrode. The complete electrode model seems to be necessary especially in biomedical applications where skin-electrode contact impedance is not negligible.
Chapter 3

2\textsuperscript{3}D Finite Element Method

In this chapter, the 2\textsuperscript{3}D Finite Element method is formulated. The chapter starts with a definition of the 2\textsuperscript{3}D problem as well as the 2\textsuperscript{3}D assumptions. In the first section, a set of partial differential equations is derived from the 3D Laplace equation under 2\textsuperscript{3}D assumptions followed by the correct boundary condition in the second section. The Method of Weighted Residuals (MWR) is explained in section 3.3 where in a step by step description, it is shown how the finite element method models each 2\textsuperscript{3}D PDE into a matrix equation.

Next, using linear interpolation functions, the integral terms resulting from the previous section are solved analytically. The closed form of the analytical solution of the integrals are provided in section 3.3.4 and complete details for deriving the closed forms are explained in appendix A. In section 3.4, the complete electrode model is applied to the right side of the governing equation for the 2\textsuperscript{3}D case; and in section 3.5 the modification of the inverse problem is explained.

The second part of this chapter (which starts from 3.6) contains the construction process of the global system matrix in a step by step description through some examples. In section 3.6 for a simple 2D mesh, the process of calculating the connectivity matrix and local stiffness matrix are explained followed by the construction of the entire system matrix. In addition, the values of the system matrix are provided for the
3.1 The 2D Problem

The 2D problem starts by assuming having translationally invariant conductivity along the z-axis over the domain $-z_m < z < +z_m$ shown in figure 3.1. The total height of the domain, $2z_m$, is also denoted as $H$. Taking the assumption of translational invariance for the conductivity into effect, the voltage distribution is symmetric within
the 3D domain with respect to the $z = 0$ plane provided that the boundary condition is also symmetric. This voltage symmetry is formulated in the following equation:

$$\varphi(x, y, z) = \varphi(x, y, -z) \quad (3.1)$$

where $\varphi$ is the actual electric potential in the 3D domain. Assuming symmetric voltage distribution makes it possible to take a one dimensional cosine (Fourier) series expansion over only the $z$-axis. Hence, the 3D voltage for each point is transformed into an infinite number of 2D voltages denoted by $V_n(x, y)$ each of which represents a spatial frequency $\frac{n\pi}{zm}$ with the harmonic number $n$. Harmonic voltages, $V_n(x, y)$, which are not real potentials, are calculated by the following analysis equation:

$$V_n(x, y) = \int_{-zm}^{+zm} \varphi(x, y, z) \cos\left(\frac{n\pi}{zm} z\right) dz \quad (3.2a)$$

The original 3D voltages are then calculated back using the inverse cosine series transform which is also known as the synthesis equation formulated as follows:

$$\varphi(x, y, z) = \sum_{n=0}^{\infty} V_n(x, y) \cos\left(\frac{n\pi}{zm} z\right) \quad (3.2b)$$

Substituting equation (3.2b) into the Laplace equation for 3D domain expressed in equation (3.3) finally results in the 2D governing equation expressed in equation (3.5).

$$\nabla_{3D} \cdot [\sigma(x, y, z) \nabla_{3D} \varphi(x, y, z)] = 0 \quad (3.3)$$

The details of this derivation are as follows:

$$\nabla_{3D} \cdot \left(\sigma(x, y) \nabla_{3D} \left[\sum_{n=0}^{\infty} V_n(x, y) \cos\left(\frac{n\pi}{zm} z\right)\right]\right) = 0$$

The operator $\nabla_{3D}$ could be written as a combination of a $\nabla_{2D}$ operator for $x$, $y$ and
a \frac{\partial}{\partial z} \) operator for \( z \) coordinate as

\[
\nabla_{3D} \triangleq \begin{bmatrix}
\nabla_{2D} \\
\frac{\partial}{\partial z}
\end{bmatrix}
\]

Applying the derivatives separately makes it possible to continue the derivations more conveniently. First, the inside gradient operator is applied which results in the following expression

\[
\nabla_{3D} \cdot (\sigma(x, y) \sum_{n=0}^{\infty} \left[ \nabla_{2D} V_n(x, y) \cos\left(\frac{n\pi}{z_m} z\right) - \frac{n\pi}{z_m} V_n(x, y) \sin\left(\frac{n\pi}{z_m} z\right) \right]) = 0
\]

Next, by applying the divergence which is the outer gradient operator, the resultant expression would be

\[
\sum_{n=0}^{\infty} \left[ \nabla_{2D} \cdot \left( \sigma(x, y) \nabla_{2D} V_n(x, y) \cos\left(\frac{n\pi}{z_m} z\right) - \sigma(x, y) \left(\frac{n\pi}{z_m}\right)^2 V_n(x, y) \cos\left(\frac{n\pi}{z_m} z\right) \right) \right] = 0
\]

Finally, by factoring out the common cosine coefficient, the Laplace equation (3.3) transforms into equation (3.4) assuming translationally invariant conductivity along \( z \).

\[
\sum_{n=0}^{\infty} \left( \nabla_{2D} \cdot (\sigma(x, y)\nabla_{2D} V_n(x, y)) - \sigma(x, y)\left(\frac{n\pi}{z_m}\right)^2 V_n(x, y) \right) \cos\left(\frac{n\pi}{z_m} z\right) = 0 \quad (3.4)
\]

Equation (3.4) is valid for each spatial frequency \( n \). Due to the orthogonality of the cosine terms, each coefficient must be zero independently; hence, each coefficient forms a governing equation corresponding to a spatial frequency expressed in equation (3.5).

\[
\nabla_{2D} \cdot [\sigma(x, y)\nabla_{2D} V_n(x, y)] - \sigma(x, y)\left(\frac{n\pi}{z_m}\right)^2 V_n(x, y) = 0 \quad (3.5)
\]
\[
\forall n \in \{0, \mathbb{N}\} = \{0, 1, 2, 3, \ldots\}
\]
For the $n = 0$ case, the set of equations (3.5) reduces to a regular 2D equation. However, in general, the boundary condition is not the same as the 2D case even for $n = 0$; unless one assumes a unit height domain.

### 3.2 2½D Boundary Condition

The boundary condition is an important issue in electromagnetic problems. Since the partial differential equation is same in almost all problems, the problem shape and the boundary condition form the solution. Substituting synthesis equation (3.2b) into the boundary condition for the general 3D equation expressed in (3.6) results in the 2½D boundary condition expressed in (3.8).

\[
\sigma(x, y) \frac{\partial \varphi(x, y, z)}{\partial \hat{n}} = J_s(x, y, z) \tag{3.6}
\]

In equation 3.6, $J_s$ is the surface current density on the boundary which is symmetric with respect to $z = 0$ and $\hat{n}$ is the unit vector normal to the boundary of the medium $\Omega$. The details of the derivation of 2½D boundary condition are as follows:

\[
\sigma(x, y) \frac{\partial}{\partial \hat{n}} \sum_{n=0}^{\infty} V_n(x, y) \cos \left( \frac{n\pi}{z_m} z \right) = J_s(x, y, z)
\]

where $\hat{n}$ is the unit vector normal to the boundary of the medium $\Omega$ while $n$ is the harmonic number of special frequency. As mentioned previously, the boundary condition must also be symmetric with respect to the $z = 0$ plane. Therefore, it is possible to also expand the current density, $J_s$, in cosine series. Changing the order of the summation and derivative together with expansion of current density results in

\[
\sum_{n=0}^{\infty} \sigma(x, y) \frac{\partial}{\partial \hat{n}} V_n(x, y) \cos \left( \frac{n\pi}{z_m} z \right) = \sum_{n=0}^{\infty} J_n(x, y) \cos \left( \frac{n\pi}{z_m} z \right) \tag{3.7}
\]
where $J_n$ is the harmonic coefficient of current density corresponding to the spatial frequency $\frac{n\pi}{z_m}$. Again, due to the orthogonality of the cosine terms, the corresponding coefficients of the cosine terms from both sides of the equation must be independently equal. Hence, we have the boundary condition expressed in (3.8) for each 2D governing equation in (3.5).

$$\sigma(x, y) \frac{\partial V_n(x, y)}{\partial \hat{n}} = J_n(x, y)$$

(3.8)

Assuming a uniform distribution of current density under the electrodes of height $h$, the boundary condition values for each harmonic $n$ is calculated as

$$J_0 = \frac{h}{H} J_s = \frac{h}{2z_m} J_s$$

$$J_n = \frac{2}{n\pi} J_s \sin\left(\frac{n\pi h}{2z_m}\right)$$

However, the nature of the current density when it is transformed from a 3D situation into the 2D situation should also be considered. In the 3D case, the current vector is a surface current density, $J_s$, satisfying equation (3.10) while in the 2D case the current vector is a line/curve current density, $J_l$, satisfying equation (3.11)

$$I_{3D} = \int \int J_s \cdot \hat{n} dS$$

(3.10)

$$I_{2D} = \int J_l \cdot \hat{n} d\Gamma$$

(3.11)

Consequently, in order to have equal current for the same problem in both 3D and 2D models, the left sides of both equations (3.10) and (3.11) should be equal. Hence, assuming a uniform distribution of current along z-axis, the relation between
the current density in 3D and 2D is be derived as follows:

\[ J_s = \frac{1}{h^2} J_l \]  \hspace{1cm} (3.12)

Equation (3.12) notifies that when the same amount of current, e.g. assume \( I = 1 \), is uniformly distributed once into a surface and another time into only one edge of that surface, the line/curve density would be greater than the surface density by a factor equal to the length of the other edge of that surface. Finally, since a 2-dimensional forward solver is used with modified stiffness matrices, for solving a 3D equation by a series of 2D equations (solvers), the boundary condition should be divided by \( h \) as expressed in (3.13).

\[ J_0 = \frac{1}{H} J_l = \frac{1}{2z_m} J_l \]  \hspace{1cm} (3.13a)

\[ J_n = \frac{2}{n\pi h} J_l \sin\left(\frac{n\pi h}{2z_m}\right) \]  \hspace{1cm} (3.13b)

In summary, for calculating the boundary condition, the following matters are considered: (1) the coefficient of the DC term \( n = 0 \) is one half of the resulted coefficient from 'sinc' function (Fourier transform of a rectangular pulse) and (2) since the current for the 2D and 3D solver is same, the current density distribution for the 3D mesh is \( \frac{1}{h} \) along the \( z \) coordinate, where \( h \) is the electrode height.

Finally, the 2D modelling is solving a series of 2D partial differential equations; hence, the core equations follow a 2D attribute. Since \( J_l \) is intrinsically implemented in the 2D solver when considering the complete electrode model (see section 3.4), we only need to set current vector, \( I \), (or the matrix consisted of current vectors for all stimulation patterns) as

\[ I_0 = \frac{1}{H} = \frac{1}{2z_m} I \]  \hspace{1cm} (3.14a)

\[ I_n = \frac{2}{n\pi h} \sin\left(\frac{n\pi h}{2z_m}\right) I \]  \hspace{1cm} (3.14b)
3.3 Method of Weighted Residuals (MWR)

The Method of Weighted Residuals, MWR, is one of the Finite Element Methods used to solve the Laplace equation and it is the most versatile approach in deriving element properties. The MWR algorithm begins by discretizing the domain \( \Omega \) as a combination of finite number of elements \( E_k \), which are also known as simplices. A simplex could be a triangle in 2D or a tetrahedron in 3D finite element model. A collection of finite elements is called a finite element mesh. In a finite element mesh there are \( K \) elements, i.e. simplices, totally having \( N \) vertices, i.e. nodes. For any position \( \vec{x} \), the harmonic potential within the mesh, \( \tilde{u}_n(\vec{x}) \), is approximated by a summation of piecewise polynomial interpolation function weighted by the potential at the nodes expressed in (3.15).

\[
\tilde{u}_n(\vec{x}) = \sum_{i=1}^{N} u_i^n \phi_i(\vec{x}) \tag{3.15}
\]

where \( N \) is the number of nodes in the FEM, \( u_i^n \) are the harmonic potential of the nodes in the FEM in which \( n \) denotes the harmonic number of the potential, and \( \phi_i \) are interpolation functions, also known as 'shape functions' or 'basis functions'. For the case of linear interpolation function, i.e. first order interpolation function, \( \phi_i \) are expressed in (3.16) for a 2D FEM.

\[
\phi_1 = \frac{1}{2A} \left\{ (x_2y_3 - x_3y_2) + (y_2 - y_3)x + (x_3 - x_2)y \right\} \tag{3.16a}
\]

\[
\phi_2 = \frac{1}{2A} \left\{ (x_3y_1 - x_1y_3) + (y_3 - y_1)x + (x_1 - x_3)y \right\} \tag{3.16b}
\]

\[
\phi_3 = \frac{1}{2A} \left\{ (x_1y_2 - x_2y_1) + (y_1 - y_2)x + (x_2 - x_1)y \right\} \tag{3.16c}
\]

where, \((x_i, y_i)\) are the positions of three nodes and \( A \) is the area of the 2D finite element. Equation (3.15) provides only a finite approximation of the potential. Hence,
the Laplace equation would not be zero in a general case due to the fact that employing the summation of the weighted basis functions produces errors or 'residuals'. In addition, the basis functions \( \phi_i \) are not differentiable at the edges and nodes; hence it is not possible to satisfy the Laplace equation directly. Therefore, in the method of weighted residuals, MWR, a weak form of the Laplace governing equation is derived by multiplying the governing equation by some arbitrary test function \( v \) and integrating over the domain \( \Omega \) as expressed in (3.17).

\[
\int_{\Omega} v \left[ \nabla \cdot \sigma \nabla \tilde{u}_n - \sigma \left( \frac{h}{2m} \right)^2 \tilde{u}_n \right] \, d\Omega = 0 \tag{3.17}
\]

In equation (3.17), the test function \( v \) weights the residual in order to make them zero in some average sense. Equation (3.17) should be satisfied for all test functions in a certain class. By employing the vector identity for divergence of a scalar multiplied by a vector expressed in (3.18) with notations adapted to our problem, equation (3.5) is re-formulated into equation (3.19).

\[
\nabla \cdot (v \sigma \nabla (\tilde{u})) = \sigma \nabla \tilde{u} \cdot \nabla v + v \nabla \cdot (\sigma \tilde{u}) \tag{3.18}
\]

\[
\int_{\Omega} \nabla \cdot (v \sigma \nabla \tilde{u}_n) \, d\Omega = \int_{\Omega} \sigma \nabla \tilde{u}_n \cdot \nabla v \, d\Omega + \int_{\Omega} v \sigma \left( \frac{h}{2m} \right)^2 \tilde{u}_n \, d\Omega \tag{3.19}
\]

Next, the Gauss-Divergence theorem is employed in order to introduce the boundary condition. The Gauss-Divergence theorem adapted to our notation is expressed in (3.21) considering the vector relation expressed in (3.20).

\[
\nabla \tilde{u}_n \cdot \hat{n} = \frac{\partial \tilde{u}_n}{\partial \hat{n}} \tag{3.20}
\]

\[
\int_{\Omega} \nabla \cdot (v \sigma \nabla \tilde{u}_n) \, d\Omega = \int_{\partial \Omega} v \sigma \frac{\partial \tilde{u}_n}{\partial \hat{n}} \, d\Gamma \tag{3.21}
\]

where \( \partial \Omega \) is the boundary of the medium \( \Omega \) and \( \hat{n} \) is the unit vector normal to the
boundary $\partial \Omega$. Substituting the right side of equation (3.19) with its equivalent in Gauss' theorem gives the new formulation of the problem which is expressed in (3.22).

$$
\int_\Omega \sigma \nabla \tilde{u}_n \cdot \nabla v \, d\Omega + \int_\Omega v \sigma \left(\frac{n\pi}{z_m}\right)^2 \tilde{u}_n \, d\Omega = \int_{\partial \Omega} v \sigma \frac{\partial \tilde{u}_n}{\partial n} \, d\Gamma \tag{3.22}
$$

From this point the left side or the right side is referred to the corresponding side in equation (3.22). The right side of equation (3.22) is a boundary integral; hence, the boundary condition determines its value. For the simplest case, this integral is only performed underneath the current drive electrodes. The right side of the equation as well as the boundary condition will be discussed later.

### 3.3.1 Left Side of the Governing Equation

The integral in the left hand side of equation (3.22) is performed for the whole medium. At this point, the conductivity is discretized. There could be many methods to approximate conductivity over each element. However, the simplest method is to assume that each finite element has a constant conductivity. This approach is known as piecewise-constant (PWC) where the conductivity is formulated as:

$$
\sigma_{PWC} = \sum_{k=1}^{K} \sigma_k \delta_{k}^{FE} \tag{3.23}
$$

where $\sigma_k$ is the conductivity of the $k^{th}$ element and $\delta_{k}^{FE}$ is one under the $k^{th}$ element and zero elsewhere. Equation (3.23) provides an piecewise-constant approximation of the conductivity $\sigma$ and therefore has the advantage of separating and factoring the conductivity of each finite element out of the integral over the finite element mesh. Higher order approximations might result in better accuracy at the cost of complexity and nonlinearity. Considering PWC conductivities, for each simplex $E_k$, the left side
of equation (3.22) is written as
\[
\int_{E_k} \sigma_k \nabla \tilde{u}_n \cdot \nabla v \, d\Omega + \int_{E_k} v \sigma_k \left( \frac{n_\pi}{z_m} \right)^2 \tilde{u}_n \, d\Omega
\]  
(3.24)

Different approaches in MWR differ by the selection of the test function \( v \). Some of these approaches are: Collocation, Least Squares, and Galerkin [10]. In the following, the Galerkin method, which is the most common method employed in MWR, is briefly described:

In the Galerkin method, the test function \( v \) is taken from a same class of functions used for approximating the potentials \( \tilde{u}_n(\tilde{x}) \) expressed in (3.15). Hence, the same interpolation functions, \( \phi_i(\tilde{x}) \), are used for the test function \( v \) in order to weight the residuals produced in the weak form of the governing equation. The test function employed in the Galerkin method is expressed in equation (3.25).

\[
v(\tilde{x}) = \sum_{i=1}^{N} w_i \phi_i(\tilde{x})
\]  
(3.25)

where \( w_i \) are the coefficients which weight the interpolation functions \( \phi_i(\tilde{x}) \) in order to make the residuals zero. The weak form of the governing equation must vanish for all \( w_i \); therefore, the problem reduces to finding the main coefficients \( \tilde{u}_i \) which represent the potential at the nodes. By substituting the definitions of \( v(\tilde{x}) \) and \( \tilde{u}_n(\tilde{x}) \) into the integrals expressed in (3.24) the discretization proceeds as

\[
\int_{E_k} \sigma_k \nabla \left( \sum_{i=1}^{3} u_i^n \phi_i \right) \cdot \nabla \left( \sum_{j=1}^{3} w_j \phi_j \right) \, d\Omega + \int_{E_k} \sigma_k \left( \frac{n_\pi}{z_m} \right)^2 \left( \sum_{j=1}^{3} w_j \phi_j \right) \left( \sum_{i=1}^{3} u_i^n \phi_i \right) \, d\Omega
\]

Performing the multiplication of two summation and taking all coefficients and
summations outside of the integral yields:

\[
\sigma_k \sum_{i=1}^{3} u_i^n \sum_{j=1}^{3} w_j \int_{E_k} \nabla \phi_i \cdot \nabla \phi_j \, d\Omega + \sigma_k \left( \frac{n\pi}{z_m} \right)^2 \sum_{i=1}^{3} u_i^n \sum_{j=1}^{3} w_j \int_{E_k} \phi_i \phi_j \, d\Omega
\]

\[
= \sigma_k \sum_{i=1}^{3} u_i^n \sum_{j=1}^{3} w_j \left( \int_{E_k} \nabla \phi_i \cdot \nabla \phi_j \, d\Omega + \left( \frac{n\pi}{z_m} \right)^2 \int_{E_k} \phi_i \phi_j \, d\Omega \right) \tag{3.26}
\]

In equation (3.26), \( \sigma_k \) is also factored out since it is constant inside each element as mentioned previously. Here, the core integrals are separated and marked with a new notation to simplify the writing, which are defined in (3.28a) and (3.28b).

\[
\sigma_k \sum_{i=1}^{3} u_i^n \sum_{j=1}^{3} w_j S_{ij}^k \left( S_{ij}^k + \left( \frac{n\pi}{a} \right)^2 R_{ij}^k \right) \tag{3.27}
\]

\[
S_{ij}^k = \int_{E_k} \nabla \phi_i \cdot \nabla \phi_j \, d\Omega \tag{3.28a}
\]

\[
R_{ij}^k = \int_{E_k} \phi_i \phi_j \, d\Omega \tag{3.28b}
\]

where \( S_{ij}^k \) is the integral term which also exists in the 2D governing Laplace equation. \( S_{ij}^k \) is easy to calculate since the gradients are constant for a linear, i.e. first order, interpolating function \( \phi_i \). In contrast, \( R_{ij}^k \) is the additional integral term added to the problem and represents the non-zero spatial frequencies in the 2D governing equation. From another point of view, it is possible to combine both integrals and build a modified 'local stiffness matrix', which is denoted as \( S_{ij}^k \) and expressed in (3.29).

\[
S_{ij}^k = S_{ij}^k + \left( \frac{n\pi}{a} \right)^2 R_{ij}^k = \int_{E_k} \nabla \phi_i \cdot \nabla \phi_j + \left( \frac{n\pi}{a} \right)^2 \phi_i \phi_j \, d\Omega \tag{3.29}
\]

The local stiffness matrix, also known as element stiffness matrix, is the stiffness matrix constructed for each element. The local stiffness matrix is a 3x3 matrix for
2D elements and a $4 \times 4$ matrix for 3D elements. Finally, the left side of the governing equation for each element expressed in (3.24) yields equation (3.30) or in the extended form equation (3.26).

$$
\sigma_k \sum_{i=1}^{3} u_i^e \sum_{j=1}^{3} w_j S'_{ij}
$$

(3.30)

### 3.3.2 Right Side of the Governing Equation

The right hand side of the equation is again written in equation (3.31), where $\sigma \nabla \tilde{u}_n \cdot \hat{n}$ is the normal component of the current density which is zero on the boundary $\partial \Omega$, except underneath the electrodes defined by $\Gamma$. $\Gamma$ is the union of the electrodes, $E_i$, expressed in equation (3.32) in which $L$ is the total number of electrodes employed in the system. Note that the notation $E_k$ was previously used for the finite 'element' index, $k$, in the mesh and should not be mistaken with $E_i$ used as the electrode index, $l$, here. Since $\sigma \frac{\partial \tilde{u}_n}{\partial n}$ is equal to the current density normal to the boundary, i.e. $J \cdot \hat{n}$ and the integral is zero except underneath the electrodes, the integral is performed only over $\Gamma$.

$$\int_{\partial \Omega} v \sigma \frac{\partial \tilde{u}_n}{\partial n} \, d\Gamma = \int_{\partial \Omega} v \sigma \nabla \tilde{u}_n \cdot \hat{n} d\Gamma = \int_{\Gamma} v \sigma \nabla \tilde{u}_n \cdot \hat{n} d\Gamma \quad (3.31)$$

$$\Gamma = \bigcup_{i=1}^{L} E_i, \quad \Gamma' = \partial \Omega \quad (3.32)$$

By substituting the definitions of $v(x)$ and $\tilde{u}_n(x)$ into the right-hand side of equation (3.22), the discretization of the boundary proceeds as

$$\int_{\Gamma} v \sigma \frac{\partial \tilde{u}_n}{\partial n} \, d\Gamma = \int_{\Gamma} v \sigma \nabla \tilde{u}_n \cdot \hat{n} d\Gamma = \int_{\Gamma} \sigma \left( \sum_{j=1}^{3} w_j \phi_j \right) \nabla \left( \sum_{i=1}^{3} u_i^e \phi_i \right) \quad (3.33)$$

It is worth remarking that the right side of equation (3.22) represents the boundary condition; hence it may change for different boundary condition types. Considering
piece-wise constant conductivity for each element $k$, the right-hand side of equation (3.22) is written as

$$
\sigma_k \sum_{j=1}^{3} w_j \sum_{i=1}^{3} u_i^n \int_{\partial \Omega} \phi_j \nabla \phi_i \cdot \hat{n} \, d\Gamma = \sigma_k \sum_{i=1}^{3} u_i^n \sum_{j=1}^{3} w_j \int_{\partial \Omega} \phi_j \nabla \phi_i \cdot \hat{n} \, d\Gamma \quad (3.34)
$$

For simplicity in future reference, as we defined $S^k_{ij}$ before, here the integral term is defined as $Q^k_{ij}$ which is expressed in (3.35).

$$
Q^k_{ij} = \int_{\partial \Omega} \phi_j \nabla \phi_i \cdot \hat{n} \, d\Gamma \quad (3.35)
$$

Hence, the right side of equation (3.22) would be written as (3.36).

$$
\sigma_k \sum_{i=1}^{3} u_i^n \sum_{j=1}^{3} w_j Q^k_{ij} \, d\Gamma \quad (3.36)
$$

### 3.3.3 Complete Equation

Both sides of equation (3.22), which is itself derived from the weak form of the governing equation, are now developed for each element. At this point the whole equality of equation (3.22) is expressed by equation (3.37) in an expanded form and by (3.38) in a closed form as

$$
\sigma_k \sum_{i=1}^{3} u_i^n \sum_{j=1}^{3} w_j \left( \int_{E_k} \nabla \phi_i \cdot \nabla \phi_j \, d\Omega + \left( \frac{N_n}{z_m} \right)^2 \int_{E_k} \phi_j \phi_j \, d\Omega \right) = \sigma_k \sum_{i=1}^{3} u_i^n \sum_{j=1}^{3} w_j \int_{\partial \Omega} \phi_j \nabla \phi_i \cdot \hat{n} \, d\Gamma \quad (3.37)
$$

$$
\sigma_k \sum_{i=1}^{3} u_i^n \sum_{j=1}^{3} w_j S^k_{ij} = \sigma_k \sum_{i=1}^{3} u_i^n \sum_{j=1}^{3} w_j Q^k_{ij} \quad (3.38)
$$

The equation must be valid for all test functions in a certain class (MWR, e.g. in
Galerkin method \( v \) is the same as the interpolation function), therefore \( w_j \) can be removed from both sides of equation (3.37) and results in the following equation for each \( w_j \):

\[
\sigma_k \sum_{i=1}^{3} u_i^n S_{ij}^k = \sigma_k \sum_{i=1}^{3} u_i^n Q_{ij}^k
\]  

(3.39)

In summary, for the whole mesh, the left side of equation (3.22) would be written as follows:

\[
\int_\Omega \sigma \nabla \tilde{u}_n \cdot \nabla v \, d\Omega + \int_\Omega v \sigma \left( \frac{n \pi}{z_m} \right)^2 \tilde{u}_n \, d\Omega = \\
\sum_{k=1}^K \left( \int_{E_k} \sigma_k \nabla \tilde{u}_n \cdot \nabla v \, d\Omega \right) + \int_{E_k} v \sigma_k \left( \frac{n \pi}{z_m} \right)^2 \tilde{u}_n \, d\Omega = \sum_{k=1}^K \sigma_k \sum_{i=1}^{3} u_i^n \sum_{j=1}^{3} w_j S_{ij}^k
\]  

(3.40)

From equation (3.39), the global system matrix, \( S'(n) \), of the entire mesh for harmonic \( n \) is constructed by combining the local stiffness matrices using the connectivity matrix. The global system matrix is then used to solve the forward equation expressed in (3.41) for calculating the nodal voltages \( U_n \) from the forcing vector of driven current pattern \( I_n \) or \( J_n \) depending on type of the employed boundary method. The system matrix is also employed to construct the sensitivity matrix in the inverse solver.

\[
S'(n)U_n = I_n
\]  

(3.41)

One approach to compute the system matrix for the entire mesh is to calculate the local stiffness matrix for each element and construct a connectivity matrix for the entire mesh based on the connectivity map of the elements. When the local system (stiffness) matrices are all calculated then the system matrix for the entire mesh is computed by the following equation:

\[
S = C^T S_E \Sigma C
\]  

(3.42)
where \( S_{E} \Sigma \) is a diagonal concatenation of local system matrices in which the conductivity of each element is also included, \( C \) is the connectivity map matrix and \( 'T' \) represents the transpose operation. Connectivity map is the relation between the node index inside each element and the general node index for the entire mesh. Construction of the connectivity map will be illustrated later in this chapter by an example.

The right side of equation, i.e. the forcing vector, could be written in different ways depending on how the electrode model imposes the boundary condition. It is also possible to write the equation as the following [4]

\[
\int_{\partial \Omega} \nu \sigma \frac{\partial u_n}{\partial n} \, d\Gamma = \int_{\partial \Omega} \sum_{i=1}^{3} w_{i} \phi_{i} J_{n} \, d\Gamma = \sum_{i=1}^{3} w_{i} \int_{\partial \Omega} \phi_{i} J_{n} \cdot \hat{n} \, d\Gamma
\]  

(3.43)

As mentioned previously, both side of equation should be equal for all test functions in a certain class or in order words for all \( w_{i} \); hence, \( w_{i} \) is removed from the equation which yields:

\[
\int_{\partial \Omega} \phi_{i} J_{n} \cdot \hat{n} \, d\Gamma
\]  

(3.44)

### 3.3.4 Analytical Solution of the Integrals

The linear interpolation functions \( \phi_{i} \) are written in the set of equations expressed in (3.16). For simplicity in calculation, \( \phi_{i} \) and \( \phi_{j} \) are written as

\[
\phi_{i} = \frac{1}{2S} \{ A_{1}x + B_{1}y + C_{1} \}
\]  

(3.45a)

\[
\phi_{j} = \frac{1}{2S} \{ A_{2}x + B_{2}y + C_{2} \}
\]  

(3.45b)

In these equations, the variables are \( x, y \) and the constants are \( A, B, C, S \). The
integrals defined in equation (3.28) are then calculated as the following:

\[ S_{ij}^k = \int_{E_k} \nabla \phi_i \cdot \nabla \phi_j \, d\Omega = \frac{1}{(2S)^2} \int_{E_k} \begin{bmatrix} A_1 \\ B_1 \end{bmatrix} \cdot \begin{bmatrix} A_2 \\ B_2 \end{bmatrix} \, d\Omega = \frac{A_1A_2 + B_1B_2}{(2S)^2} \int_{E_k} d\Omega \\
= \frac{A_1A_2 + B_1B_2}{(2S)^2} S \]

\[ (3.46) \]

Calculation of \( S_{ij}^k \) is simple since the gradient of the linear interpolation function is constant. Hence, the integral is reduced to an integral over the surface which results in the area of the surface \( S \). The integral \( R_{ij}^k \) is, however, more difficult since it results in the integrals of second degree polynomials over an arbitrary triangular surface.

\[ R_{ij}^k = \int_{E_k} \phi_i \phi_j \, d\Omega \\
= \frac{1}{(2S)^2} \int_{E_k} \{ A_1A_2x^2 + (A_1B_2 + A_2B_1)xy + (A_1C_2 + A_2C_1)x \\
+ (B_1C_2 + B_2C_1)y + B_1B_2y^2 \, d\Omega \} \]

\[ (3.47) \]

The integral \( R_{ij}^k \) is divided into simpler integrals over each triangular element and each integral is calculated separately.

\[ R_{ij}^k = \frac{1}{(2S)^2} \{ A_1A_2 \int_{E_k} x^2 \, d\Omega + (A_1C_2 + A_2C_1) \int_{E_k} x \, d\Omega + (A_1B_2 + A_2B_1) \int_{E_k} xy \, d\Omega \\
+ (B_1C_2 + B_2C_1) \int_{E_k} y \, d\Omega + B_1B_2 \int_{E_k} y^2 \, d\Omega \} \]

\[ (3.48) \]

Derivation of each integral solution over an arbitrary triangular element is expressed with complete details in Appendix A. Assuming that \( P_1(x_1, y_1), P_2(x_2, y_2) \) and \( P_3(x_3, y_3) \) are the vertices of a triangular simplex where \( x_1 \leq x_2 \leq x_3 \), each integral is calculated as follows:
First, for simplicity in demonstration, four coefficients are defined, denoted by $T$, as

$$T_1 = \left| \frac{(y_3 - y_1)(x_2 - x_1)}{(x_3 - x_1)} - (y_2 - y_1) \right| \quad (3.49a)$$

$$T_2 = \left| \frac{(y_3 - y_1)(x_3 - x_2)}{(x_3 - x_1)} - (y_3 - y_2) \right| \quad (3.49b)$$

$$T_3 = \frac{(y_3 - y_1)(x_2 - x_1)}{(x_3 - x_1)} + (y_2 - y_1) \quad (3.49c)$$

$$T_4 = \frac{(y_3 - y_1)(x_3 - x_2)}{(x_3 - x_1)} + (y_3 - y_2) \quad (3.49d)$$

Next, the area of the triangular surface is calculated as

$$S = \int_{E_k} d\Omega = \frac{1}{2}T_1(x_2 - x_1) + \frac{1}{2}T_2(x_3 - x_2) \quad (3.50)$$

Also, integral of $x$ over the triangular region is calculated by

$$\int_{E_k} x \, d\Omega = T_1\left[ \frac{1}{3}(x_2 - x_1)^2 + \frac{1}{2}(x_2 - x_1)x_1 \right] + T_2\left[ -\frac{1}{3}(x_3 - x_2)^2 + \frac{1}{2}(x_3 - x_2)x_3 \right] \quad (3.51)$$

Next, integral of $x^2$ over the triangular region is calculated by

$$\int_{E_k} x^2 \, d\Omega = T_1\left[ \frac{1}{4}(x_2 - x_1)^3 + \frac{2}{3}(x_2 - x_1)^2x_1 + \frac{1}{2}(x_2 - x_1)x_1^2 \right]$$

$$+ T_2\left[ \frac{1}{4}(x_3 - x_2)^3 - \frac{2}{3}(x_3 - x_2)^2x_3 + \frac{1}{2}(x_3 - x_2)x_3^2 \right] \quad (3.52)$$

Also, integral of $y$ over the triangular region is calculated by

$$\int_{E_k} y \, d\Omega = T_1\left[ \frac{1}{2}y_1(x_2 - x_1) + \frac{1}{6}T_3(x_2 - x_1) \right] + T_2\left[ -\frac{1}{2}y_3(x_3 - x_2) - \frac{1}{6}T_4(x_3 - x_2) \right] \quad (3.53)$$
Equation (3.53) could be further simplified to

$$\int_{E_k} y \, d\Omega = T_1\left[\frac{1}{2} y_1 + \frac{1}{6} T_3 (x_2 - x_1)\right] + T_2\left[\frac{1}{2} y_3 - \frac{1}{6} T_4 (x_3 - x_2)\right]$$

(3.54)

Next, integral of $xy$ over the triangular region is calculated by

$$\int_{E_k} xy \, d\Omega = T_1\left[\frac{1}{3} (x_2 - x_1)^2 + \frac{1}{2} (x_2 - x_1)x_1\right] + \frac{1}{2} T_3\left[\frac{1}{4} (x_2 - x_1)^2 + \frac{1}{3} (x_2 - x_1)x_1\right]$$

$$+ T_2\left[\frac{1}{3} (x_3 - x_2)^2 + \frac{1}{2} (x_3 - x_2)x_3\right] + \frac{1}{2} T_4\left[\frac{1}{4} (x_3 - x_2)^2 - \frac{1}{3} (x_3 - x_2)x_3\right]$$

(3.55)

Equation (3.55) could also be further simplified to

$$\int_{E_k} xy \, d\Omega = T_1\left[\frac{1}{3} y_1 + \frac{1}{8} T_3 (x_2 - x_1)^2 + \frac{1}{2} y_1 + \frac{1}{6} T_3 (x_2 - x_1)x_1\right]$$

$$+ T_2\left[-\frac{1}{3} y_3 + \frac{1}{8} T_4 (x_3 - x_2)^2 + \frac{1}{2} y_3 - \frac{1}{6} T_4 (x_3 - x_2)x_3\right]$$

(3.56)

Integral of $y^2$ over each triangular simplex is difficult to calculate analytically if the vertices are sorted with respect to $x$ coordinate. However, if we reorder the vertices such that the new set of vertices $P'_1(x'_1, y'_1), P'_2(x'_2, y'_2)$, and $P'_3(x'_3, y'_3)$ is sorted with respect to $y$, the last integral would be calculated in the same way as the integral of $x^2$ was calculated previously. Hence, for the general case of $y_1 \leq y_2 \leq y_3$, while vertices are sorted with respect to the $y$ coordinate, the integral of $y^2$ over the triangular region is calculated by

$$\int_{E_k} y^2 \, d\Omega = \frac{(x'_3 - x'_1)(y'_2 - y'_1)}{(y'_3 - y'_1)} - (x'_2 - x'_1) \cdot \frac{1}{4} (y'_2 - y'_1)^3 + \frac{2}{3} y'_1 (y'_2 - y'_1)^2 + \frac{1}{2} (y'_2 - y'_1)y'_1^2$$

$$+ \frac{(x'_3 - x'_2)(y'_3 - y'_2)}{(y'_3 - y'_1)} - (x'_3 - x'_2) \cdot \frac{1}{4} (y'_3 - y'_2)^3 - \frac{2}{3} y'_3 (y'_3 - y'_2)^2 + \frac{1}{2} (y'_3 - y'_2)y'_3^2$$

(3.57)
3.4 Adding Complete Electrode Model

The complete electrode model (CEM) refers to a kind of boundary condition which is neither Dirichlet nor Neumann. CEM was introduced and verified for the first time by Cheng et al [6]. In traditional boundary models, each electrode was modelled by a single node also being referred as point electrode model (PEM). In contrast, in CEM, each electrode is modelled by more than one node considering electrode-skin contact impedance $z_i$. In CEM, the boundary condition is derived by a KVL between the 'electrode voltage' and the 'voltage of the nodes under the electrode'. The electrode voltage is the voltage of a virtual node added to the system matrix (see section 3.7 for more details). CEM only changes the right-hand side of the equation (also called the current side or the forcing vector); therefore, development of the left hand side of the weak form of the governing equation for 2D is the same as a 2D or 3D complete electrode model.

The right hand side of equation is again written here from equation (3.31), where $\sigma \nabla \hat{u}_n \cdot \hat{n}$ is the normal component of the current density which is zero on the boundary $\partial \Omega$; except underneath the electrodes defined by $\Gamma$. $\Gamma$ is the union of the electrodes ($E_i$) expressed in equation (3.32) in which $L$ is the total number of electrodes employed in the system. It is worth remarking that the notation $E_k$ was previously used for the Finite 'Element', $k$, in the mesh and should not be mistaken with $E_i$ used as the electrode, $l$, here.

$$\int_{\partial \Omega} v \sigma \frac{\partial \hat{u}_n}{\partial \hat{n}} d\Gamma = \int_{\partial \Omega} v \sigma \nabla \hat{u}_n \cdot \hat{n} d\Gamma = \int_{\Gamma} v \sigma \nabla \hat{u}_n \cdot \hat{n} d\Gamma$$

$$\Gamma = \bigcup_i^L E_i, \quad \Gamma' = \partial \Omega$$

The expression written in equation (3.58) for the boundary condition is commonly used for the complete electrode model, CEM. Rearranging this boundary condition
yields equation (3.59).

\[ \hat{u}_n + z_l \sigma \frac{\partial \hat{u}_n}{\partial \hat{n}} = V_l \quad \text{(3.58)} \]

\[ \sigma \frac{\partial \hat{u}_n}{\partial \hat{n}} = \sigma \nabla \hat{u}_n \cdot \hat{n} = \frac{1}{z_l} (V_l - \hat{u}_n) \quad \text{(3.59)} \]

where \( V_l \) are the voltages on the electrodes (electrode voltage) and \( z_l \) represents the contact impedance. Substituting equation (3.59) into the right hand side of the weak form of the governing equation reformulated in equation (3.31) results in the following expression

\[ \int \sigma \nabla \hat{u}_n \cdot \hat{n} \, d\Gamma = \sum_{l=1}^{L} \int_{E_l(\Gamma)} \frac{1}{z_l} (V_l - \hat{u}_n) \, d\Omega \quad \text{(3.60)} \]

Substituting the resultant expression (3.60) into the whole weak form of governing equation expressed in (3.22) leads to the following equation

\[ \int_{\Omega} \sigma \nabla \hat{u}_n \cdot \nabla v \, d\Omega + \int_{\Omega} \sigma \frac{\partial}{\partial \hat{n}} \hat{u}_n \, d\Omega = \sum_{l=1}^{L} \int_{E_l(\Gamma)} \frac{1}{z_l} (V_l - \hat{u}_n) \, d\Omega \quad \text{(3.61)} \]

Considering the definitions of \( \hat{u}_n(x) \) expressed in (3.15) and \( v(x) \) expressed in (3.25) for discretizing the right side of equation (3.61) results in the following expression

\[ \sum_{l=1}^{L} V_l \int_{E_l(\Gamma)} \frac{1}{z_l} \left( \sum_{i=1}^{3} w_i \phi_i \right) \, d\Gamma - \sum_{l=1}^{L} \int_{E_l(\Gamma)} \frac{1}{z_l} \left( \sum_{i=1}^{3} \sum_{i=1}^{3} w_i \phi_i \right) \, d\Omega \quad \text{(3.62)} \]

Rearranging the multiplication of the summations yields

\[ \sum_{l=1}^{L} V_l \int_{E_l(\Gamma)} \frac{1}{z_l} \left( \sum_{i=1}^{3} w_i \phi_i \right) \, d\Gamma - \sum_{l=1}^{L} \int_{E_l(\Gamma)} \frac{1}{z_l} \left( \sum_{i=1}^{3} \sum_{j}^{3} w_j \phi_j \right) \, d\Omega \quad \text{(3.63)} \]

Factoring the coefficients as well as the summation out of the integral and substituting the expression in (3.61) which is derived for the left hand side of the weak
form of the governing equation yields

\[
\sum_{k=1}^{K} \sigma_k \sum_{i=1}^{3} u_i^n \sum_{j=1}^{3} w_j \int_{E_k(\Omega)} \nabla \phi_i \cdot \nabla \phi_j \, d\Omega + \left( \frac{n\pi}{z_m} \right)^2 \int_{E_k(\Omega)} \phi_i \phi_j \, d\Omega \\
= \sum_{l=1}^{L} V_l \sum_{j=1}^{3} w_j \int_{E_l(\Gamma)} \frac{1}{z_l} \phi_j \, d\Gamma - \sum_{l=1}^{L} \sum_{i=1}^{3} u_i^n \sum_{j=1}^{3} w_j \int_{E_l(\Gamma)} \frac{1}{z_l} \phi_i \phi_j \, d\Gamma
\]  

(3.64)

In this equation, \( K \) is the total number of elements, \( L \) is the total number of electrodes, \( E_k(\Omega) \) represents the \( k^{th} \) element and \( E_l(\Gamma) \) represents the \( l^{th} \) electrode. Equation (3.64) is valid for all test functions \( v \) in a certain class, in this case the same class as the potentials, \( u \); hence, for each \( w_j \) it can be written as

\[
\sum_{k=1}^{K} \sigma_k \sum_{i=1}^{3} u_i^n \left( \int_{E_k(\Omega)} \nabla \phi_i \cdot \nabla \phi_j \, d\Omega + \left( \frac{n\pi}{z_m} \right)^2 \int_{E_k(\Omega)} \phi_i \phi_j \, d\Omega \right) \\
= \sum_{l=1}^{L} V_l \int_{E_l(\Gamma)} \frac{1}{z_l} \phi_j \, d\Gamma - \sum_{l=1}^{L} \sum_{i=1}^{3} u_i^n \int_{E_l(\Gamma)} \frac{1}{z_l} \phi_i \phi_j \, d\Gamma
\]  

(3.65)

Equation (3.65) alone is not enough to form a set of equations for solving the unknown voltages since there is no relation between the injected current and the unknown parameters. The relation between the current and unknown variables is written as follows

\[
I_l = \int_{E_l(\Gamma)} \sigma \frac{\partial \tilde{u}_n}{\partial n} \, d\Gamma = \int_{E_l(\Gamma)} \sigma \nabla \tilde{u}_n \cdot \hat{n} \, d\Gamma
\]  

(3.66)

where \( I_l \) is the current of the \( l^{th} \) electrode. Using the relation derived in equation (3.59) followed by substituting the definition of \( \tilde{u}_n \) yields

\[
I_l = \int_{E_l(\Gamma)} \frac{1}{z_l} (V_l - \tilde{u}_n) \, d\Gamma = \int_{E_l(\Gamma)} \frac{1}{z_l} V_l \, d\Gamma - \sum_{i=1}^{3} u_i^n \int_{E_l(\Gamma)} \frac{1}{z_l} \phi_i \, d\Gamma
\]  

(3.67)
The contact impedance $z_i$ is assumed to be constant on the electrode $E_l$. Therefore, it can be taken out of the integral; hence, equation (3.21) leads to the following equation:

$$I_l = \frac{1}{z_l} A_{E_l} V_l - \frac{1}{z_l} \sum_{i=1}^{3} u_i^n \int_{E_l(\Gamma)} \phi_i \, d\Gamma$$  \hspace{1cm} (3.68)

where $A_{E_l}$ is the area under the $l^{th}$ electrode which is the length of the $l^{th}$ electrode in the 2D case. Finally, equation (3.65) for all $w_j$ together with equation (3.68) for all electrodes $l$ form a system of equations which could be written in a matrix format as the following

$$\begin{bmatrix} A_M + A_Z & A_W \\ A_{W}^T & A_D \end{bmatrix} \begin{bmatrix} U \\ V \end{bmatrix} = \begin{bmatrix} 0 \\ I \end{bmatrix}$$  \hspace{1cm} (3.69)

In equation (3.69), $U$ is the vector of unknown potentials on the nodes $u_i^n$, $V$ is the vector of unknown voltages on the electrodes considering the electrode contact impedance, $I$ is the vector of the injected current through the electrodes, $0$ is a zero vector in which all elements are zero with the suitable dimension, and $A_M$ is the regular stiffness matrix, also known as systems matrix, which is defined by equation (3.70) for the 2D case.

$$[A_M]_{ij} = \sigma S'_{ij} = \sigma (S_{ij} + (\frac{n\pi}{a})^2 R_{ij}) = \sigma \int_{\Omega} \nabla \phi_i \cdot \nabla \phi_j + (\frac{n\pi}{a})^2 \phi_i \phi_j \, d\Omega$$  \hspace{1cm} (3.70)

Matrix $A_M$ does not contain any information about the boundary condition; instead, $A_Z$ represents the effect of the contact impedance on the system matrix which is reflected into all mesh vertices underneath the electrodes. Matrix $A_Z$ is defined by the following equation

$$[A_Z]_{ij} = \sum_{l=1}^{L} \int_{E_l(\Gamma)} \frac{1}{z_l} \phi_i \phi_j \, d\Gamma$$  \hspace{1cm} (3.71)

The remaining part in equation (3.65) forms the matrix $A_W$ which represents the weights of the voltage on the electrodes in that equation. The matrix $A_W$ is defined
in equation (3.72).

\[ [A_W]_{ij} = - \int_{E_i} \frac{1}{z_l} \phi_i d\Gamma \]  (3.72)

The close form of equation (3.65) adapted to the new notation used here is expressed in (3.73).

\[ (A_M + A_Z)U + A_W V = 0 \]  (3.73)

Finally, in equation (3.69), the matrix \( A_D \) is a diagonal matrix in which the values in the main diagonal are the ratio \( \frac{1}{z_l} A_{E_i} \) for all of the electrodes and defined as

\[ [A_D]_{LL} = \text{diag} \left( \frac{1}{z_l} A_{E_i} \right) \]  (3.74)

Matrix \( A_D \) together with the transpose of matrix \( A_W \) form the closed form of equation (3.68) which is expressed in equation (3.75). This equation represents the relation between the injected current through each electrodes and those nodes in the mesh that lie underneath the electrodes as well as the additional virtual nodes (considered in the mesh) which represent the real electrodes. The matrix \( A_D \), itself, represents the coefficients of the unknown voltages on the electrode.

\[ A_W^T U + A_D V = I \]  (3.75)

### 3.5 Inverse Problem

The inverse problem is the main part of an EIT problem where the conductivity of each element is calculated from a set of boundary measurements. From chapter 2, the difference EIT problem is modelled as:

\[ \Delta v = J \Delta \sigma \]  (3.76)
where $J$ is known as the "sensitivity matrix", $\Delta v$ is the measurement voltages and $\Delta \sigma$ is the difference in conductivity. The measurement voltages are the difference voltage of adjacent electrodes for all driving stimulation patterns.

Modification of the inverse problem for 2D method demonstrates that the sensitivity matrix of the whole problem is the summation of sensitivity matrix for each 2D equation in (3.5). The procedure for proving this claim is as follows:

For each single 2D equation, the relation between the boundary difference voltages, $\Delta v_n$, and the difference conductivity, $\sigma$, is written as

$$\Delta v_n = J_n \Delta \sigma$$

(3.77)

where $J_n$ is the sensitivity matrix for harmonic $n$. According to the synthesis equation (3.2b), the summation of $\Delta v_n$'s, i.e., the boundary difference voltage for each partial differential equation (PDE) in (3.5) corresponding to a spatial frequency, forms the actual boundary voltage for the plane $z = 0$, denoted by $\Delta v$. Hence, substituting the relation of each boundary voltage with the conductivity as expressed in (3.77) yields:

$$\Delta v = \sum_{n=0}^{\infty} \Delta v_n = \sum_{n=0}^{\infty} J_n \Delta \sigma$$

(3.78)

Factoring out the conductivity in equation (3.78) results in

$$\Delta v = (\sum_{n=0}^{\infty} J_n) \Delta \sigma$$

(3.79)

Equation (3.79) is actually the definition of the entire inverse problem expressed in (3.76). This fact becomes more obvious when we interpret the summation of the sensitivity matrix of each PDE’s as the sensitivity matrix of the entire problem which
is defined in (3.80).

\[ J = \sum_{n=0}^{\infty} J_n \]  

(3.80)

3.6 Example of a Simple 2D Mesh

In this section, the construction process of the stiffness (system) matrix for a simple sample mesh is described. Suppose that a 2D problem with Complete Electrode Model has the 2D mesh depicted in figure 3.2. In this figure (and the following figures), the green lines represent the electrodes, the 'boxed' numbers are the global index of the nodes for the entire mesh, the 'circled' numbers represent the local index of the nodes inside of each element and the numbers in 'diamond' represent the index of the elements. From section 3.3.3, we know that the system matrix for the entire mesh is constructed based on the connectivity matrix \( C \) and the local system matrices \( S_E \). The connectivity matrix \( C \) is a matrix (or simply a table) which represents the connectivity or relation between the local node index in each single element and the global node index in the entire mesh. This matrix would have as many columns as the number of nodes in the element and as many rows as the total number of nodes in the mesh.

3.6.1 Connectivity Matrix

The connectivity matrix \( C \) can be expressed as a concatenation of local connectivity matrices, \( C_{E_i} \), placed by the order of elements' index as expressed in (3.81). Constructed for each single element, the local connectivity matrix \( C_{E_i} \) expresses the connectivity map or relation between the local index number assigned to the nodes of a single element within that element and the global index number assigned to the
same nodes within the entire mesh.

\[ C^T = \begin{bmatrix} C^T_{E_1} & C^T_{E_2} & C^T_{E_3} & C^T_{E_4} \end{bmatrix}^T \]  \hspace{1cm} (3.81)

A single node is normally involved in multiple elements. This node would have only one unique index number with respect to the entire mesh, while the node can have multiple index numbers each of which represents a local node index within different elements. The connectivity matrix depends on the way the nodes are indexed both for the entire mesh and inside of each element. For the sample mesh depicted in figure 3.2, the connectivity matrix \( C \), associated with the numbering order depicted
in the figure, is calculated as:

\[
C = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 \\
\end{bmatrix}^T
\]  
(3.82)

### 3.6.2 Stiffness Matrix

**Local Stiffness Matrix**

Calculated for each single element, the local stiffness matrix is the solution of the integral (3.28a) for a 2D or 3D problem; or the integral (3.29) for a 2½D problem. For the purpose of matrix multiplication, the local stiffness matrices are diagonally placed in a matrix; which contains all local stiffness matrices placed by the order of element index and zero elsewhere as:

\[
S_E = \begin{bmatrix}
S_{E_1} & 0 & 0 & 0 \\
0 & S_{E_2} & 0 & 0 \\
0 & 0 & S_{E_3} & 0 \\
0 & 0 & 0 & S_{E_4} \\
\end{bmatrix}
\]  
(3.83)

Matrix \( S_E \) is not the stiffness matrix of the entire mesh since it is only a matrix of local stiffness matrices. The stiffness matrix of the entire mesh is a square matrix having as many rows and columns as the number of nodes in the entire mesh; while \( S_E \) is a sparse matrix with dimensions: number of nodes in each element times number of elements. Obviously, \( S_E \) contains redundancy due to the fact that there are repeated rows for each nodes. In addition, until this stage, the conductivity value of each element is not considered in the calculation of the local stiffness matrices. The stiffness
(or system) matrix $S$ for the whole mesh is then calculated based on the following expression:

$$S = C^T S_E \Sigma C$$

$$= \begin{bmatrix} C_{E_1}^T & C_{E_2}^T & C_{E_3}^T & C_{E_4}^T \end{bmatrix} \begin{bmatrix} \sigma_1 S_{E_1} & & & \\ & \sigma_2 S_{E_2} & & \\ & & \sigma_3 S_{E_3} & \\ & & & \sigma_4 S_{E_4} \end{bmatrix} \begin{bmatrix} C_{E_1} \\ C_{E_2} \\ C_{E_3} \\ C_{E_4} \end{bmatrix} \quad (3.84)$$

where $\Sigma$ is a diagonal matrix containing the element conductivities in its diagonal in the form of tensors. Pursuing the matrix multiplications for isotropic conductivities would result in the following expression for the stiffness matrix of the entire mesh:

$$S = C^T S_E \Sigma C = \begin{bmatrix} C_{E_1}^T \sigma_1 S_{E_1} & C_{E_2}^T \sigma_2 S_{E_2} & C_{E_3}^T \sigma_3 S_{E_3} & C_{E_4}^T \sigma_4 S_{E_4} \end{bmatrix} \cdot \begin{bmatrix} C_{E_1} \\ C_{E_2} \\ C_{E_3} \\ C_{E_4} \end{bmatrix} \quad (3.85)$$

$$= \sum_{i=1}^{4} C_{E_i}^T \sigma_i S_{E_i} C_{E_i}$$

Equation (3.85) demonstrates that the stiffness matrix for the whole mesh can be calculated without constructing large sparse matrices. Here, the summation has 4 terms because the mesh in figure 3.2 contains four elements. For a general problem, the stiffness matrix of the entire mesh is the summation of the stiffness matrices calculated for each element as expressed in (3.86). The stiffness matrix calculated for each element is itself computed by: $C_{E_i}^T \sigma_i S_{E_i} C_{E_i}$; where $C_{E_i}$ is the local connectivity matrix, $S_{E_i}$ is the local stiffness matrix which is the solution of the integral express
in (3.29) and \( \sigma_i \) is the conductivity associated with element \( i \).

\[
S = \sum_{i=1}^{K} C_{E_i}^T \sigma_i S_{E_i} C_{E_i} \tag{3.86}
\]

In this equation \( K \) is the total number of elements in the mesh.

**Stiffness (System) Matrix**

Finally, the system (stiffness) matrix of the mesh depicted in figure 3.2 is written as:

\[
S = C^T S_E \Sigma C = \sum_{i=1}^{K} C_{E_i}^T S_{E_i} \sigma_i C_{E_i} =
\begin{bmatrix}
\sigma_1 s_{11} + \sigma_4 s_{14} & \sigma_1 s_{12} & 0 & \sigma_4 s_{14} & \sigma_1 s_{13} + \sigma_4 s_{14} \\
\sigma_1 s_{21} + \sigma_2 s_{23} & \sigma_2 s_{23} & 0 & \sigma_3 s_{33} & \sigma_2 s_{33} + \sigma_3 s_{33} \\
\sigma_2 s_{33} + \sigma_3 s_{33} & \sigma_3 s_{33} & 0 & \sigma_3 s_{33} + \sigma_4 s_{33} & \sigma_3 s_{33} + \sigma_4 s_{33} \\
\sigma_3 s_{33} + \sigma_4 s_{33} & \sigma_3 s_{33} + \sigma_4 s_{33} & \sigma_3 s_{33} + \sigma_4 s_{33} & \sigma_3 s_{33} + \sigma_4 s_{33} & \sigma_3 s_{33} + \sigma_4 s_{33} \\
\end{bmatrix}
\tag{3.87}
\]

where, \( S_{ij} \) represents the \( ij \)th element of the local stiffness matrix of the \( eth \) element or in other words: \( [S_{E_i}]_{ij} \). The system matrix \( S \) is a symmetric matrix for isotropic conductivities; hence, for simplicity, here, only the upper triangle terms are expressed. As an example, the values of the column number 5 which corresponds to node number five is described:

In order to avoid conflict, the global nodal index numbers for the entire mesh are specified in alphabetic format while the local nodal index numbers for each elements are specified by digits. So, for example, node #five refers to the fifth (‘boxed’) node of the mesh while the same node is indexed as #1 (‘circled’) in the second and third element and indexed as #3 (‘circled’) in the first and fourth elements.

- \( S_{15} \) represents the geometrical relation between node #one and node #five.

These two nodes are connected to each other by two different elements. Hence the value is the summation of the cross stiffness between these two nodes for
each of elements #one and #four. For element #one, node #one is indexed as #1 and node #five is indexed as #3. Hence, the corresponding value is element (1,3) from the local stiffness matrix of element #one, $S_1^{3}$. Similarly, for element #four, due this specific numbering chosen, node #one is indexed as #1 and node #five is indexed as #3. Hence, the corresponding value is element (1,3) from the local stiffness matrix of element #4, $S_4^{3}$.  

- $S_{25}$ represents the geometrical relation between node #two and node #five. These two nodes are connected to each other by elements #one and #two. For element #one, node #two is indexed as #2 and node #five is indexed as #3. Hence, the corresponding stiffness value is element (2,3) from the local stiffness matrix of element #one, $S_2^{3}$. Also, for element #four, node #two is indexed as #2 and node #five is indexed as #1. Hence, the corresponding value is element (2,1) from the local stiffness matrix of element #two, $S_2^{1}$.  

- $S_{55}$ represents the self-connection of node #five. This value includes all self-stiffness values corresponding to this node from all elements that contains node #five. For element #one, this node is indexed as #3; hence, $S_3^{3}$. For element #two, this node is indexed as #1; hence $S_1^{2}$. For element #three, this node is indexed as #1; hence, $S_1^{3}$. Finally, For element #four, this node is indexed as #3; hence, $S_3^{4}$.  

- The value of the stiffness for those nodes that are not connected to each other via any elements is clearly zero. e.g., $S_{13}$ and $S_{24}$.  

3.6.3 CEM terms

Adding the Complete Electrode Model extra nodes to the system matrix results in:

\[
S = \begin{bmatrix}
C^T S E \Sigma C + A' \\
A_W & A_D
\end{bmatrix}
\]

where, \( \Delta \) is the distance between node 1 and 2, or 3 and 4, which is \( \sqrt{2} \) in this example.

The matrix \( A_W \), which is added to the original stiffness matrix, is calculated based on the following integral:

\[
[A_W]_{ij} = -\frac{1}{z_j} \int_{E_{ij}} \phi_i dS
\]

where \( j \) represents the electrode index and \( i \) represents the node index. The integral is operated under the \( j \)th electrode where \( \phi_i \) is the union of all interpolation functions associated to the \( i \)th node from every element that contains the \( i \)th node (see figure 3.4). Obviously, this integral is zero for those nodes that are not under the \( j \)th electrode. For the 2D mesh depicted in figure 3.2, this integral is \( -\frac{\Delta}{2z_j} \) for nodes under the \( j \) electrode; where \( \Delta \) is the distance between two adjacent nodes under the electrode, i.e., here, the electrode width; which is \( \sqrt{2} \). More details about this calculation are provided in the next example.

3.7 A more complex 2D mesh

The previous example was a sample of a simple 2D mesh where there were only two nodes under each electrodes; hence, both nodes were located at the electrode ends.
Figure 3.3: A sample complex mesh - Green regions are electrodes

Figure 3.3, shows another mesh in which there are three nodes under each electrode. The calculation of the integral expressed in (3.89) for this case can be extended (generalized) to a 2D mesh where there are at least three nodes under an electrode.

The integral is calculated under each electrode; hence, the region subject to the integral is the intersection of the \( j \)th electrode and the interpolation function \( \phi_i \) (for the \( i \)th node). In a 2D mesh, the interpolation function for the \( i \)th node forms a pyramid in \( (x, y, \phi_i(x, y)) \) coordinate system where all nodes connected to the \( j \)th node form the base of the pyramid and the \( j \)th node is the vertex of the pyramid. Since the value of the interpolation function for each node at the position of that node is one, the height of the pyramid is one. Figure 3.4 shows the global interpolation function for node 7 in figure 3.3 which is the union of all interpolation functions for node 7 from all elements that contains node 7.

The intersection of the 2D (plane) mesh with a boundary electrode is a line; hence, the cross sectional cut (or intersection) of the pyramidal interpolation function under the line or curve of the boundary electrode is a triangle with a height equal to one. The desired integral is the area of this triangle overlapping with the electrode. For
Figure 3.4: Global interpolation function for node 7 and its intersection with the electrode forming a triangle - Green regions are electrodes

Figure 3.5: Global interpolation function for (left) node 3 (right) node 2 - Green regions are electrodes

the end nodes in electrodes, e.g., 1, 3, 4, and 6, the overlapping part is only a part of this triangle having width equal to the distance between the end node and the nearest node under the electrode (see figure 3.5-left). However, for middle nodes, e.g., 2 and 5, the neighboring nodes under the electrode lie in both right and left side (see figure 3.5-right); hence, the base of the triangle is equal to the sum of all distances between the node and its two neighboring nodes. In other words the intersection is two triangles having unit height and each of them have a base equal to the distance between the node and a neighboring node.

Figure 3.6 shows the intersection of the interpolation functions with an electrode
Figure 3.6: How integration is performed for an electrode end node and an electrode mid node

(the green region) for a general case of non-evenly spaced nodes. $a, b, c, d, e, f, g,$ and $h$ are the node labels. As discussed for the previous figure (figure 3.5), this intersection is a triangular region which is the region over which the integral in (3.89) is performed. Since the height of the triangle (value of the interpolation function) is one, the result of the integrals (the area of the triangles) is proportional to the base of the triangles (distance between the electrode nodes). The triangle on the left side of figure 3.6 describes the integration for a typical node located at the electrode end labeled as $\phi_b$ as while the right side triangle in the same figure (labeled as $\phi_f$) describes the integration for any node under the electrode except the two end nodes. For an electrode end-node (like node $b$ in the figure), the integral result is only a part of the triangle (the shaded region) which includes only one node distance; while for any electrode mid-node (like node $f$), the integral result is the whole area of the triangle and includes two node distances.

For the sample mesh depicted in figure 3.3, the core system matrix is calculated similarly by following the instructions provided for the previous example. However, the matrix $A_W$ for this mesh would be:

$$
A_W = \begin{bmatrix}
-\frac{\Delta}{2z_c} & -\frac{\Delta}{2z_c} & -\frac{\Delta}{2z_c} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -\frac{\Delta}{2z_c} & -\frac{\Delta}{z_c} & -\frac{\Delta}{2z_c} & 0
\end{bmatrix}^T
$$

(3.90)
For a 2D mesh with Complete Electrode Model where the nodes are evenly spaced under the electrodes, the value of $A_W$ associated to an end node under the electrode is one half of that value for a middle point under that electrode. In other words, each middle point has two times more effect on the electrode voltage than each end node. The relation between the voltage of the nodes under the electrode and the electrode voltage, i.e., the voltage of the virtual node added for each electrode, is calculated back by equation (3.75) which is expressed again here:

$$A_W^T U + A_D V = I$$

(3.91)

where $U$ is the voltage of the real nodes in the mesh and $V$ is the electrode voltages which is the voltage of the virtual nodes added to the forward model representing each electrode voltage. Since the integral in (3.89) is taken under each electrode, the matrix $A_W$ has only non-zero values for electrode nodes. Considering one row of the matrix equation (3.91) and employing the definition of matrix $A_D$ in (3.74), the relation between the electrode voltage and the voltage of the nodes under the electrode is:

$$W_j^T U_j + l_{E_j} V_j = Z c_j I_j$$

$$\sum_{i=j \text{th electrode nodes}} w_i \cdot U_i = Z c_j I_j - l_{E_j} V_j$$

where $l_{E_j}$ is the length (or area in a 2D electrode) of the $j^{th}$ electrode, $u_i$ is the voltage of the $i^{th}$ node under the $j^{th}$ electrode and $w_i$ is the weight of $u_i$ which is calculated from the mesh geometry (see section 3.8 for a 2D electrode). For a passive electrode the injected current is zero, i.e., $I_j = 0$. Therefore the electrode voltage is:

$$V_j = - \frac{\sum_{i=j \text{th electrode nodes}} w_i \cdot u_i}{l_{E_j}} = - \sum_{i=j \text{th electrode nodes}} \bar{w}_i \cdot u_i$$

(3.92)
where, \( \bar{w}_i \) is the normalized \( w_i \) with respect to the electrode length (or area). Hence, for a passive electrode the electrode voltage is a weighted average of the voltage of each node under the electrode. In general, the effect of the voltage of each node under the electrode on the electrode voltage is proportional to the total distance between that node and all of its neighboring nodes connected to the electrode ('electrode nodes'). The weights are normalized with respect to the electrode length.

For an active electrode, however, the relation between the electrode voltage and the node voltages would be:

\[
V_j = \frac{Zc_j I_j - \sum_{i=jth \text{ electrode nodes}} w_i \cdot u_i}{l_{E_j}} \approx \frac{Zc_j I_j - \sum_{i=jth \text{ electrode nodes}} \bar{w}_i \cdot u_i}{l_{E_j}} \quad (3.93)
\]

### 3.8 A 3D mesh having 2D boundary electrodes

The system matrix of a 3D mesh is calculated similar to the way the system matrix is calculated for a 2D mesh; because, all of the equations are same. For a 3D mesh, the matrix \( A_W \) is computed using the same integral in (3.89). However, here, the interpolation functions approximate the voltages of 3D elements having 3D positions for nodes. Hence, for the purpose of plotting, we require a 4-dimensional sketch. A 3D interpolation function could be imagined with the help of colors. For example, a 3D interpolation function for tetrahedral element can be imagined as a tetrahedron filled with colorful water. Using linear interpolation functions, the interpolation function for each node is one on the node and zero for its front base/face. The function values which are, here, imagined as colors would uniformly decrease from one to zero toward the front base through the height (see figure 3.7).

For the 3D case of equation (3.89), we are integrating a 3D interpolation function over each electrode which is a subset of the boundary surface. In fact, this electrode surface contains the whole side (face) of one or more boundary elements which are in
contact to the electrode. From section 3.3, we know that the value of the interpolation function for each node is one at that node and zero in other nodes in the front base/face; this statement is expressed in equation (3.94)

\[
\begin{align*}
\phi_A(P) &= 1, \\
\phi_A(P) &= 0, \quad P \in \Delta(P_B, P_C, P_D)
\end{align*}
\]  
(3.94)

where \(P_A, P_B, P_C\) and \(P_D\), are the four nodes of a tetrahedral element, and \(\Delta\) represents a triangle formed by the three (boundary) nodes \(P_B, P_C,\) and \(P_D\). Employing linear interpolation functions, the value of the interpolation function for each face of a 3D tetrahedral element only depends on the three nodes forming that face and does not depend on the corresponding node/vertex in front of that face (see figure 3.7). Considering this fact, the value of the interpolation function for any face of a tetrahedral element (such as the boundary face) can be written as 2D interpolation functions; hence, the value could be demonstrated as pyramids (see section 3.7). In a 3D boundary element, suppose that \(P_A\) is the node that is not in the boundary and \(P_B, P_C\) and \(P_D\) forms a 2D boundary element (triangle). Here, the intersection of the 3D interpolation function and the boundary surface is the pyramid shape function of
the 2D boundary element. Therefore, the interpolation function for the 2D boundary nodes are similar to figure 3.4.

The integral in equation (3.89) is taken over the electrode area which contains the boundary face of 3D boundary elements. The total interpolation function for each node would be the union of all interpolation functions associated to that node for all elements containing that node. Hence, the integral is actually for a pyramidal integrand having unit height in each electrode node and performed over a surface 2D region (union of boundary elements). In other words, the integral solution would be the volume of a unit height pyramid (similar to figure 3.4; however, for 3D, the integrals are taken over the element surface not over the edges).

From 3D geometry and Cavalieri’s principle we know that the volume of a pyramid is equal to one third of its height multiplied by the area of its base, i.e. \( V = \frac{1}{3} h \times A_{\text{base}} \). Thus, the weight of each node under the electrode in calculating the electrode voltage, i.e. voltage of the virtual node added to the mesh nodes for each electrode, is proportional to the total area of the region formed by this node together with those neighboring nodes under the electrode that are directly connected to this node.

Figure 3.8 shows a sample 3D mesh with tetrahedral elements having equal-size side faces under the boundary electrode. Supposed that the 3D mesh depicted in figure 3.8 is employed in the forward modelling for an EIT problem. The weight of each node under the electrode in the averaging process for computing the electrode voltage would then be proportional to the number of neighboring nodes connected directly to that node. However, as can be observed from the figure, the number of connected neighboring nodes is different for each node even if the node is inside the electrode boundary area. This would also affect the number of neighboring nodes under the electrode connected to a corner node or an edge node in the electrode boundary area. Hence, the electrode voltage, which is the weighted average of the voltages of the nodes under the electrode, depends on the connection structure used.
Figure 3.8: Different kinds of nodes on the boundary of a 3D mesh. Green regions are electrodes, gray regions are subregion of electrode and selected nodes are labeled by alphabetical letter in blue

for connecting nodes in a 3D mesh. In the following, some examples for different kinds of node underlaying the electrode in figure (3.8) are provided:

- Node A lies inside the electrode region. This node is connected to 8 neighboring nodes which form 8 triangular areas.

- Node B lies inside the electrode region. This node is connected to 4 neighboring nodes which form 4 triangular areas.

- Node C lies in the corner of the electrode region. This node is connected to 3 neighboring nodes underlaying the electrode which form 2 triangular areas under the electrode.

- Node D lies in the corner of the electrode region. This node is connected to 2 neighboring nodes underlaying the electrode which form 1 triangular areas.
under the electrode.

- Node E lies in the edge of the electrode region. This node is connected to 5 neighboring nodes underlaying the electrode which form 4 triangular areas under the electrode.

- Node F lies in the edge of the electrode region. This node is connected to 3 neighboring nodes underlaying the electrode which form 2 triangular areas under the electrode.

### 3.9 A 3D mesh having 1D line electrodes

In a simplified Complete Electrode Model of a 3D mesh, electrodes can be modelled as lines having zero width. In this case, the area of each electrode in the boundary surface is zero. Hence, the method mentioned in the previous section does not work. As stated previously, the interpolation function for each node on the boundary surface only depends on its neighboring node on the boundary and does not depend on the nodes inside the mesh (outside the boundary).

Hence, the interpolation function for each node on the boundary surface is a pyramid which is the union of all tetrahedral interpolation functions of this node for all elements containing this node. The integral in equation (3.89) is taken over each electrode, which is a line here, for the interpolation function of each node under the electrode. The intersection of the pyramid shape interpolation function for each node with the electrode line is a triangle having unit height and a base equal to that part of electrode line which has intersection with the base of the pyramid. In fact, the solution of the integral in (3.89) is the area under a triangle function that connects the node to its neighboring node toward the electrode path with value one at the node and zero for the neighboring nodes. The integral in (3.89) is, in this case, calculated
using the same way as the situation of a 2D mesh with complete electrode model which was stated in section 3.7 and demonstrated in figure 3.6.

3.10 Chapter Summary

In this chapter, first the 2\textsuperscript{D} problem was formulated and the boundary condition was derived correctly. Then, the complete electrode model added to the derived system matrix and the modification of the inverse problem was discussed. In the second part of the chapter, it was shown how the system matrix is constructed for two sample meshes. It was described how the electrode voltage is calculated as a weighted average of voltages of all nodes under the electrode. These weights are calculated based on the length or area of the intersection of the electrode and the interpolation function of each node. For 2D electrodes, the weight for each node is proportional to the area of the region which is formed by that node together with all of its neighboring nodes under the electrode that are directly connected to that node; the weights are normalized by the total area. For 1D electrodes, regardless of the type of the actual mesh (3D or 2D), the weight for each node is proportional to the summation of the distances between that node and its neighboring nodes under the electrode; the weights are normalized by the total length/area of the electrode.
Chapter 4

Validation

In this chapter, the 2D algorithm and code are validated. It is shown how the 2D solver modifies the 2D solution toward the 3D solution. First, it is shown that the 2D and 3D solvers work differently since the 2D solver employs 2D interpolation functions and the 3D solver employs 3D interpolation functions; hence, the solutions are not completely matched for a 2D mesh with a 'full 2D boundary'. It is also discussed that 3D solution is not completely reliable in comparisons because it varies by changing the element height in the 3D mesh while the 2D and 2D solutions are not dependent of the element height.

In consistent with the notation in figure 3.1, here, we denote $h$ as the height of electrodes, $H$ as the height of the domain where translational invariancy is assumed (the tank height) and $W$ as electrode width. In this chapter, the term 'gradients at a specific $z$ layer' refers to the difference between the node voltage under the adjacent passive electrodes (excluding the current drive electrodes) at that specific $z$ position while the 'measurements' refer to the difference between the voltage on adjacent passive electrodes.

First, assuming $H = h$, it is demonstrated that the set of 2D equations reduces to a simple 2D equation. Next, assuming $H = h = 1$, results of the 2D and 3D solver are compared at different layer in $z$-coordinate as well as at the electrode node. In
section 4.2, it is shown that by reducing the element height, the 3D solution changes. For a sample case of \( H = h = 1 \), it is shown that the difference between the 3D and 2D solution is reduced while the 2D solution is not a dependent of the 3D element height.

Next, in section 4.3, the terms of 2\textsubscript{D} solution are analyzed. It is demonstrated that the first term of the 2\textsubscript{D} is a normalized 2D solution with respect to the domain height, \( H \). Assuming \( H = h \), the normalized 2D solution is then compared to the 3D solution for different \( H \). In section 4.3.2, the 2\textsubscript{D} solution is compared to the 3D solution and the 2D solution for a sample mesh \((H = 2 \text{ and } h = 0.4)\). Lastly, the sources of errors which prevent a perfect match are discussed.

\section{4.1 Finding a 2\textsubscript{D} problem for comparison}

\subsection*{4.1.1 Analyzing the set of 2\textsubscript{D} equations}

Theoretically, solving the set of 2\textsubscript{D} equations (3.5) and taking the inverse Fourier of the result is equal to the 3D solution. Assuming \( h = H \), which means full height electrodes, the Fourier series of the current density, which is the right hand side of equation (3.22), reduces to a single non-zero coefficient at \( n = 0 \); hence, from the set of 2\textsubscript{D} equations expressed in (3.5), only the first equation remains which is expressed in (4.1) since the solution of higher order equations would be zero.

\[ \nabla_{2D} \cdot \sigma \nabla_{2D} V = \begin{cases} \frac{J_0}{H} & \text{under boundary} \\ 0 & \text{elsewhere} \end{cases} \quad (4.1) \]

In equation (4.1), \( V \) is the voltage in the mesh which is the solution to be calculated, \( \sigma \) is the conductivity, \( J_0 \) is the current density of the injected current under the electrode and \( \nabla_{2D} \) is the 2D gradient operator. Employing a unit height tank,
i.e. $H = 1$, equation (4.1) would be the Laplace equation for a 2D domain. Hence

the 2D solution which is itself theoretically equal to the 3D solution would be equal
to the 2D solution for this case.

To sum up, the 2D model is an equivalent model of a 3D model when $H = h = 1$. This means that, the 2D model is equivalent to a 3D tank having translational invariant conductivity with a unit height ($H = 1$), electrodes with full height ($H = h$); i.e., unit height electrode ($h = 1$), and a same base as the 2D model.

### 4.1.2 2D vs. 3D for H=h=1

CEM

Figure 4.1 shows the 2D and 3D model which are employed for solving the EIT problem. Based on the requirements for the 3D model discussed earlier, the 3D model is composed of multiple layers of the 2D model aligned in $z$-coordinate having unit height and unit height electrodes. In the 2D and 3D mesh, the element width ($\Delta w$) is equal to 0.05, which is equivalent to 32 layers in $xy$ plane in a circular model with unit radius; and in the 3D mesh, element height ($\Delta z$) is equal to 0.025, which is equivalent to 41 layers in $z$ direction in a tank with unit height (The 3D mesh is composed of 41 layers of identical 2D mesh).

For the model depicted in figure 4.1, a 16-electrode system is employed. The electrode width for this model is about 0.1 (0.0982); hence, the complete electrode model is employed.

Using opposite current pattern stimulation, the solution of an empty 2D model

and 3D model (tank) is calculated. Figure 4.2 shows the maximum relative difference

between the 2D solution and the solution of different layers of the 3D model ($\varepsilon(\%) = max_{xy}|V_{2D}^{CEM}(x, y) - V_{3D}^{CEM}(x, y, z)|$). From this figure, it is observed that the result

of the 3D forward solver for a 3D tank even with the full height electrodes is not
Figure 4.1: 2D and 3D mesh
Figure 4.2: Max relative difference between the 2D solution and 3D solution on different layers for the 3D mesh in figure 4.1 with 41 layers, \( H = h = 1 \). Complete Electrode Model. 

\[ \varepsilon(\%) = \max_{xy} |V_{2D}^{CEM}(x, y) - V_{3D}^{CEM}(x, y, z)| \]

completely constant since it bounces between two different values. Although the amount of difference is not large it could be significant. The maximum absolute error between the 2D and 3D (\( \varepsilon = |V_{2D} - V_{3D}| \)) is on the order of 0.012 while the mean of absolute error is on the order of \( 7 \times 10^{-5} \). If the difference voltages at electrode positions excluding the current drive electrode for different z-layers in 3D (gradients at different z-layers) are compared with the 2D gradient for all stimulation patterns, the plot would be a same plot as figure 4.2 with maximum of 0.273 % and minimum of 0.243 %.

**PEM**

If in the model depicted in figure 4.1, the point electrode model is employed (electrode width is zero; hence, for 3D mesh each electrode is a line with unit height), then the maximum relative difference between the 2D solution and the solution of different layers of the 3D model would be figure 4.3(left) in which the value of the relative difference at both ends is 25.7 %.
Figure 4.3: Max relative difference between the 2D and 3D on different layers for (left) solution (right) gradients. $H=h=1$ Point Electrode Model vs. line electrode in 3D. $\varepsilon(\%) = \max_{xy} |V(x, y) - V_{2D}^{PBM}(x, y)|$

Figure 4.3(right) shows maximum relative difference that occurs between the 2D gradients and 3D gradients at different layers. Gradients are important because an average of them forms the voltage measurements. Figure 4.3 shows that employing point electrode model leads to inaccurate solutions for nodes under the electrode especially at the vertical electrode ends or tank edges. This could be due to effects in the implementation of the line electrode model. However, this phenomena does not occur in the complete electrode model.

4.1.3 Comparing Electrode Voltages

As discussed previously, in a 3D mesh with the complete electrode model, the electrode voltage (the voltage of the virtual node assigned for each electrode) is a weighted average of the voltage of all nodes under the electrode. Figure 4.4 shows the difference between electrode voltages ($E_i$) of all stimulation pattern for the 2D and 3D model depicted in figure 4.1. Here, it is observed that the difference between the electrode voltages for 2D and 3D model is much smaller than the differences between the 2D solution and 3D solution in various layers in z-coordinate depicted in figure 4.2.
For example, the maximum relative difference reported in figure 4.2 is 1.18% and the minimum value for the same mesh is 0.88%; while the maximum relative difference of the electrode voltages between 3D and 2D is 0.19% for a mesh employing complete electrode model having electrode width $W = 0.1$. The electrode voltage in the 2D model is the voltage of only one z-layer under the electrode. However, for the 3D mesh, the voltage on each electrode is a weighted average of the voltage of all electrode nodes in different z-layers. The reason why the difference between the 2D solution and the average of voltages in different layers is lower than the difference between the 2D solution and each individual layer depicted in figure 4.2 is that for some layers the value of the difference is negative while for other layers this value is positive; hence, they cancel each other out. In addition, the error in the voltage of electrode nodes is less than the maximum error of the solution. Employing line electrodes in 3D and point electrode in 2D (electrode width is 0), the maximum relative difference of the electrode voltage is 1.2% (0.02). One possible explanation of this could be as a result of the end effect in implementation of line electrode in the
3D solver.

Comparing Measurements

Here, the measurements are defined as the actual measured (gradient) voltages; which are the difference voltages between adjacent passive electrodes. In other words, measurements are the difference voltages measured between those electrodes which are not driving current. For both the CEM and line electrode model, the maximum absolute error in the measurements between the 3D and 2D is on the order of $5 \times 10^{-5}$ (0.023 %). The difference between the measurement is much less than the electrode voltage because the maximum errors belong to the active electrodes and the voltage of active electrodes for each current pattern is not involved in the measurements. In addition, reducing the element size would result in lower value for this difference.

4.2 Variation of the 3D element height

Normally, it is expected that the 3D solution is more accurate than the 2D solution; hence, the 3D solution is considered as the reference solution. However, the 3D solution would also change with variation of the element height in the 3D mesh. Here, the variation of the 3D solution is investigated where a unit height tank is employed as the 3D model using different height for elements. For the 3D model, the element size and also the coordinates of the elements in the xy plane are fixed and equal to a 2D model. Using different number of layers for the z-coordinate in a unit height tank, the only parameter that changes is the element height.

4.2.1 Variations in the 3D solution

Figure 4.5 shows the relative difference between the 3D solutions calculated using different 3D mesh having different element height for three electrode heights ($h =$
Figure 4.5: Variations of 3D solution by changing element height $\Delta z$ compared to the last value plotted for different electrode height ($h$). $\varepsilon(\%) = \max[V_{3D}^{CEM}(\Delta z) - V_{3D}^{CEM}(\Delta z = \frac{1}{160})]$

{0.2, 0.5, 0.8}). For the purpose of comparison, the 3D solutions are compared to its last value which has the smallest element height ($\Delta z$). In this investigation, 32 layers used in xy plane in a circular model with unit radius which corresponds to $\Delta w = 0.05$. This figure demonstrates that the 3D forward solution changes when the element height is reduced. The number of layers in z-coordinate for the 3D mesh forms the x-axis of the plot which is equal to $\frac{H}{\Delta z}$.

4.2.2 Variations in the 3D-2D difference

In the case of unit height electrode ($h = 1$, $H = 1$), it is possible to compare the 3D solution directly with the 2D solution. In this case, the variation in measurements for a 3D mesh with $h = 1$ employing 40 z-layers with respect to the same 3D mesh employing 160 z-layers ($|\Delta V_{3D}(\Delta z = \frac{1}{40}) - \Delta V_{3D}(\Delta z = \frac{1}{160})|$) is 0.03% using line electrodes and 0.06% using a CEM with $W = 0.1$; here, the error in measurement is itself lower than the previous situation calculated for the whole 3D solution.

Figure 4.6 plots the difference between the 2D solution and the 3D solutions
Figure 4.6: Maximum relative difference in measurements between 2D and different 3D solutions calculated for a same 3D mesh with different element height ($\Delta z$) for Electrode Width ($W$) = 0, 0.1. $H = h = 1$, $\varepsilon(\%) = |\Delta V_{2D} - \Delta V_{3D}(\Delta z)|$

calculated for a same 3D mesh with different element height ($\Delta z$). Obviously, here, the 2D solution is constant since the 2D model is not dependent on $\Delta z$. Hence, in this case, it can be concluded that the 3D solution converges toward the 2D solution. In the case of line electrode modelling for the 3D mesh, it is observed that there is not much improvement by employing more z-layers than 60 z-layers while there still exists a small amount of error. However, for the 3D model with $W = 0.1$ the 3D solution keeps converging to the 2D solution. This again raises the issue that something might be wrong in the implementation of the line electrode in a 3D mesh.

4.3 The first term of $2\frac{1}{2}$D

This section aims to relieve the assumption of $H = 1$. By analyzing the $2\frac{1}{2}$D solution, a normalized 2D solution (normalized by the domain height $H$) is introduced; this makes it possible to consider more general cases where $H \neq 1$. 
4.3.1 Analysis of the terms of 2½D

In 2D models, the conductivity has a unit of $\Omega^{-1}$ while in 3D models the conductivity has a unit of $\frac{\Omega^{-1}}{m}$. Therefore, the 2D conductivity in a surface is equal to the conductivity of a 3D volume having unit height ($H=1$) and the same surface as base. In other word, in transforming any 3D conductivity into 2D conductivity for a 2D model, the equivalent 2D conductivity would be the 3D conductivity multiplied by the 3D domain height. Therefore, if same conductivity values are used for the 2D and 3D model, the 2D solutions should be divided by the 3D domain height.

Also, looking at equation (4.1) again which is written for a 3D model using full height electrodes $h = H$, we would understand that it is, in fact, the solution of a 2D model normalized by the domain height. Hence, the first term of the 2½D is a normalized 2D solution regardless of the electrode height.

The 2D forward solution is the result of a matrix inversion for calculating node voltages from the injected current which is expressed in (4.2).

$$V_{2D} = S^{-1} I$$  \hspace{1cm} (4.2)

where $S$ is the system matrix of the mesh, $I$ is the injected currents and $V_{2D}$ is the voltage of the nodes. The solution (voltage) of the forward problem using 2½D modelling is calculated by substituting the solution of equation (3.41) for each harmonic $n$ into the synthesis equation (3.2b). Doing this yields:

$$V_{2\frac{1}{2}D} = S'^{-1}_0 I_0 + \sum_{n=1}^{\infty} S'^{-1}_n I_n \cos\left(\frac{n\pi}{zm}z\right)$$ \hspace{1cm} (4.3)

where $S'_0$ is equal to the 2D system matrix $S$ because $S'_0 = S + \frac{\Omega}{zm} R$ according to (3.29); and $I_n$ together with $I_0$ are defined in (3.14). Substituting the current sequence results in:
\[ V_{2\frac{1}{2}D} = \frac{1}{H} S^{-1} I + \sum_{n=1}^{\infty} \frac{2}{n\pi h} \sin\left(\frac{n\pi h}{2z_m}\right) \cos\left(\frac{n\pi}{z_m} z\right) S'^{-1} I \]  

where \( S'_n \) is the 2D system matrix for the \( n \text{th} \) harmonic defined by (3.29) or more precisely later in (5.5), \( I \) is the injected current, \( V_{2\frac{1}{2}D} \) is the voltage of the nodes for the 2D model, \( z \) is the position in \( z \) coordinate where the solution is to be calculated and \( z_m \) is one half of the domain height, i.e. \( \frac{H}{2} \). Comparing equation (4.4) with (4.2) also shows that the first term of the 2D solution is the 2D solution normalized by the domain height as

\[ V_{2\frac{1}{2}D} = \frac{1}{H} V_{2D} + \sum_{n=1}^{\infty} \frac{2}{n\pi h} \sin\left(\frac{n\pi h}{2z_m}\right) \cos\left(\frac{n\pi}{z_m} z\right) S'^{-1} I \]  

4.3.2 Normalized 2D vs. 3D

The difference between the 2D and 3D model was illustrated in figure 4.2 and 4.3 which express that the voltage solution inside a 3D mesh is not constant along with \( z \) direction. Since the 2D solution is constant, it is clear that the 3D solution for a tank with full height electrodes varies at different \( z \)-layers. The variant difference could be as the result of closed end-surfaces in the unit height 3D tank specially in the case of point (line) electrode model; or in CEM, it could be due to the fact that for this specific meshing technique the nodes are symmetric decussately in \( z \)-layers. For example, for the model depicted in figure 4.1, an element of injected current density at \( z = 0.45 \) faces with a closed path at \( z = +0.5 \) while an element of current density faces equal paths at \( z = 0 \).

Figure 4.7 shows the maximum difference between the normalized 2D solution and the 3D solution for various tank height all having same element height for a 3D model with line electrodes. It demonstrates that the difference between the normalized 2D solution and the 3D solution reduces as the height of the tank increases. However,
when non-zero width electrodes are used in the model, the maximum difference between the normalized 2D solution (therefore, 2½D solution) and the 3D solution would not change by increasing the tank height.

4.4 2½D vs. 3D and 2D

The 2½D solution is calculated based on a 2D model for the purpose of reaching the 3D solution. Comparing the 2½D solution with the 3D solution and the 2D solution shows that 2½D method is successful in modifying the 2D solution toward the 3D
solution.

Figure 4.8(up) illustrates the voltages of the electrodes calculated by 3D, 2D, 2D/\(H\) (first term of 2\(\text{D/H}\)) and 2\(\text{D/H}\) modelling for the fourth stimulation pattern at different \(z\) layers for a 3D mesh containing 160 \(z\)-layers with height \(H = 2\) and electrode height \(h = 0.4\) employing line electrodes. This mesh is a sample mesh used for comparison without loss of generality (for \(H\)) which is used in the next investigations from this point. Figure 4.8(down) illustrates the measurement (gradients) voltage for the same mesh. In both figures, the 2\(\text{D/H}\) and the 3D solutions lie on top of each other (with a possible mismatch) while the 2D and the normalized 2D (first term of the 2\(\text{D/H}\)) solution are far from the 3D solution.

Figure 4.9 illustrates the voltages of the nodes at the electrode positions calculated by 3D and 2\(\text{D/H}\) modelling for the fourth stimulation pattern. These plots are not the voltage of (on) the electrodes; the plots are the voltages of the nodes under the electrodes at different \(z\) layers \((V_{\text{EI}}(z))\) for the same mesh. Figure 4.8(up) can be interpreted as a vertical cut (cross-section) of figure 4.9 at \(z = 0\). Both figures 4.8 and 4.9 confirm that the 2\(\text{D/H}\) solver is working well in modifying the 2D solution toward the 3D solution.

Figure 4.10 illustrates the difference between the 'gradient voltages at different \(z\)-layers' \((\Delta V_{\text{EI}}(z))\) calculated using 3D, 2D and 2\(\text{D/H}\) modelling. Here, the gradient voltages calculated for different \(z\)-layers (\(z\) position) refer to the difference voltages between adjacent nodes under the passive electrode at different \(z\)-layers (\(z\) position). The top-left figure shows the difference between the 3D and 2\(\text{D/H}\) at different \(z\)-layers. The figure at down shows the difference between the 3D and 2D; and the figure at top-right illustrates the difference between 3D and first term of 2\(\text{D/H}\). It can be observed from these figures that the error between the 3D and 2D solutions is much larger than the error between the 3D and 2\(\text{D/H}\) solutions. The large difference between the 3D and 2D solutions is due to the fact that the 2D solver employs a
Figure 4.8: Comparing 3D, 2D, 2D/H (first term of $2\frac{1}{2}$D) and $2\frac{1}{2}$D solutions for (up) electrode voltages and (down) measurements (adjacent difference electrode voltages), $H = 2$, $h = 0.4$, $n_{max} = 50$ and $\Delta z = \frac{2}{160}$ - PEM (line in 3D) ($W = 0$)
Figure 4.9: Comparing 3D and 2D solutions for nodes at electrode positions at different z-layers $V_{Ei}(z) - H = 2, h = 0.4, W = 0, \Delta z = \frac{2}{160}$ and $n_{max} = 50$.

2D mesh and does not have any information about the electrode height ($h$) and the tank Height ($H$). Improving this large difference is the goal of the 2D method given the electrode height ($h$) and tank Height ($H$) while still employing a 2D mesh. The small difference between the 3D and 2D in the top-right figure compared with the other two figures demonstrates how the 2D improves the 2D solution toward the 3D solution. Moreover, the small error in the top-left figure compared to the large error in the top-right figure, demonstrates how higher order 2D terms modify the solution of the first 2D term ($2D/H$) and improves the accuracy toward the 3D solution. The maximum relative error in the measurement voltages between the 3D and 2D is 0.42% (0.0009) for this case.
Figure 4.10: Difference between gradient at different z-layers for (left) 3D vs. 2½D (right) 3D vs. 2D/H (down)3D or 2½D vs. 2D, $H = 2$, $h = 0.4$, $n_{\text{max}} = 50$ for 2½D and $\Delta z = \frac{2}{160}$. $\varepsilon(\%) = |\Delta V^A_{Ei}(z) - \Delta V^B_{Ei}(z)|$
In CEM, the measurements are calculated as the difference between adjacent passive electrode voltage which is the voltage of the virtual node assigned for each electrode. The 2D solution is computed for a given z-layer (z position); hence, in 2D solution, the voltages at electrode position could be calculated (therefore, known) for each z, yet the 'electrode voltage' (voltage of the virtual node considered for each electrode) needs to be calculated the same way as it is calculated in the 3D model. Assigning a virtual node for each electrode and implementing the way the voltages are averaged under each electrode in complete electrode model express in section 3.9, the 'electrode voltage' for the 2D solution is calculated. Figure 4.11 shows the measurement voltages calculated by 3D, 2D and 2D modelling for a mesh with height $H = 2$, electrode height $h = 0.4$ and electrode width $W = 0.1$. Maximum relative error in the gradients is 3% (0.006) for this case.

4.5 Sources of Errors

As it is observed from figure 4.9, there exists a small difference between the 3D solution and 2D solution. This amount of difference might be from various sources which are discussed here.

4.5.1 3D Interpolation Function

From the result of the analysis illustrated in figure 4.5, it has been observed that the 3D solution itself changes by using different heights for 3D elements. This shows that the 3D solution improves as smaller element height is used while the 2D solution is not dependent on the 3D element height since the element height is not a parameter in the 2D method where a 2D model is employed. Figure 4.12 shows the difference between the measurement voltages calculated by 3D and 2D modelling using different element height for a unit radius mesh with 32 layers in the xy plane. It is observed
Figure 4.11: Comparing 3D, 2D, 2D/H (first term of $2^\frac{1}{2}D$) and $2^\frac{1}{2}D$ CEM solutions for (up) electrode voltages and (down) measurements - CEM ($W = 0.1$, $H = 2$, $h = 0.4$, $n_{max} = 50$ and $\Delta z = \frac{2}{160}$)
Figure 4.12: Maximum relative difference between the 3D and 2D measurements for different electrode height using different element height ($\Delta z$) or (number of z-layers) for $h = \{0.4, 1.0, 1.6\}$, $H=2$, $n_{max} = 50$

that the difference between the 3D and 2D solution is reduced (an small increment observed for $h = 0.2$ at $\Delta z = \frac{2}{160}$ could be due to instability). While the 2D solution is not dependent on the 3D element height it can be concluded that the 3D solution converges to the 2D solution.

The above mentioned error in the 3D solution can be due to truncation error in 3D interpolation functions since the 3D domain is segmented into a finite number of elements and nodes where inside each element the potential is approximated by linear shape functions.

### 4.5.2 Injected Current Pattern

For calculating the 2D boundary condition in equation (3.13), it is assumed that the injected current is uniformly distributed under active electrode; therefore, the injected current pattern (or current density) in z direction is a rectangular pulse which is constant under the electrode region and zero outside of the electrode region having an area equal to the current amplitude depicted in figure 4.13(left).
Figure 4.13: Distribution of current density (left) assumed for 2D (right) real 3D mesh with complete electrode model - \( \Delta z = \frac{2}{160} \) and electrode width \( W = 0.1 \)

However, an analysis for calculating the current density under the active electrode demonstrates that in the 3D mesh employing complete electrode model, the voltage is not constant under the electrode region. The procedure of calculating the current distribution in the boundary is expressed in Appendix B. Figure 4.13(right) shows the distribution pattern of the injected current density under the electrode for a 3D mesh using complete electrode model. As can be observed, the current distribution under the electrode is not constant for CEM.

4.5.3 2D-based Complete Electrode Modelling

Generally, the 2D solution is a 2D-based solution. This means that the system matrix of the 2D method is derived from the 2D system matrix and therefore it uses the 2D complete electrode complimentary elements (\( A_Z \), \( A_W \) and \( A_D \); refereing to chapter 3.4) in its system matrix keeping the same size as 2D; hence, only the relation in xy plane between the nodes under each electrode is modelled in constructing the system matrix. However, in a 3D mesh employing complete electrode model, the relationship of all of the nodes in different z-layers is modelled in the system matrix.
Figure 4.14: Comparing 3D and 2D solutions for nodes at electrode positions at different z-layers electrode width \((W) = 0.1\), \(H = 2\), \(h = 0.4\), \(\Delta z = \frac{2}{150}\) and \(n_{\text{max}} = 50\).

which is used to solve node voltages from injected current.

Figure 4.14 illustrates the voltages of the nodes at the electrode positions calculated by 3D and 2D modelling for the fourth stimulation pattern at different z layers for the same mesh as the experiment resulted in figure 4.9 (height \(H = 2\) and electrode height \(h = 0.4\)) this time with \(W = 0.1\). This figure is plotted for the center node under each electrode for both 3D and 2D. The difference between the 3D and 2D is less for the side nodes. Unlike the line electrode case, here, it is observed that the the 2D is not following the 3D solution attributes for each layer in z coordinate. However, taking the average of nodes under each electrode at different z-layer would result in much smaller difference in the electrode voltage and measurements.

In order to simulate the 3D complete electrode model for 2D completely, we
suggest that the average of the nodes under the electrode at different $z$-layer is calculated the same way as it is computed in 3D. However, this approach would not be a complete solution due to the following reasons:

1. The complete electrode modelling is not done completely inside of the system matrix. This means that due to employing 2D-based models only the relation between the nodes under the electrodes in $xy$ plane is considered inside the system matrix while the relation between the nodes under the electrodes in different $z$-layers is modelled after the 2D solution of all layers are calculated which would be a post processing approach.

2. The coefficients or the weights by which the voltages of the nodes under each electrode are averaged are unknown from the 2D solver point of view unless one constructs a 3D system matrix and a 3D mesh in order to find the weights. The situation gets worse when adding that these weights depend on the 3D meshing method, how each node is connected to its neighboring nodes, and on which type of the nodes the electrode ends lie in the boundary which seems to be random. Hence, a rule of thumb would be calculating the electrode voltage (voltage of the virtual node assigned for each electrode) from the 2D solution on each $z$-layer that electrodes lie, in which only the relation in $xy$ plane is considered; then treating these electrode voltages as a 3D mesh with line electrode since there is only one voltage for each $z$-layer; and average them using the weights for line electrode model which are: $[1, 2, \cdots, 2, 1]/2(t - 1)$ where $t$ is the number of assumed $z$-layers which lie under the electrode. Hence, another problem would be the number of $z$-layers in the 3D mesh which is another unknown from the the 2D solver points of view.

In addition, in imposing the complete electrode model for 2D equation in the same way done for the 2D mesh (see equation (3.58)), there was a assumption that the Kirchhoff's voltage law (KVL) is valid. Although this KVL is valid for the 2D and 3D situation, the validity should be further investigated in the 2D case since the
harmonic voltages are not real potentials. However, it seems that KVL and KCL are valid for harmonic voltages and currents.
Chapter 5

Implementation and Complementary Discussion

In this chapter the structure of the main modules which are developed to expand 2D capability to the EIDORS project are described. First, the 'fwd.solve' and 'calc.system_matrix' modules are explained. Next, it is shown how the speed of the algorithm can be improved by keeping the constant parts out of the 'for' loop. In section 5.3, it is discussed that how many terms are sufficient to be solved in order to satisfy a reasonable accuracy. The last section provides a comparison between the 3D solver and 2D solver memory and computation performance.

5.1 The Structure of Modules

The following modules were developed in order to append 2D FEM ability to the EIDORS project:

The 'fwd.solve' module is a module where the forward equation is solved. In this module, first, for each 2D partial differential equation, a system matrix is reconstructed. The module 'calc.system_matrix' calculates the system matrix for the
While

\[ n \leq n_{\text{max}} \]

END

Inverse Fourier

\[ V(n) \rightarrow V \]

\[ n \leftarrow n + 1 \]

Call:

\[ \text{calc-system-matrix} \]

\[ S(n) \]

Solve:

\[ V(n) = [S^{T}(n)]^{-1}(n) \]

**Figure 5.1:** Block diagram of the 'fwd.solve' module

entire mesh for each harmonic \( n \); which is explained later. Having the system matrix of each PDE's expressed in (3.5), a forward equation is solved for each spatial frequency in order to compute the nodal voltages from the driving currents. This procedure continues until the truncation point, \( n_{\text{max}} \), is reached or a sufficient number of equations are solved based on an error criterion; then, based on the synthesis equation (3.2b), the inverse Fourier transform of the nodal voltages is computed which forms the 2D forward solution. The block diagram of different stage of this module has been plotted in figure 5.1.

In order to calculate the voltages (or gradients) at any height, the solution of all harmonics is required. For computing the 2D solution at a different height, only the Fourier summation is required to be performed again for the new \( z \). Therefore, the output of the module could be extended to calculate the average of the voltage of all nodes under each electrode without solving extra equations.

The 'calc-system-matrix' module, calculates the 2D system matrix of the entire mesh based on the harmonic number \( n \), the parameter \( z_{m} \), i.e. one half of the domain
height, and the position of the nodes. In this work, the system matrix for the entire mesh is computed by calculating the local system matrix for each element and construct a connectivity matrix for the entire mesh based on the connectivity map of the elements. When the local system matrices are all calculated, then the system matrix for the entire mesh is computed by equation (3.42) which is written again here:

$$ S'(n) = C^T S'_E(n) \Sigma C $$

(5.1)

where $S'_E \Sigma$ is a diagonal concatenation of local system matrices, $S^{rk}$, in which the conductivity of each element is also included (see in chapter 3), $C$ is connectivity map matrix and 'T' represents the transpose operation. The 2D system matrix $S'$ is a function of the spatial frequency $(\frac{n\pi}{z_m})$. The local sensitivity matrix for each element is constructed by the 'calc_local_stiffness_matrix' and the connectivity map is the relation between the node index inside each element and the general node index for the entire mesh. The block diagram of different stage of this module is plotted in figure (5.2).

In the 'calc_local_stiffness_matrix' module, the matrix $S^{rk}$ is calculated for each element based on the solution of the integrals expressed in (3.29) given the following parameters: '$n$', '$z_m$', and the nodal position of that element. The details of computing the integral is expressed in chapter 3 and appendix A.

$$ S^{rk}_{ij} = S^k_{ij} + \left( \frac{n\pi}{z_m} \right)^2 R^k_{ij} = \int_{E_k} \nabla \phi_i \cdot \nabla \phi_j + \left( \frac{n\pi}{z_m} \right)^2 \phi_i \phi_j \, d\Omega $$

(5.2)

### 5.2 Improving the Speed of the Algorithm

The 2D local system matrix, $S^{rk}$, consists of two parts which is expressed again in (5.2). The first part is the matrix $S^k$ which is easy to be calculated since for linear
interpolating functions, $\phi_i$, the gradients are constant over the integral. However, calculating $R^k$, the second part, is more difficult and requires computing the integrals of the following integrands for all elements of the whole mesh which are taken over each element separately: $x$, $y$, $x^2$, $xy$, $y^2$. Yet, both $S^k$ and $R^k$ are not dependent of the spatial frequency $n \frac{\pi}{z_m}$ and are constant for a certain element geometry. In other words, for each harmonic $n$, only the coefficient of the local residual matrix $R^k$ is a dependent of $n$ and $z_m$; therefore, a residual matrix $R$ for the entire mesh could also be constructed from all local residual matrices, $R^k$, and the connectivity matrix the same way mentioned previously in (3.42) for the $S'$ (or $S$) as:

$$R = C^T R_E \Sigma C$$

(5.3)
where $R_E \Sigma$ is a diagonal concatenation of local Residual matrices, $R^k$ including the conductivity of each element. The proof of the previous argument is based on substituting equation (5.2) into equation (5.1) and taking the summation outside of the multiplication. By doing this, the following expression is derived for the system matrix of a 2D problem for each harmonic $n$:

$$S'(n) = C^T S_E \Sigma C + \left(\frac{n\pi}{zm}\right)^2 (C^T R_E \Sigma C)$$  \hspace{1cm} (5.4)$$

The first matrix term in equation (5.4) is a normal 2D systems matrix, $S$, and the second matrix term excluding the scalar coefficient was defined as $R$ in (5.3) called 'Residual' matrix. Due to the fact that the residual matrix itself is independent of the harmonic $n$, it could be calculated only once for the whole 2D set of equations and added to the 2D system matrix each time for a harmonic number $n$.

In summary, the 2D system matrix of the entire mesh for each equation (or harmonic) would be calculated as:

$$S'(n) = S + \left(\frac{n\pi}{zm}\right)^2 R$$  \hspace{1cm} (5.5)$$

where $S$ is the 2D system matrix and $R$ represents the additional term in the 2D model; both of which are constant and only depend on the position of the nodes in the mesh geometry. Hence, the running time of the 2D method after algorithm rearrangement would be equal to the running time of one 2D module plus the running time for solving extra forward equations, expressed in (3.41), having the same dimension as the 2D problem for the non-zero harmonic terms, plus the time for calculating the residual matrix ($t_R$) as well as the inverse Fourier transform ($t_{IFT}$).

$$t_{2D} = t_{2D} + n_{max} \times t_{2D-size \text{ Forward-Solve}} + t_R + t_{IFT}$$  \hspace{1cm} (5.6)$$
The running time of the $2\frac{1}{2}$D method without the algorithm rearrangement would be:

$$t_{2\frac{1}{2}D} = (n_{max} + 1) \times (t_{2D-size\ Forward\ Solve} + t_R) + t_{IFT} \quad (5.7)$$

Finally, the new block diagram of the 'fwd.solve' would be as figure 5.3. The 'calc_residual_matrix' module would be the same as the 'calc_system_matrix' in $2\frac{1}{2}$D; yet, the only difference is the change in variable label from $S'$ to $R$ which is clearly not a change in the algorithm. In this case, the 'calc_local_stiffness_matrix' module would only calculate the residual part of the local system matrix excluding the coefficient which is:

$$R_{ij}^k = \int_{E_k} \phi_i \phi_j \, d\Omega \quad (5.8)$$
5.3 How Many Terms Are Needed?

The number of equations sufficient to be solved for the 2D solution with an acceptable accuracy differs depending on the problem parameters such as the electrode height \( h \) and the domain height \( H \). Substituting equation (5.5) into equation (4.4) results in the more complete equation written in (5.9). Here, as \( n \) increases, the driven currents \( I \) in the nominator decrease by a 'sinc' function pattern while the system matrix increases in the denominator (inverse) by the \( n^2 \) coefficient.

\[
V_{2D} = \frac{1}{H} S^{-1} I + \sum_{n=1}^{\infty} \frac{2}{n\pi h} \sin \left( \frac{n\pi h}{2z_m} \right) \cos \left( \frac{n\pi z}{2z_m} \right) (S + \left( \frac{n\pi}{2z_m} \right)^2 R)^{-1} I \tag{5.9}
\]

Simulation results show that even 4 terms are sufficient for gradients considering 1% accuracy for a mesh with \( H = 2 \) (Height is 2 times the radius). Figure 5.4 illustrates the maximum relative error in measurements introduced if the summation of harmonics is truncated at \( n_{\text{max}} \). It can be observed from this plot that for greater \( \frac{h}{H} \) values, the truncation point is smaller and 3 terms are sufficient. In this analysis, the error \( \epsilon \) is calculated by equation (5.10) where \( MAX \) should tend to positive infinity \((+\infty)\); however, for the purpose of stimulation \( MAX = 100 \) is used.

\[
\epsilon(\%) = \max \left( \frac{\sum_{n=0}^{MAX} V_n \cos \left( \frac{n\pi z}{2z_m} \right) - \sum_{n=0}^{n_{\text{max}}} V_n \cos \left( \frac{n\pi z}{2z_m} \right)}{\sum_{n=0}^{MAX} V_n \cos \left( \frac{n\pi z}{2z_m} \right)} \right)
= \max \left( \frac{\sum_{n=N_{\text{max}}+1}^{MAX} V_n \cos \left( \frac{n\pi z}{2z_m} \right)}{\sum_{n=0}^{MAX} V_n \cos \left( \frac{n\pi z}{2z_m} \right)} \right) \tag{5.10}
\]

After the 4th term, mostly the harmonic voltage under the active electrodes is considerable and other harmonic voltages are approximately zero. As it was discussed previously, the voltage on the active electrodes is not counted in measurements. Figure 5.5 illustrates the maximum relative error in electrode voltage introduced if the
Figure 5.4: Max relative error in measurements introduced if the summation is truncated at $n_{max}$.

If the summation of harmonics is truncated at $n_{max}$. Unlike the plot for the measurements, here, the plots which are for the electrode voltage decay slowly as $n_{max}$ increases. Therefore, for those applications that consider the active electrode voltage in the measurements, or require its value, the truncation point of the series is higher. The fluctuations on the plot are due to the fact that the value of the series at $n_{max} = 100$ is used as a reference for calculation of the error while the value at $\infty$ should be used for this purpose and also it can be due to the rippling nature of the 'sinc' function. The 'sinc' ripples are more obvious in the un-averaged node voltages and become wider (as seen in the figure) when averaged over the electrode length for CEM implementation.

When the height of the electrodes, $h$, is small compared to the height of the domain height $H$, the voltages under the electrode is approximately constant; hence the electrode voltage could be approximated as the voltage of the node at $z = 0$. As
the $h/H$ ratio reaches 1, harmonic voltages vanish faster by increment of $n$; hence the truncation point of the series, $n_{\text{max}}$, does not increase. However, in this case, the voltage under the electrodes for the 3D model at different heights is not constant; hence, it is required to completely calculate the 2D solution for all positions under the electrode and average the voltages of different z-layers which was mentioned earlier. This is due to the fact that the current is not distributed homogeneously over the surface of the electrode in a 3D CEM which is more realizable when the height of the electrode is comparable to the height of the domain. Table 5.1 lists the truncation point for different $H/r$ given 1% accuracy; where $r$ is the radius of the cylindrical tank. The truncation point is greater for larger $H/r$ and lower for smaller $H/r$.
<table>
<thead>
<tr>
<th>$\frac{H}{r}$</th>
<th>2</th>
<th>$\frac{H}{r}$</th>
<th>4</th>
<th>$\frac{H}{r}$</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{h}{H}$</td>
<td></td>
<td>$\frac{h}{H}$</td>
<td></td>
<td>$\frac{h}{H}$</td>
<td></td>
</tr>
<tr>
<td>(0.025, 0.05, 0.1)</td>
<td>3</td>
<td>(0.025)</td>
<td>7</td>
<td>(0.025)</td>
<td>13</td>
</tr>
<tr>
<td>(&gt; 0.1)</td>
<td>2</td>
<td>(0.05)</td>
<td>6</td>
<td>(0.05)</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.1)</td>
<td>5</td>
<td>(≥ 0.1)</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(≥ 0.2)</td>
<td>3</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.1: Truncation point ($n_{\text{max}}$) for different Tank Height to radius ratio ($H/r$) and electrode height to Tank Height ratio ($h/H$) given 1% accuracy in measurements

5.4 What we gained

5.4.1 Memory Performance

Compared to the 2D modelling, the 2½D modelling offers better accuracy while it requires solving more equations or matrix inversions. One the other hand, the computational complexity of the 2½D, is extraordinarily less than the 3D modelling while the accuracy is almost same.

For a same model, the 2½D solver requires as many elements and nodes as the 2D mesh; while the 3D model requires many more elements and memory. Assuming employing a 3D mesh consisting of $M$ slices (z-layer) of a typical 2D mesh, the whole 3D mesh would then contain $M$ times as many nodes as the 2D mesh nodes and $3(M-1)$ times as many elements as the 2D mesh elements. Then, the system matrix of the 3D mesh contains $M^2$ times elements as the 2D system matrix. Also, the 3D sensitivity matrix contains $3(M-1)$ times as many elements as the 2D sensitivity matrix. However, the matrix to be inverted in the inverse problem for the 3D model contains $9(M-1)^2$ times element as the 2D case. This comparison can be shown as the following where $[\text{Matrix}]_{a \times b}$ represents a matrix with $a$ rows and $b$ columns, $K$ is the number of elements, $N$ is the number of nodes in the mesh, and $M$ is the number of z-layers (slices in z).
Mesh Structure:

\[\begin{align*}
&[2^{1/2}_D : \text{Mesh.Nodes}]_{N \times 2} \quad \text{vs.} \quad [3^D : \text{Mesh.Nodes}]_{MN \times 3} \\
&[2^{1/2}_D : \text{Mesh.Elements}]_{K \times 3} \quad \text{vs.} \quad [3^D : \text{Mesh.Nodes}]_{3(M-1)K \times 4}
\end{align*}\]

System Matrix:

\[\begin{align*}
&S_{2^{1/2}_D}^{N \times N} \quad \text{vs.} \quad S_{3^D}^{MN \times MN}
\end{align*}\]

Sensitivity Matrix:

\[\begin{align*}
&[H_{2^{1/2}_D}^{-1}]_{K \times (\text{number of measurements})} \quad \text{vs.} \quad [H_{3^D}^{-1}]_{3(M-1)K \times (\text{number of measurements})}
\end{align*}\]

Matrix Inversion at the Inverse Problem:

\[\begin{align*}
&[(H^T WH)^{-1}]_{2^{1/2}_D}^{K \times K} \quad \text{vs.} \quad [(H^T WH)^{-1}]_{3(M-1)K \times 3(M-1)K}
\end{align*}\]

Matrix Inversion at the Forward Problem:

\[\begin{align*}
&S_{2^{1/2}_D}^{-1}^{N \times N} \quad \text{vs.} \quad S_{3^D}^{-1}^{MN \times MN}
\end{align*}\]

For example, a typical 2D mesh contains 2,113 nodes and 4,094 elements. The 3D mesh which employs 61 slices of the 2D mesh as its base would then contain 61 times nodes, i.e., 128,893, and 180 times as many elements, i.e., 736,920. Then, the system matrix of the 3D mesh is 61\times61 = 3,681 times larger than the 2D system matrix; hence, the 3D forward problem involves inversion of a 3,681 times larger matrix. For this specific example, the number of non-zero elements in the 2\textsuperscript{1/2}D system matrix is: 14,529 (0.32%) and in 3D system matrix is: 1,884,789 (0.011%); therefore, the effective ratio of the element density between the sparse system matrices is: 130 for this specific case. The 3D sensitivity matrix would be 180 times larger than the 2D sensitivity matrix and the 3D problem involves inversion of a 32,400 times larger matrix than the 2D.

Therefore, the trade-off for the 2\textsuperscript{1/2}D forward problem is that: onetime inversion of a \(M^2\) times larger matrix vs. multiple inversion of a much smaller matrix while
maintaining a reasonable accuracy. As discussed in the previous section, the number of inversions could be as few as 5; or at most 10. The trade of for the $2^D$ inverse problem is: onetime calculation and inversion of a $9(M - 1)^2$ times larger matrix vs. multiple calculation of a much smaller matrix yet one time inversion of that.

5.4.2 Time Performance

As an example, for a typical 3D mesh with 161 z-layers having around 2 million elements (1,966,080) compared with a 3D mesh with about 0.8 million elements (737,280) depicted in figure 4.1 (see chapter 4), a typical calculation time of system matrix construction and matrix inversion in the forward solver is presented in table 5.2. This running time is calculated using 'tic' and 'toc' command of Matlab in a computer with the following specifications: Intel Xeon(R) CPU X5550 @ 2.67 GHz and 64 GBytes of RAM.

The running time for "System Matrix Construction" was measured as the running time required for the line # 24 of the 'aa_fwd.solve.m' module in EIDORS which executes the 'aa_calc_system_mat.m' module. This line is written with the tic toc command as:

\[
\begin{align*}
\text{t.handle} & = \text{tic}; \\
24 \quad \text{s.mat} & = \text{calc_system_mat( fwd.model, img );} \\
\text{toc(t.handle)} & 
\end{align*}
\]
Furthermore, the running time for "Forward Matrix Inversion" was measured as the running time of the line # 32 of the the 'aa_fwd_solve.m' module which operates the 'forward_solver' function for computing the matrix inversion. This line is written with the tic toc command as:

\[
t_{\text{handle}} = \text{tic}; \\
32 \quad v(\text{idx}, :) = \text{forward_solver}(s.\text{mat}.E(\text{idx}, \text{idx}), pp.\text{QQ}(\text{idx}, :) , \text{tol}); \\
\text{toc}(t_{\text{handle}})
\]

Finally, the running time for "Total Forward Solver" was measured as the running time of the the 'fwd_solve.m' module which operates all required calculations for solving the forward problem on the mesh including system matrix construction and inversion but not limited to them. The following line together with the tic toc command measures this time:

\[
t_{\text{handle}} = \text{tic}; \\
\text{inh.data.3d} = \text{fwd_solve}(\text{sim.img.3d}); \\
\text{toc}(t_{\text{handle}})
\]

where the 'sim.img.3d' contains the 3D inverse model structure which includes the 3D 'fwd.model', 3D mesh node positions, elements definitions (node connections), element conductivities, electrode model information, the stimulated current pattern, etc according the EIDORS 'fwd.models'\(^1\) or 'mk.image' module.

On the other hand, for the 2D method with a 2D mesh with 4,096 elements depicted in figure 4.1, the calculation time of matrix reconstruction and matrix inversion is presented in table 5.3. The running time varies in a narrow range depending on the number of zero elements in the system or residual matrix. The performance ratio could be approximated as 15 ~ 50 (15 when using 61 z-layers and 50 when using 161 z-layers).

\(^1\)http://eidors3d.sourceforge.net/tutorial/EIDORS.basics/tutorial010.shtml
<table>
<thead>
<tr>
<th>Process description</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>2D System Matrix Construction (S):</td>
<td>0.16 sec</td>
</tr>
<tr>
<td>Residual Matrix Construction (R):</td>
<td>5.0 sec</td>
</tr>
<tr>
<td>Inversion time for each harmonic:</td>
<td>0.025 sec</td>
</tr>
<tr>
<td>Total (average for 5 terms):</td>
<td>5.3 sec</td>
</tr>
</tbody>
</table>

Table 5.3: Time performance for 2D

Normally, it is expected that the result of the 3D algorithm using 161 layers along the z-axis is more accurate than the result of the 3D algorithm for the same mesh employing 61 z-layers. In chapter 4, it was shown that the results of the 3D algorithm employing 161 z-layer is closer to the 2D solution which does not depend on the number of z-layers. The 2D solution requires a specific amount of time regardless of the number of z-layers. On the other hand, the 3D solution is improved while its running time increases by employing more z-layers. In summary, the more layers used for the 3D solver results in a better accuracy between the 3D and 2D while taking more time and leading to a higher running time performance ratio between the 2D and 3D. Here, the implemented algorithm for calculating the residual matrix is not computationally efficient which makes the calculation time of the residual matrix to be dominant. A more efficient residual calculation algorithm could potentially increase the 2D time performance significantly.

For the 2D, the running time of the "2D System Matrix Construction (S)" was measured the same way as the "System Matrix Construction" for the 3D case; this time is the calculation time required for operating the line # 24 of the 'aa_fwd_solve.m' module in EIDORS using a 2D mesh which executes the 'aa_calc_system_mat.m' module. However, in our modified modules 'aa_fwd_solve_modif.m', this line is written with the tic toc command as:
Similarly, the running time for "Residual Matrix Construction (R)" was measured as the time required for calculation of the line # 19 in our modified 'aa_fwd_solve_modif.m' module which executes the 'nb_calc_system_mat.m' module to calculate the higher order $2^D$ terms. This line is written with the tic toc command as:

```matlab
18 t.handle = tic;
19 s.mat_new = calc_system_mat( fwd_model, img );
20 toc(t.handle)
```

where, unlike the previous cases, the 'fwd_model.system_mat' parameter is set to 'nb_calc_system_mat'.

Furthermore the running time for "Inversion time for each harmonic" was measured as the time required for calculating the following line of our modified 'aa_fwd_solve_modif.m' module which operates the 'forward_solver' function for computing the matrix inversion. This line is written with the tic toc command as:

```matlab
76 t.handle = tic;
77 v(idx,:) = forward_solver( s.mat.E(idx,idx), coef * pp.QQ(idx,:) , tol); // NBA
78 toc(t.handle)
```

Finally, the "Total (average for 5 terms)" running time was measured as the time required for calculating the following line of our developed module 'nb_fwd_solve_new' which is written based on the algorithm explained in section 5.2. The time is an average of the measured running time for different value of $h/H$. This running time can also be calculated using the formula provided in equation (5.6).
where the 'sim_img.25d' contains the 2D forward model structure which includes the 2D 'fwd_model', 2D mesh node positions, elements definitions (node connections), element conductivities, electrode model information, the stimulated current pattern, etc according the EIDORS 'fwd.models'\(^2\) or 'mk.image' module.

Figure 5.6 shows the running time measured for the 3D forward solver employing different 3D mesh with different number of layers in \(z\) and \(xy\) (circles). The values are an average for three different electrode height over tank height ratio \((h/H)\).

\(^2\)http://eidors3d.sourceforge.net/tutorial/EIDORS.basics/tutorial010.shtml
The number of nodes and elements required for each 3D mesh is listed in Table 5.4.

Figure 5.7 shows the running time measured for the 2D forward solver employing different 2D mesh with different number of layers in xy (circles). The figure shows how employing more xy-layers increases the 2D running time. The number of nodes and elements required for each 2D mesh is listed in Table 5.5.

Figure 5.8 illustrates the 3D/2D time performance ratio calculated for different number of layers in z and xy (circles) from the measured time shown in the previous two figures. The values are an average for three different electrode height over tank height ratio (h/H). The figure demonstrates how employing more layers significantly increases the 3D/2D time performance ratio while the accuracy of the 3D solution
Figure 5.7: Running time for $2^D$ - h is electrode height and $H=2$ is tank height

Figure 5.8: $3D/2^D$ Time Performance ratio - N_circ is the number of circles (xy-layers)
improves.
Chapter 6

Conclusions and Future Works

6.1 Summary and Conclusion

In this work, a 2D finite element method was applied to the EIT problem considering complete electrode modelling. The correct boundary condition was derived from the original 3D boundary equation and tested. The complete electrode model assigns more than one node for each electrode and introduces a parameter for electrode-skin contact impedance to model the relation between the electrode node and nodes under the electrode.

A key conclusion of this work is: compared to the 3D modelling, the 2D offers better memory performance (200-400 times less elements) and much less calculation complexity as well as the calculation time (about 15-50 times less while the algorithm for residual matrix calculation is not efficient, see figure 5.8). It was also concluded that using more layers in 3D such as $\Delta z = \frac{2}{160}$ provides better accuracy for the 3D solution. On the other hand, compared to the 2D modelling, the 2D provides more accurate results due to the fact that it accounts for the 3D current source geometry and off-slice currents.

In addition, in section 2.9 a brief literature review on the 2.5D methods was provided where it was described how the term "2.5D" is used differently by different
authors. It was concluded that the 2D finite element for EIT problem differs by
the problem shape as well as the boundary conditions and modelling. For applica-
tions of EIT in medical imaging, it can be concluded that the skin-electrode contact
impedance is more important than for applications in process tomography. In chap-
ter 3, a complete process of 2D finite element modelling was explained. In the second
part of chapter 3, it was demonstrated how the system matrix is constructed in com-
plete electrode modelling. It was concluded that the electrode voltage is a weighted
average of voltages of all nodes under the electrode. These weights are calculated
based on the length or area of the intersection of the electrode and the interpolation
function of each node. For 2D electrodes, the weight for each node is proportional to
the area of the region which is formed by that node together with all of its neighboring
nodes under the electrode that are directly connected to that node; the weights are
normalized by the total area. For 1D electrodes, regardless of the type of the actual
mesh (whether 3D or 2D), the weight for each node is proportional to the summation
of the distances between that node and its neighboring nodes under the electrode;
the weights are normalized by the total length.

In chapter 4, we demonstrated that the 2D solver successfully modifies the 2D
solution toward the 3D solution. In addition, it was concluded that the 2D and 3D
solvers work differently since the 2D solver employs 2D interpolation functions and the
3D solver employs 3D interpolation functions; hence, the solution are not completely
matched for a 2D mesh and a 3D mesh with a full 2D boundary. The chapter
demonstrates that the developed modules work well in modifying the 2D solution
toward the 3D solution. Since the 2D employs a 2D FE mesh and 2D interpolation
functions, a small amount of difference is introduced which decreases with element
density.
In chapter 5, the structure of the developed modules was explained. It was concluded that it is possible to improve the speed of the algorithm by keeping the calculations that are independent of \( n \) and \( z_m \) out of the loop. In other words, it is not necessary to calculate the system matrix and the residual matrix for all PDEs since these matrices only depend on the geometry of the mesh. An analysis on how many terms are required for calculating the 2D shows that for a mesh with height equal to 2 (\( H = 2 \) times radius), 4 terms are sufficient for achieving 1% accuracy in measurements. The truncation point is greater for longer meshes and lower for shorter meshes. Finally, a description of the memory and computation performance of the 2D and 3D solver was provided.

6.2 Future Works

6.2.1 Assuming Symmetric Conductivity

In this section we start an investigations on the assumption of the symmetric conductivity. In general, for having a symmetric voltage around the \( z = 0 \) plane, it is only required to have symmetric conductivities as well as the boundary condition. From this point, we assume that we have 3D conductivity yet symmetric around \( z = 0 \) plane. Putting this conductivity into the Laplace equation (3.3), would result into the following equation instead of equation (3.4):

\[
\sum_{n=0}^{\infty} \left\{ \nabla_{2D} \cdot [\sigma(x, y, z)\nabla_{2D}V_n(x, y)] - \sigma(x, y, z)\left(\frac{n\pi}{z_m}\right)^2V_n(x, y) \right\} \cos\left(\frac{n\pi}{z_m}z\right) \\
- \left[ \frac{n\pi}{z_m} \frac{\partial\sigma(x, y, z)}{\partial z}V_n(x, y) \right] \sin\left(\frac{n\pi}{z_m}z\right) = 0
\]

(6.1)

where the variables are the same as chapter 3. This equation is valid for all values of \( n \). Considering the orthogonality of cosines and sinusoids, both sides of equation must
be zero; hence, the coefficient of 'cos' and 'sin' terms must be independently zero. However, before forcing the 'sin' terms to be zero it is required to apply the symmetric property of the conductivity. Assuming symmetric conductivity it is possible to write the 3D conductivity in the form of Fourier cosine terms as

$$\sigma(x, y, z) = \sum_{m=0}^{\infty} \sigma_m(x, y) \cos\left(\frac{m\pi}{z_m}z\right)$$  \hspace{1cm} (6.2)

where $\sigma_m(x, y)$ is the $m^{th}$ Fourier coefficient of the conductivity. Substituting equation (6.2) into equation (6.1) would result in the following expression:

$$\sum_{n=0}^{\infty} \left\{ \nabla_{2D} \cdot [\sigma(x, y, z)\nabla_{2D}V_n(x, y)] - \sigma(x, y, z)(\frac{n\pi}{z_m})^2V_n(x, y) \right\} \cos(\frac{n\pi}{z_m}z)$$

$$- \left[ \frac{n\pi}{z_m} \left( \sum_{m=0}^{\infty} - \frac{m\pi}{z_m} \sigma_m(x, y) \sin\left(\frac{m\pi}{z_m}z\right) \right) V_n(x, y) \right] \sin(\frac{n\pi}{z_m}z) \right\} = 0 \hspace{1cm} (6.3)$$

The outer coefficients of the inner 'sin' term contain another sinusoid term. The multiplication of these two sinusoid results into two cosine terms by the following identity in (6.4a):

$$\sin\left(\frac{m\pi}{z_m}z\right)\sin\left(\frac{n\pi}{z_m}z\right) = -\frac{1}{2}[\cos\left(\frac{(n + m)\pi}{z_m}z\right) - \cos\left(\frac{(n - m)\pi}{z_m}z\right)] \hspace{1cm} (6.4a)$$

$$\cos\left(\frac{m\pi}{z_m}z\right)\cos\left(\frac{n\pi}{z_m}z\right) = \frac{1}{2} [\cos\left(\frac{(n + m)\pi}{z_m}z\right) + \cos\left(\frac{(n - m)\pi}{z_m}z\right)] \hspace{1cm} (6.4b)$$

The resulted cosine terms for the multiplication of two 'sin' terms are then absorbed into the 'cos' part of equation (6.3). This could be also written as a sort of convolution between the voltage and conductivity. Furthermore, it is possible to substitute the conductivity in the 'cos' part of equation (6.3) by its cosine Fourier transform in
equation (6.2). Doing this for the cosine part yields:

\[
\sum_{m=0}^{\infty} \left\{ [\nabla_{2D} \cdot \left( \sum_{m=0}^{\infty} \sigma_m(x, y) \cos \left( \frac{m\pi}{z_m} z \right) \right) \nabla_{2D} V_n(x, y)] - \right. \\
\left. \left( \sum_{m=0}^{\infty} \sigma_m(x, y) \cos \left( \frac{m\pi}{z_m} z \right) \right) (\frac{n\pi}{z_m})^2 V_n(x, y) \right\} \cos \left( \frac{n\pi}{z_m} z \right)
\]

This expression which has been written for the cosine part of equation (6.1) could be simplified to

\[
\sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \cos \left( \frac{m\pi}{z_m} z \right) \left\{ [\nabla_{2D} \cdot [\sigma_m(x, y) \nabla_{2D} V_n(x, y)] - \sigma_m(x, y)n(n + m)(\frac{\pi}{z_m})^2 V_n(x, y)] \right\} \cos \left( \frac{n\pi}{z_m} z \right)
\]

Here, again the multiplication of the two cosine terms using the identity expressed in (6.4b) results in two separate cosine terms which could be written in the form of convolution. Putting the cosine part and the new form of the sinusoid part (which is written in the form of substraction of two cosine terms) together results in:

\[
\sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \left\{ \nabla_{2D} \cdot [\sigma_m(x, y) \nabla_{2D} V_n(x, y)] - \sigma_m(x, y)n(n + m)(\frac{\pi}{z_m})^2 V_n(x, y) \right\} \cos \left( \frac{m\pi}{z_m} z \right)
\]

Finally, this equation must be valid for all values of \( n \). After rewriting equation (6.7) in the form of a single summation with a single summation index, both sides of the equation must be zero due to the orthogonality of cosines and sinusoids; hence, the coefficient of 'cos' and 'sin' terms must be independently zero. Forcing the cosine terms to zero results in a set of \( 2^D \) equation for the case of symmetric conductivity. Forcing any possible remaining sinusoid term to zero yields some possible
additional conditions to the 2D set of equations.

### 6.2.2 Windowing the Injected Current

In chapter 4 section 4.5.2, it was discussed that the current under the electrode in a 3D model with CEM is not constant along with the z direction (see figure 4.13). However, for modelling the 2D boundary current, it was assumed that the current is uniformly distributed along the z coordinate. Figure 4.14 shows that voltage under the electrode nodes in a 3D model is approximately uniform while the current density is not uniform and demonstrates a concave pattern; In contrast, the injected current for the 2D is modelled uniformly while the results show a convex pattern in voltage. This difference in the modelling of the boundary condition makes a possible source of error between the solutions.

For the purpose of modifying the 2D model boundary condition, we suggest to employ a windowing strategy in order to shape the boundary current as what it is actually in a 3D model with CEM. The window should aim to model the concave attribute of the current density for different electrode heights, $h$. Assuming $w_h(z)$ is a window in spatial domain which aims to compensate the current injection difference, we would have the following expression for the current density in the spatial domain:

$$J(x, y, z) = \frac{1}{h} \text{rect}\left(\frac{z}{h}\right) w_h(z)$$  \hspace{1cm} (6.8)

where $J$ is the current density and $\text{rect}\left(\frac{z}{h}\right)$ is a rectangular pulse between $-\frac{h}{2}$ and $+\frac{h}{2}$. Then, the updated current terms for the 2D solver in the Fourier domain would be the convolutions of the 'sinc' terms defined previously in (3.14) and the cosine Fourier transform of the window in the spatial frequency domain as:

$$J_n(x, y) = \frac{1}{hz_m} \text{sinc}\left(\frac{nh}{2z_m}\right) * W_h\left(\frac{n\pi}{z_m}\right) = \frac{2}{n\pi} \sin\left(\frac{n\pi h}{2z_m}\right) * W_h\left(\frac{n\pi}{z_m}\right)$$  \hspace{1cm} (6.9)
where '∗' represents the convolution operator and \( W_h(\frac{n\pi}{\bar{z}_m}) \) is defined by:

\[
W_h(\frac{n\pi}{\bar{z}_m}) = \int_{-\bar{z}_m}^{+\bar{z}_m} w_h(z) \cos(\frac{n\pi}{\bar{z}_m} z) \, dz
\]  

(6.10)

### 6.2.3 2.5D image reconstruction employing 2D finite element modelling

The 3D models often employ multiple rings of electrode around the body (or medium). However, either a full 3D method or a 2.5D algorithm might be used for image reconstruction. The 2.5D image reconstruction refers to a method which uses a 2D image reconstruction technique for each ring of electrodes and then interpolates the results from all of the rings of electrodes to reconstruct a 3D image of the conductivity similar to the 2.5D CT. It is suggested that a 'full' 2D image reconstruction is developed which employs the 2D finite element modelling for image reconstruction of each ring of electrode. In this method, the results of the 2D method employing 2D finite element model (instead of the 2D image reconstruction) is used in interpolation to reconstruct a 3D image of conductivity. The advantage of this system is that it accounts for the off-slice currents while it is computationally efficient compared to the full 3D image reconstruction.

### 6.2.4 Error for the 'True' 3D Thorax

The 2D FE method could be employed in any medium where the 2D assumptions are valid. In a human body this could be hands or legs, or lower portions of stomach. For the upper part of a human chest, the 2D assumption (translationally invariant environment) could hardly be satisfied. For this case recently 'true' 3D thorax models have been developed. Although the 2D method is not applicable to the 'true' 3D thorax models, it is suggested to examine the amount of error introduced by using
2\textsuperscript{1D} method on true 3D thorax. The solution of this experiment should be compared to the following situation:

- the solution of a 2D solver for a 3D thorax
- the solution of a 3D solver for a 3D thorax
- the solution of a 3D solver for a 2.5 D thorax

It is also beneficial to evaluate the error performance of the 2\textsuperscript{2D} method for non-invariant (variant) conductivity cases along the $z$ coordinate.

6.2.5 Generalization - Full Impedance

It is suggested to update the 2\textsuperscript{2D} derivations and modify the developed method in order to consider the susceptance component of the complex conductivity (or reactive component of the impedance). In addition to this extension, it is suggested that the method accounts for anisotropic conductivity cases for image reconstruction.
Appendix A

Analytical Solution of the Integrals

Assuming that $P_1(x_1, y_1)$, $P_2(x_2, y_2)$ and $P_3(x_3, y_3)$ are the vertices of the triangular simplex where $x_1 < x_2 < x_3$ (see figure A.1), each integral is calculated as follows:

The easiest integral to be calculated is the integral over each element which results in the surface area of the triangular simplex in the 2D case. Generally, the 2-dimensional integral is divided into a summation of two integrals in which one integral is over the $x$ from $x_1$ to $x_2$ while $y$ is varying between two lines connecting $P_1$ to $P_2$ and $P_3$ and the other integral is over $x$ from $x_2$ to $x_3$ while $y$ is varying between two lines connecting $P_3$ to $P_2$ and $P_1$. This idea is expressed in equation (A.1)

$$S = \int_{E_k} d\Omega = \int_{x_1}^{x_2} \int_{\min(A,B)}^{\max(A,B)} dy \, dx + \int_{x_2}^{x_3} \int_{\min(C,D)}^{\max(C,D)} dy \, dx \quad (A.1)$$

![Figure A.1: A sample triangular element](image)
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where $A$ is the equation of the line connecting $P_1$ to $P_2$, $B$ is the equation of the line connecting $P_1$ to $P_3$, $C$ is the equation of the line connecting $P_3$ to $P_2$, and $D$ is the equation of the line connecting $P_3$ to $P_1$ with respect to variable $x$ which are defined in set of equations (A.2).

\[ A = \frac{y_2 - y_1}{x_2 - x_1} (x - x_1) + y_1 \]  
\[ B = \frac{y_3 - y_1}{x_3 - x_1} (x - x_1) + y_1 \]  
\[ C = \frac{y_3 - y_2}{x_3 - x_2} (x - x_3) + y_3 \]  
\[ D = \frac{y_3 - y_1}{x_3 - x_1} (x - x_3) + y_3 \]  

The inner integral in the first term of equation (A.1) is calculated as:

\[ \int_{\min(A,B)}^{\max(A,B)} dy = [y]_{\min(A,B)}^{\max(A,B)} = [\max(A, B) - \min(A, B)] = |A - B| \]  
\[ = \frac{y_3 - y_1}{x_3 - x_1} - \frac{y_2 - y_1}{x_2 - x_1} |(x - x_1) = T_1(x - x_1) \]  

Similarly, the inner integral in the second term of equation (A.1) is calculated as:

\[ \int_{\min(C,D)}^{\max(C,D)} dy = [y]_{\min(C,D)}^{\max(C,D)} = [\max(C, D) - \min(C, D)] = |C - D| \]  
\[ = \frac{y_3 - y_1}{x_3 - x_1} - \frac{y_3 - y_2}{x_3 - x_2} |-(x - x_3)) = -T_2(x - x_3) \]  

where, for simplicity in future expressions, $T_1$ and $T_2$ are defined as:

\[ T_1 = \frac{(y_3 - y_1)}{(x_3 - x_1)} - \frac{(y_2 - y_1)}{(x_2 - x_1)} \]  
\[ T_2 = \frac{(y_3 - y_1)}{(x_3 - x_1)} - \frac{(y_3 - y_2)}{(x_3 - x_2)} \]
where $| \cdot |$ is the absolute value operator. Finally the surface area, $S$, is derived as

$$S = \int_{E_k} d\Omega = T_1 \int_{x_1}^{x_2} (x - x_1) \, dx + T_2 \int_{x_2}^{x_3} (x_3 - x) \, dx$$  \hspace{1cm} (A.5)$$

The resulted one-dimensional integrals are easy to be solved over $x$. However, in order to have the full procedure and footsteps for more complex integrals later, the integrals solutions are expressed here:

$$\int_{x_1}^{x_2} (x - x_1) \, dx = \int_0^{x_2 - x_1} u \, du = \frac{1}{2} (x_2 - x_1)^2 \hspace{1cm} (A.6a)$$

$$\int_{x_2}^{x_3} (x_3 - x) \, dx = \int_0^{x_3 - x_2} u \, du = \frac{1}{2} (x_3 - x_2)^2 \hspace{1cm} (A.6b)$$

By substituting the integral solutions in (A.6) into equation (A.5), the surface area of each element in a 2-dimensional mesh is calculated as

$$S = T_1 \left[ \frac{1}{2} (x_2 - x_1)^2 \right] + T_2 \left[ \frac{1}{2} (x_3 - x_2)^2 \right]$$  \hspace{1cm} (A.7)$$

The value for $S$ obtained by equation (A.7) is exactly equal to the value obtained by the formula of a triangle surface, in general, regardless of the ordering of the vertices given by equation (A.8) which validates our procedure.

$$S = \frac{1}{2} (x_2 y_3 - x_3 y_2 - x_1 y_3 + x_3 y_1 + x_1 y_2 - x_2 y_1) \hspace{1cm} (A.8)$$

**Integral of $x$**

Following the footsteps of the previous derivation, the integral of $x$ over each simplex could be calculated as

$$\int_{E_k} x \, d\Omega = \int_{x_1}^{x_2} x \int_{\min(A,B)}^{\max(A,B)} dy \, dx + \int_{x_2}^{x_3} x \int_{\min(C,D)}^{\max(C,D)} dy \, dx$$  \hspace{1cm} (A.9)$$
where the inner integrals are previously calculated in (A.3) followed by the definitions of $T_1$ and $T_2$ in (A.4). Substituting the results from the set of equations (A.3) into equation (A.9), the integrals of equation (A.9) would then be simplified to

$$
\int_{E_k} x \, d\Omega = T_1 \int_{x_1}^{x_2} x(x - x_1) \, dx + T_2 \int_{x_2}^{x_3} x(x_3 - x) \, dx \quad (A.10)
$$

Similar to the approach employed previously, the one-dimensional integrals are calculated as:

$$
\int_{x_1}^{x_2} x(x - x_1) \, dx = \int_{0}^{x_2-x_1} (u + x_1)u \, du = \frac{1}{3}(x_2 - x_1)^3 + \frac{1}{2}(x_2 - x_1)^2 x_1 \quad (A.11a)
$$

$$
\int_{x_2}^{x_3} x(x_3 - x) \, dx = \int_{0}^{x_3-x_2} (x_3 - u)u \, du = -\frac{1}{3}(x_3 - x_2)^3 + \frac{1}{2}(x_3 - x_2)^2 x_3 \quad (A.11b)
$$

Finally, by substituting the results of integrals in (A.11), the integral of $x$ over each simplex is calculated by

$$
\int_{E_k} x \, d\Omega = T_1 \left[\frac{1}{3}(x_2 - x_1)^3 + \frac{1}{2}(x_2 - x_1)^2 x_1\right] + T_2 \left[-\frac{1}{3}(x_3 - x_2)^3 + \frac{1}{2}(x_3 - x_2)^2 x_3\right] \quad (A.12)
$$

**Integral of $x^2$**

The same way the integral of $x$ is calculated, we can calculate the integral of $x^2$ over each simplex. The procedure is almost same to the previous one; however, in order to have full details the derivation procedure is expressed here.

The integral of $x^2$ over each simplex is calculated by equation (A.13).

$$
\int_{E_k} x^2 \, d\Omega = \int_{x_1}^{x_2} x^2 \int_{\min(A,B)}^{\max(A,B)} dy \, dx + \int_{x_2}^{x_3} x^2 \int_{\min(C,D)}^{\max(C,D)} dy \, dx \quad (A.13)
$$

Next, by substituting the solutions of the inner integrals derived in (A.3) equation
(A.13) is simplified into the following equation:

\[ \int_{E_k} x^2 \, d\Omega = T_1 \int_{x_1}^{x_2} x^2 (x - x_1) \, dx + T_2 \int_{x_2}^{x_3} x^2 (x_3 - x) \, dx \]  

(A.14)

Employing the same technique for solving one-dimensional integrals over x, these integrals are calculated as

\[ \int_{x_1}^{x_2} x^2 (x - x_1) \, dx = \int_0^{x_2 - x_1} (u + x_1)^2 u \, du = \frac{1}{4} (x_2 - x_1)^4 + \frac{2}{3} (x_2 - x_1)^3 x_1 + \frac{1}{2} (x_2 - x_1)^2 x_1^2 \]  

(A.15a)

\[ \int_{x_2}^{x_3} x^2 (x_3 - x) \, dx = \int_0^{x_3 - x_2} (x_3 - u)^2 u \, du = \frac{1}{4} (x_3 - x_2)^4 - \frac{2}{3} (x_3 - x_2)^3 x_3 + \frac{1}{2} (x_3 - x_2)^2 x_2^2 \]  

(A.15b)

Finally, by substituting the solutions of the integrals derived by equation (A.15b) into equation (A.14), the integral of \( x^2 \) over each simplex is calculated by the following equation

\[ \int_{E_k} x^2 \, d\Omega = T_1 \left[ \frac{1}{4} (x_2 - x_1)^4 + \frac{2}{3} (x_2 - x_1)^3 x_1 + \frac{1}{2} (x_2 - x_1)^2 x_1^2 \right] \]  

\[ + T_2 \left[ \frac{1}{4} (x_3 - x_2)^4 - \frac{2}{3} (x_3 - x_2)^3 x_3 + \frac{1}{2} (x_3 - x_2)^2 x_2^2 \right] \]  

(A.16)

**Integral of \( y \)**

Unlike the calculation of the previous three integrals, the integral of \( y \) over each simplex is more difficult when the vertices are sorted with respect to \( x \). The integral of \( y \) is calculated as

\[ \int_{E_k} y \, d\Omega = \int_{x_1}^{x_2} \int_{\min(A,B)}^{\max(A,B)} y \, dy \, dx + \int_{x_2}^{x_3} \int_{\min(C,D)}^{\max(C,D)} y \, dy \, dx \]  

(A.17)

Here, the inner integrals are not just a simple integral over \( y \); hence it is not similar to the previous ones. In the first term, the inner integral is the integral of \( y \) between the line connecting \( P_1 \) and \( P_2 \) defined by \( A \) in equation (A.2a) and the line
connecting $P_1$ and $P_3$ defined by $B$ in equation (A.2b). The first term of equation (A.17) is calculated as

\[
\int_{\text{min}(A,B)}^{\text{max}(A,B)} y \, dy = \left[ \frac{1}{2} y^2 \right]_{\text{min}(A,B)}^{\text{max}(A,B)} \\
= \frac{1}{2} \left[ \text{max}(A, B) + \text{min}(A, B) \right] \cdot \left[ \text{max}(A, B) - \text{min}(A, B) \right] \\
= \frac{1}{2} (A + B) \cdot |A - B| = \frac{1}{2} \left[ \left( \frac{y_2 - y_1}{x_2 - x_1} + \frac{y_3 - y_1}{x_3 - x_1} \right) (x - x_1) + 2y_1 \right] \\
\cdot \left[ \frac{y_3 - y_1}{x_3 - x_1} - \frac{y_2 - y_1}{x_2 - x_1} \right] (x - x_1) \\
= T_1 \left[ \frac{1}{2} T_3 (x - x_1)^2 + (x - x_1)y_1 \right]
\]

(A.18a)

Also, in the second term of equation (A.17), the inner integral is the integral of $y$ between the line connecting $P_3$ and $P_2$ defined by $C$ in equation (A.2c) and the line connecting $P_3$ and $P_1$ defined by $D$ in equation (A.2d). The second term of equation (A.17) is calculated as

\[
\int_{\text{min}(C,D)}^{\text{max}(C,D)} y \, dy = \left[ \frac{1}{2} y^2 \right]_{\text{min}(C,D)}^{\text{max}(C,D)} \\
= \frac{1}{2} \left[ \text{min}(C, D) + \text{max}(C, D) \right] \cdot \left[ \text{max}(C, D) - \text{min}(C, D) \right] \\
= \frac{1}{2} (C + D) \cdot |C - D| = \frac{1}{2} \left[ \left( \frac{y_3 - y_2}{x_3 - x_2} + \frac{y_3 - y_1}{x_3 - x_2} \right) (x - x_3) + 2y_3 \right] \\
\cdot \left[ \frac{y_3 - y_1}{x_3 - x_1} - \frac{y_3 - y_2}{x_3 - x_2} \right] \left[ -(x - x_3) \right] \\
= -T_2 \left[ \frac{1}{2} T_4 (x - x_3)^2 + (x - x_3)y_3 \right]
\]

(A.18b)

where $T_1$ and $T_2$ are the coefficients defined previously in (A.4). The new coefficients
$T_3$ and $T_4$ are also defined here in equations (A.19) for simplicity in demonstration.

\[ T_3 = \left( \frac{y_3 - y_1}{x_3 - x_1} + \frac{y_2 - y_1}{x_2 - x_1} \right) \quad (A.19a) \]

\[ T_4 = \left( \frac{y_3 - y_1}{x_3 - x_1} + \frac{y_3 - y_2}{x_3 - x_2} \right) \quad (A.19b) \]

Next, by substituting the solution derived in (A.18a) into the first term of equation (A.17), the integral in the first term of expression (A.17) is solved by the following procedure:

\[
\int_{x_1}^{x_2} \int_{\min(A, B)}^{\max(A, B)} y \, dy \, dx = \int_{x_1}^{x_2} T_1 \left[ \frac{1}{2} T_3 (x - x_1)^2 + (x - x_1) y_1 \right] \, dx
\]

\[
= T_1 \left[ \frac{1}{2} T_3 \int_{x_1}^{x_2} (x - x_1)^2 \, dx + y_1 \int_{x_1}^{x_2} (x - x_1) \, dx \right] \quad (A.20)
\]

\[
= T_1 \left[ \frac{1}{2} T_3 \frac{1}{3} (x_2 - x_1)^3 + \frac{1}{2} (x_2 - x_1)^2 y_1 \right]
\]

For deriving the end results in equation (A.20), the first integral over $x$ is calculated by equation (A.21a) while the second integral over $x$ was solved previously in equation (A.6a).

\[
\int_{x_1}^{x_2} (x - x_1)^2 \, dx = \int_{0}^{x_2-x_1} u^2 \, du = \frac{1}{3} (x_2 - x_1)^3 \quad (A.21a)
\]

\[
\int_{x_2}^{x_3} (x - x_3)^2 \, dx = \int_{x_2-x_3}^{0} u^2 \, du = \frac{1}{3} (x_3 - x_2)^3 \quad (A.21b)
\]

Similarly, by substituting the solution derived in (A.18b) into the second term of equation (A.17), the integral in the second term of the solution (A.17) is calculated.
by the following procedure

\[ \int_{x_2}^{x_3} \int_{\min(C,D)}^{\max(C,D)} y \, dy \, dx = -T_2 \left[ \frac{1}{3} T_4 (x - x_3)^3 + \frac{1}{2} (x - x_3) y_3 \right] \, dx \]
\[ = -T_2 \left[ \frac{1}{3} T_4 \int_{x_2}^{x_3} (x - x_3)^2 \, dx + y_3 \int_{x_2}^{x_3} (x - x_3) \, dx \right] \]
\[ = T_2 \left[ -\frac{1}{2} T_4 \left( \frac{1}{3} (x_3 - x_2)^3 + \frac{1}{2} (x_3 - x_2)^2 y_3 \right) \right] \]  

(A.22)

For deriving the end results in equation (A.22), the first integral over \( x \) is calculated by equation (A.21b) while the second integral over \( x \) was solved previously in equation (A.6b). Finally, the entire integral of equation (A.17) which is the integral of \( y \) over each simplex is calculated by the following expression:

\[ \int \int y \, d\Omega = T_1 \left[ \frac{1}{2} T_3 \left( \frac{1}{3} (x_2 - x_1)^3 + \frac{1}{2} (x_2 - x_1)^2 y_1 \right) \right] \]
\[ + T_2 \left[ -\frac{1}{3} T_4 \left( x_3 - x_2 \right)^3 + \frac{1}{2} (x_3 - x_2)^2 y_3 \right] \]  

(A.23)

**Integral of \( xy \)**

The previous approach is a clue for the next integral which is the integral of \( xy \) over each simplex. Here, the inner integrals have a same form as we had in equation (A.17).

\[ \int \int_E x \, y \, d\Omega = \int_{x_1}^{x_2} x \int_{\min(A,B)}^{\max(A,B)} y \, dy \, dx + \int_{x_2}^{x_3} x \int_{\min(C,D)}^{\max(C,D)} y \, dy \, dx \]  

(A.24)

Using the results previously derived for the inner integrals expressed in equations (A.18), the first integral term in equation (A.24) is calculated as

\[ \int_{x_1}^{x_2} x \int_{\min(A,B)}^{\max(A,B)} y \, dy \, dx = \int_{x_1}^{x_2} T_1 \left[ \frac{1}{2} T_3 x(x - x_1)^2 + x(x - x_1) y_1 \right] \, dx \]
\[ = T_1 \left[ \frac{1}{2} T_3 \int_{x_1}^{x_2} x(x - x_1)^2 \, dx + y_1 \int_{x_1}^{x_2} x(x - x_1) \, dx \right] \]  

(A.25a)
where $T_1$ and $T_3$ are defined in (A.4a) and (A.19a) respectively. In a similar way, using the results previously derived in equation (A.18b), the second integral term in equation (A.24) is calculated as

$$\int_{x_2}^{x_3} x \int_{\min(C,D)}^{\max(C,D)} y \, dy \, dx = \int_{x_2}^{x_3} -T_2\left[\frac{1}{2}T_4(x - x_3)^2 + x(x - x_3)y_3\right] \, dx$$

$$= T_2\left[\frac{1}{2}T_4\int_{x_2}^{x_3} -x(x - x_3)^2 \, dx + y_3\int_{x_2}^{x_3} x(x_3 - x) \, dx\right]$$

(A.25b)

where, $T_2$ and $T_4$ are defined in (A.4b) and (A.19b) respectively. Following the same technique employed for solving the integrals, the first integral term over $x$ in equation (A.25a) is calculated by equation (A.26a) while the second term was solved previously in equation (A.11a). Also, the first integral term over $x$ in equation (A.25b) is calculated by equation (A.26b) while the second term was solved previously in equation (A.11a).

$$\int_{x_1}^{x_2} x(x - x_1)^2 \, dx = \int_{0}^{x_2 - x_1} (u + x_1)u^2 \, du = \frac{1}{4}(x_2 - x_1)^4 + \frac{1}{3}(x_2 - x_1)^3x_1 \quad (A.26a)$$

$$\int_{x_2}^{x_3} -x(x - x_3)^2 \, dx = \int_{0}^{x_3 - x_2} (u - x_3)u^2 \, du = \frac{1}{4}(x_3 - x_2)^4 - \frac{1}{3}(x_3 - x_2)^3x_3 \quad (A.26b)$$

By substituting the results of the integral from equations (A.26) into equations (A.25), it is now possible to solve the entire integral of equation (A.24). First, the solution of equations (A.25a) and (A.25b) is expressed separately in (A.27a) and (A.27b) respectively:

$$\int_{x_1}^{x_2} x \int_{\min(A,B)}^{\max(A,B)} y \, dy \, dx = T_1\left\{\frac{1}{2}T_3\left[\frac{1}{4}(x_2 - x_1)^4 + \frac{1}{3}(x_2 - x_1)^3x_1\right]
+ \left[\frac{1}{3}(x_2 - x_1)^3 + \frac{1}{2}(x_2 - x_1)^2x_1\right]y_1\right\}$$

(A.27a)
\[
\int_{x_2}^{x_3} x \int_{\min(C,D)}^{\max(C,D)} y \, dy \, dx = T_2 \left\{ \frac{1}{2} T_4 \left[ \frac{1}{4} (x_3 - x_2)^4 - \frac{1}{3} (x_3 - x_2)^3 x_1 \right] \right. \\
+ \left. \left[ -\frac{1}{3} (x_3 - x_2)^3 + \frac{1}{2} (x_3 - x_2)^2 x_2 \right] y_3 \right\} 
\] (A.27b)

Finally combining the two equations in (A.27) lead into the solution of the entire integrals in equation (A.24) which is the integral of \( xy \) over each simplex and expressed as

\[
\int_{E_k} xy \, d\Omega = T_1 \left\{ \frac{1}{2} T_3 \left[ \frac{1}{4} (x_2 - x_1)^4 + \frac{1}{3} (x_2 - x_1)^3 x_1 \right] + \frac{1}{3} (x_2 - x_1)^3 + \frac{1}{2} (x_2 - x_1)^2 x_1 | y_1 | \right\} \\
+ T_2 \left\{ \frac{1}{2} T_4 \left[ \frac{1}{4} (x_3 - x_2)^4 - \frac{1}{3} (x_3 - x_2)^3 x_3 \right] + \left[ -\frac{1}{3} (x_3 - x_2)^3 + \frac{1}{2} (x_3 - x_2)^2 x_2 \right] y_3 \right\} 
\] (A.28)

**Integral of \( y^2 \)**

The last integral remained to be solved is the integral of \( y^2 \) over each triangular simplex; which is hard to be analytically calculated if the vertices are sorted with respect to the \( x \) coordinate. However, if we reorder the vertices such that the new set of vertices \( P_1'(x_1', y_1'), P_2'(x_2', y_2'), \) and \( P_3'(x_3', y_3') \) is ordered with respect to \( y \), i.e. \( y_1' < y_2' < y_3' \), the last integral would be calculated in the same way as the integral of \( x^2 \) was calculated previously. The procedure starts by

\[
\int_{E_k} y^2 \, d\Omega = \int_{y_1}^{y_2'} y^2 \int_{\min(A',B')}^{\max(A',B')} \, dx \, dy + \int_{y_2}^{y_3'} y^2 \int_{\min(C',D')}^{\max(C',D')} \, dx \, dy 
\] (A.29)

where \( A' \) is the equation of the line connecting \( P_1' \) to \( P_2' \), \( B' \) is the equation of the line connecting \( P_1' \) to \( P_3' \), \( C' \) is the equation of the line connecting \( P_3' \) to \( P_2' \), and \( D' \) is the equation of the line connecting \( P_3' \) to \( P_1' \) this time with respect to variable \( y \), which are defined as:

\[
A' = \frac{x_2' - x_1'}{y_2' - y_1'} (y - y_1') + x_1' 
\] (A.30a)
\[ B' = \frac{x'_3 - x'_1}{y'_3 - y'_1}(y - y'_1) + x'_1 \]  
(A.30b)

\[ C' = \frac{x'_3 - x'_2}{y'_3 - y'_2}(y - y'_2) + y'_3 \]  
(A.30c)

\[ D' = \frac{x'_3 - x'_1}{y'_3 - y'_1}(y - y'_3) + y'_3 \]  
(A.30d)

The inner integral in the first term of equation (A.29) is calculated as:

\[
\int_{\min(A',B')}^{\max(A',B')} dx = [x]_{\min(A',B')}^{\max(A',B')} = \max(A', B') - \min(A', B') = |A' - B'|
\]

\[
= \left| \frac{x'_3 - x'_1}{y'_3 - y'_1} - \frac{x'_2 - x'_1}{y'_2 - y'_1} \right| (y - y'_1) = T_1(y - y'_1)
\]

(A.31a)

The inner integral in the second term of equation (A.29) is calculated as:

\[
\int_{\min(C',D')}^{\max(C',D')} dx = [x]_{\min(C',D')}^{\max(C',D')} = \max(C', D') - \min(C', D') = |C' - D'|
\]

\[
= \left| \frac{x'_3 - x'_1}{y'_3 - y'_1} - \frac{x'_3 - x'_2}{y'_3 - y'_2} \right| (y - y'_2) = -T_2(y - y'_2)
\]

(A.31b)

Next, by substituting the solutions of the inner integrals derived in (A.31), equation (A.29) is simplified into the following expression:

\[
\int y^2 d\Omega = \left| \frac{x'_3 - x'_1}{y'_3 - y'_1} - \frac{x'_2 - x'_1}{y'_2 - y'_1} \right| \int_{y_1}^{y'_3} y^2 (y - y'_1) dy
\]

\[
+ \left| \frac{x'_3 - x'_1}{y'_3 - y'_1} - \frac{x'_3 - x'_2}{y'_3 - y'_2} \right| \int_{y_2}^{y'_3} y^2 (y'_3 - y) dx
\]

(A.32)

By employing the same technique for solving the one-dimensional integrals over \(x\), it is possible to calculate these integrals. However, by a quick view in equations (A.15) it is realizalbe that the integrals were solved previously and we only need to substitute the variables in equations (A.15). Next, substituting the results of integral into equation (A.32) lead into the solution of integral of \(y^2\) over each triangular
simplex expressed by

\[ \int_{E_k} y^2 d\Omega = \left| \frac{x_3' - x_1'}{y_3' - y_1'} - \frac{x_2' - x_1'}{y_2' - y_1'} \right| \left[ 1 - \frac{1}{4} (y_2' - y_1')^4 + \frac{2}{3} (y_2' - y_1')^3 y_1' + \frac{1}{2} (y_2' - y_1')^2 y_1'^2 \right] \\
+ \left| \frac{x_3' - x_1'}{y_3' - y_1'} - \frac{x_2' - x_2'}{y_2' - y_2'} \right| \left[ 1 - \frac{1}{4} (y_3' - y_2')^4 - \frac{2}{3} (y_3' - y_2')^3 y_3' + \frac{1}{2} (y_3' - y_2')^2 y_3'^2 \right] \]

(A.33)

**Handling Division by Zero**

In the all of the above equations there was an assumption embedded. The denominators of \( T_1, T_2, T_3 \) and \( T_4 \) must not be zero. The same assumption must be held for equation (A.33). In other words, the triangular simplex must not have any edge in parallel with neither the \( x \) axis nor the \( y \) axis which may occur frequently. This may lead to an infinite slope for the line connecting the nodes. When vertices are sorted with respect to \( x \), only one of these two situations might happen: 1) \( x_1 = x_2 \) or 2) \( x_2 = x_3 \). In this case, the first vertex \( x_1 \) and the last vertex \( x_3 \) could never be equal.

The same argument is valid for \( y \). When the vertices are sorted with respect to \( y \), the first vertex \( y_1 \) and the last vertex \( y_3 \) could never be equal and only one of these two situations might happen: 1) \( y_1 = y_2 \) or 2) \( y_2 = y_3 \).

By taking a short look at the definitions of \( T \)'s and the solutions in equations (A.7), (A.12), (A.16), (A.23), (A.28) and (A.33), it is realizable that the zero terms, i.e. \( x_2 - x_1 \) and \( x_3 - x_2 \) can be canceled out by the same terms in the coefficients of \( T \)'s. Therefore, for the general case of \( x_1 \leq x_2 \leq x_3 \), while vertices are sorted with respect to the \( x \) coordinate, all solutions are re-formulated as the following:

First, the \( T \)'s are re-defined as

\[ T_1 = \left| \frac{(y_3 - y_1)(x_2 - x_1)}{(x_3 - x_1)} - (y_2 - y_1) \right| \]

(A.34a)
Next, equation (A.7) is re-formulated as

\[ S = \int_{E_k} d\Omega = \frac{1}{2} T_1 (x_2 - x_1) + \frac{1}{2} T_2 (x_3 - x_2) \] (A.35)

Also, equation (A.12) is re-formulated as

\[ \int_{E_k} x d\Omega = T_1 \left[ \frac{1}{3} (x_2 - x_1)^2 + \frac{1}{2} (x_2 - x_1) x_1 \right] + T_2 \left[ -\frac{1}{3} (x_3 - x_2)^2 + \frac{1}{2} (x_3 - x_2) x_3 \right] \] (A.36)

Next, equation (A.16) is re-formulated as

\[ \int_{E_k} x^2 d\Omega = T_1 \left[ \frac{1}{4} (x_2 - x_1)^3 + \frac{2}{3} (x_2 - x_1)^2 x_1 + \frac{1}{2} (x_2 - x_1) x_1^2 \right] + T_2 \left[ \frac{1}{4} (x_3 - x_2)^3 - \frac{2}{3} (x_3 - x_2)^2 x_3 + \frac{1}{2} (x_3 - x_2) x_3^2 \right] \] (A.37)

Also, equation (A.23) is re-formulated as

\[ \int_{E_k} y d\Omega = T_1 \left[ \frac{1}{2} y_1 (x_2 - x_1) + \frac{1}{6} T_3 (x_2 - x_1) \right] + T_2 \left[ \frac{1}{2} y_3 (x_3 - x_2) - \frac{1}{6} T_4 (x_3 - x_2) \right] \] (A.38)

Equation (A.38) could be further simplified to

\[ \int_{E_k} y d\Omega = T_1 \left[ \frac{1}{2} y_1 + \frac{1}{6} T_3 \right] (x_2 - x_1) \] + \[ T_2 \left[ \frac{1}{2} y_3 - \frac{1}{6} T_4 \right] (x_3 - x_2) \] (A.39)
Next, equation (A.28) is re-formulated as

\[
\int_{E_k} xy \, d\Omega = T_1(y_1[\frac{1}{3}(x_2 - x_1)^2 + \frac{1}{2}(x_2 - x_1)x_1] + \frac{1}{2} T_5[\frac{1}{4}(x_2 - x_1)^2 + \frac{1}{3}(x_2 - x_1)x_1])
\]

\[
+ T_2(y_3[\frac{1}{3}(x_3 - x_2)^2 + \frac{1}{2}(x_3 - x_2)x_3] + \frac{1}{2} T_4[\frac{1}{4}(x_3 - x_2)^2 - \frac{1}{3}(x_3 - x_2)x_3])
\]

(A.40)

Equation (A.40) could also be further simplified to

\[
\int_{E_k} xy \, d\Omega = T_1[\frac{1}{3}y_1 + \frac{1}{8} T_3 (x_2 - x_1)^2 + (\frac{1}{2}y_1 + \frac{1}{6} T_3)(x_2 - x_1)x_1]
\]

\[
+ T_2[(-\frac{1}{3}y_3 + \frac{1}{8} T_4)(x_3 - x_2)^2 + (\frac{1}{2}y_3 - \frac{1}{6} T_4)(x_3 - x_2)x_3]
\]

(A.41)

Finally, for the general case of \(y_1 \leq y_2 \leq y_3\), while vertices are sorted with respect to the \(y\) coordinate, the solution for \(y^2\) in equation (A.33) is re-formulated as

\[
\int_{E_k} y^2 \, d\Omega = \left[\frac{(x'_3 - x'_1)(y'_2 - y'_1)}{(y'_3 - y'_1)} - (x'_2 - x'_1)\right] \cdot \left[\frac{1}{4}(y'_2 - y'_1)^3 + \frac{2}{3} y'_1(y'_2 - y'_1)^2 + \frac{1}{2}(y'_2 - y'_1)y'_1^2\right]
\]

\[
+ \left[\frac{(x'_3 - x'_1)(y'_3 - y'_2)}{(y'_3 - y'_1)} - (x'_3 - x'_2)\right] \cdot \left[\frac{1}{4}(y'_3 - y'_2)^3 - \frac{2}{3} y'_3(y'_3 - y'_2)^2 + \frac{1}{2}(y'_3 - y'_2)y'_2^2\right]
\]

(A.42)
Appendix B

Current Density under CEM

This appendix briefly explains how current distribution is on the boundary is calculated.

Solving the forward equation for a mesh, the voltage of all nodes is available. The current density at the boundary could be calculated back from the voltage at the boundary surface. From the electromagnetic theory we have:

$$\vec{J} = \sigma \vec{E} = -\sigma \nabla V$$  \hspace{1cm} (B.1)

where $J$ is the current density, $\vec{E}$ is the electric field, $V$ is the voltage and $\sigma$ is the conductivity. By solving the forward equation we would only have voltage at each node. The relation between the voltage of each node and the voltage at the boundary surface is derived from the definition of interpolation function which is:

$$V(x, y, z) = \sum_{i=1}^{4} u_i \phi_i(x, y, z)$$  \hspace{1cm} (B.2)

where $V$ is the voltage, $u_i$ is the voltage at the $i^{th}$ node and $\phi_i$ is the corresponding interpolation function for the $i^{th}$ node. The equation of interpolation functions are derived by solving the coefficients $a$, $b$, $c$, $d$ in (B.3) using the voltages at each node.
Employing the matrix format of the equations makes calculation of the gradients much easier. Equation (B.3) expresses the matrix definition of equation (B.2) expressed in equation (2.17) reference [10].

\[ V(x, y, z) = \begin{bmatrix} a \\ b \\ c \\ d \end{bmatrix} = \begin{bmatrix} 1 & x & y & z \\ 1 & x_1 & y_1 & z_1 \\ 1 & x_2 & y_2 & z_2 \\ 1 & x_3 & y_3 & z_3 \\ 1 & x_4 & y_4 & z_4 \end{bmatrix}^{-1} \begin{bmatrix} u_1 \\ u_2 \\ u_3 \\ u_4 \end{bmatrix} \]  

(B.3)

where \( P_i(x_i, y_i, z_i) \) are the coordinates of the nodes for an element. Substituting relation of voltage inside an element with node voltages expressed in equation (B.3) into current density relation expressed in equation (B.1) would result in the relation between the current density and the voltage of the node as:

\[ \vec{J} = -\sigma \nabla V = (\sigma \begin{bmatrix} b \\ c \\ d \end{bmatrix}) \]  

(B.4)

Finally, we need the value of current density normal to the boundary under the electrode area. The injected current pattern would calculated by \( \vec{J} \cdot \hat{n} \) where \( \hat{n} \) is the unit vector normal to the boundary surface for each element which is calculated by:

\[ \hat{n} = \frac{(\vec{P}_1 - \vec{P}_2) \times (\vec{P}_1 - \vec{P}_3)}{|(\vec{P}_1 - \vec{P}_2) \times (\vec{P}_1 - \vec{P}_3)|} \]  

(B.5)

where \( \vec{P}_1, \vec{P}_2 \) and \( \vec{P}_3 \) are those three nodes of each boundary element located at the boundary which form a triangular 2D boundary element. Since the voltage in the boundary region is the parameter of interest, it is possible to write equations (B.3) and (B.4) in the 2D format due to the fact that the effect of the off-boundary plane
point is zero in the boundary.
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