An Analysis and Extension of Category Partition Testing in the presence of Constraints

By

Sunint Kaur Khalsa

A thesis submitted to
The Faculty of Graduate and Postdoctoral Affairs
in partial fulfillment of the requirements for the degree of

Doctor of Philosophy
in
Electrical and Computer Engineering

Ottawa-Carleton Institute of Electrical and Computer Engineering
(OCIECE)
Department of Systems and Computer Engineering
Carleton University
Ottawa, Ontario, Canada K1S 5B6

March 2017

Copyright © 2017
Sunint Kaur Khalsa
The undersigned recommend to
The Faculty of Graduate and Postdoctoral Affairs
the acceptance of the thesis

An Analysis and Extension of Category Partition Testing in the presence of Constraints

Submitted By
Sunint Kaur Khalsa

in partial fulfillment of the requirements for the degree of

Doctor of Philosophy
in
Electrical and Computer Engineering

Dr. Iain Wallace, Chair Examination Committee, Carleton University

Dr. Yvan Labiche, Thesis Supervisor and Department Chair, Carleton University

Dr. Hélène Waeselynck, External Examiner, LAAS-CNRS, France

Dr. Jean-Pierre Corriveau, Internal Examiner, Carleton University, Ottawa

Dr. Lucia Moura, University of Ottawa, Ottawa

Dr. Chung-Horng Lung, Carleton University, Ottawa

Carleton University, 2017
Abstract

Category Partition (CP) is a Black Box testing technique that formalizes the specification of the input domain of the system under test. A CP specification is driven by the tester’s expertise and comprises of parameters, categories (characteristics of parameters) and choices (acceptable values for categories) required for extensively testing the system. To ensure completeness, choices not only correspond to permitted input values but also correspond to values that account for boundaries or robustness. These choices are combined on the basis of various selection criterion (e.g., Base Choice, Pairwise) to form test frames which given input values form test cases.

To ensure that the combinations of choices are feasible and account for valid sets of user requirements, constraints are introduced. A constraint can be a specification for permitted choice combination or a choice annotation as Error or Single. In a typical development environment where testing is driven by stringent deadlines, a tester might have to decide how many constraints (constraints among choices, Error or Single annotation) are enough to attain the maximum level of test completeness. The present work will assist a test engineer in making this decision. This thesis contributes by concluding, based on experimental evaluation of academic and industrial case studies, that in case of limited resources an equally effective test suite can be attained by meticulously defining Error and Single annotations in a CP specification. The present work also contributes by challenging the notion that introducing constraints reduces the cost of the test suite by restricting the combination of choices. This thesis asserts, based on experimental evaluation, that introducing constraints does not always reduce cost and that the cost of the test suite depends on various other factors.
Combining choices while accounting for constraints and forming each choice adequate test set, for instance, is achievable, thanks to Constrained Covering Arrays from combinatorial testing. But, Base Choice (BC) criterion besides being an integral and domain specific criterion has not been defined to specifically account for constraints on choices. This thesis contributes by introducing two extensions to the BC criterion: Constrained Base Choice and Extended Constrained Base Choice, to account for constraints resulting from complex input domain. A number of academic and industrial case studies have been used to compare different selection criteria, including the new ones, in terms of data flow coverage, control flow coverage, cost and effectiveness at finding faults. Results show the performance of the new criteria equivalent to a 3-way selection criterion with a much smaller cost.

The use of CP on large systems can result in a large number of parameters (categories) and values (choices). A technique based on combinatorics called Combinatorial Testing (CT) is then used to automate the process of creating those combinations of choices to form test frames. CT is typically performed with the help of combinatorial objects called Covering Arrays. Another contribution of this thesis is the survey and compilation of thoroughly searched 75 algorithms and tools for generating a combinatorial test suite. These algorithms and tools are categorized based on the features specific to the CP technique, which includes tool’s support for selection criteria, mixed covering array, constraints etc. Results can be of interest to researchers or software companies who are looking for a CT algorithm/tool suitable for their needs.
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Chapter 1 ---Introduction

Software testing is the process of ensuring a software under test (SUT) performs as intended. Software testing techniques can be broadly categorized as black box, when test case construction focuses on functionality, or white box, when test case construction uses the internal logic and structure of the code. One way to perform black box testing is to identify the input domain of the SUT leading to an effective testing of the system. This process of defining the characteristics of inputs and outputs parameters [1] with precision is called input parameter modeling. Among the various techniques for input parameter modeling (e.g., Classification Trees [2], Anti-random technique [3]), Category Partition (CP) is a black box testing technique proposed by Ostrand and Balcer [4], which incorporates both Equivalence Partitioning and Boundary Value Analyses [5]. CP provides a high level and concise way to represent the test cases. This technique helps to organise the testing activity by making it more systematic and understandable while assuring that the important test input combinations are not overlooked. In this dissertation we will primarily talk about Category Partition technique [4].

1.1 Category partition implementation process

Figure 1-1 shows the process followed for the implementation of the Category Partition (CP) technique. The implementation of CP begins by identifying the parameters and environment variables of a functionality to be tested. We first note that CP scales up since this functionality can be implemented by a function or method in a class, a component, an entire software system. In the rest of this document, we will simply use System Under Test (SUT) to refer to any implemented functionality that is tested with
CP. Parameters are the inputs to the SUT either by the user or some other functional unit. Environment variables are aspects of the execution environment that may influence the behaviour of the SUT. These parameters and environment variables are then envisioned into categories, which are characteristics of the parameter (or environment variable) that are deemed important from a testing point of view. Each characteristic leads to the definition of so-called choices, which are equivalent classes, possibly using boundary value analysis, splitting the domain of values (implicitly) defined by the characteristic. The choices should be disjoint and together they should represent the whole range of values for that specific category.
In the second step, various types of constraints are introduced. Constraints are used to specify for instance that some choices from two different categories should always be used together, can never be used together, or can be used together under certain conditions. Constraints such as Error and Single annotations are used to limit the occurrence of a few selected choices and thereby reduce redundant combinations. These special “error” and “single” constraints specify that a choice can only be used once in the combination of choices called ‘test frames’. An error choice indicates that the test script should expect an exception or an error state, whereas single indicates a condition (choice) that only needs to be exercised once (according to the tester’s expertise). In this thesis, the parameters, categories, choices and the constraints on the choices together with single and error annotations is collectively called the category partition specification of the SUT.

The choices (at most one choice per category) are then combined thanks to a specific selection criterion, such as Base Choice, Each Choice or Pairwise (step 3). Each Choice ensures that every choice of a category is included in at least one test frame [6]. The Base Choice criterion lets a tester select a base (important) choice in a category. The first test frame combines all the base choices and other test frames are created by holding all but one base choice constant and using each non-base choice once for the one non-constant choice [6]. The Pairwise criterion ensures that all possible pairs of choices from two different categories are a part of the test suite [1]. A test engineer can decide on a suitable criterion on the basis of resources available for testing. Once the criterion is chosen, test frames are generated. If the SUT is large, consisting of a large number of categories and choices, a manual generation of test frames will not be very efficient. Therefore, a test
engineer can rely on a test frame generation algorithm or tool for the generation of test frames (step 4), using combinatorial testing techniques for instance. These techniques can generate test frames in the presence or in the absence of constraints [7]. The obtained test frames, which are essentially test case specifications, are provided actual values, in step 5, to produce test cases: one test frame typically becomes one test case, although it is possible (though costly) to identify several sets of test inputs and therefore several test cases for a single test frame.

For a large system, using CP can lead to a large number of categories and hence choices. The combinations of all these choices can further lead to a large number of test frames. These test frames along with large numbers of test inputs, can result in a large number of test cases. There is then a risk that the resulting test suite will violate the property of Finite Applicability [8], which asserts the creation of finite test cases in order to test a given program. Hence, it becomes important to strategically select choices in the categories, strategically assign test inputs to those choices such that the inputs are representative of the whole partition and their combinations result in finite test cases leading to uncovering a maximum number of faults. Additionally, the use of selection criteria [1, 7] and algorithm used for the generation of test frames may have an impact on the final test suite quality.

The Category Partition technique, besides being more systematic than boundary value analysis and equivalence partitioning, lacks proper tool support. There has been traces of partial automation by few research groups. The Test Specification Language (TSL) [4], which was originally created for CP, is a textual language which does not facilitate automation, although it was used to semi-automatically generate test scripts [9]
automated the process of generation of test frames from a CP specification with a tool support called Melba. Melba supports the definition of parameters, categories and choices and facilitates the specification of constraints among the choices in a Conjunctive Normal Form. Further Melba with its integration with CASA can generate test frames using the Each Choice, Pairwise and Base choice selection criteria.

1.2 Decisions involved in an effective CP implementation

In this section, we will follow the steps used for the generation of a CP specification for an example case study and will demonstrate various decisions that we will make for the generation of a test suite. We will also pay attention to what other decisions we could have made and which could have affected the outcome and hence the quality of the test suite. We will demonstrate the process using a simple example; a CP specification consisting of two parameters.

1.2.1 Identification of parameters, categories and choices

Assume a simple functionality that searches for the location of the first occurrence of a character in a string. As a first step (recall Figure 1-1), we identify two input parameters for this system: a string and a character. This is followed by the identification of characteristics (categories) and choices for the categories. For the first parameter (string), we identify the following categories: Length of string, number of occurrences (of character in string), position of first occurrence and valid character string (given that the string should only have valid characters). For the second parameter (character), we identify one category: valid character. Further, for each category, choices are envisioned; for instance as shown in Table 1-I, one may consider “0”, “1 to max” and “>max” as
choices in the first category or can consider yes and no as two choices for the ‘Valid Character String’ category.

A tester here can decide on any number of categories or choices. For instance, a tester can decide not to include valid character string as one of the categories or length “0” or “>max” as the choices in category “Length of string”. This decision of the tester, i.e., whether the tester needs robustness testing or not depends on what the tester believes is important from a testing point of view. For instance, this functionality can be a part of some larger system where such invalid inputs are not expected. In that case, a tester can decide not to include choices corresponding to robustness testing, which can reduce the size of the CP specification and hence the number of test cases in the test suite.

Furthermore, we will decide over the base choice for each category. A base choice is an important or critical choice in the category that needs to be tested more often than the other choices and its selection is based on domain knowledge. We selected choices 1.2, 2.3, 3.2, 4.1, and 5.1 as base choices (Table 1-I).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Category</th>
<th>Choices</th>
<th>Constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>String</td>
<td>1. Length of String</td>
<td>[1.1] 0</td>
<td>[Single] if (2.1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[1.2] 1-max</td>
<td>Base choice</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[1.3] &gt;max</td>
<td>[Error]</td>
</tr>
<tr>
<td></td>
<td>2. No. of occurrences of character</td>
<td>[2.1] Zero</td>
<td>If (3.4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[2.2] One</td>
<td>If !(3.4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[2.3] Many</td>
<td>Base choice If !(3.4)</td>
</tr>
<tr>
<td></td>
<td>3. Position of first occurrence</td>
<td>[3.1] First</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[3.2] Middle</td>
<td>Base choice</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[3.3] Last</td>
<td>If (2.2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[3.4] Null</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4. Valid character string</td>
<td>[4.1] Yes</td>
<td>Base choice</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[4.2] No</td>
<td>[Error]</td>
</tr>
<tr>
<td>Character</td>
<td>5. Valid character</td>
<td>[5.1] Yes</td>
<td>Base choice</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[5.2] No</td>
<td>[Error]</td>
</tr>
</tbody>
</table>
1.2.2 Identification of constraints in the CP specification

In the next phase, we implement constraints in the CP specification. We annotated choices as single and error to ensure the resulting test suite has only one test frame involving those choices (Table 1-I). Further, we also introduced constraints among the choices to ensure only valid test frames, i.e., choice combinations, are obtained. For instance, we introduce the constraint between choice 2.2, specifying that the character to be searched appears only once in the string, and choice 3.4, specifying that the character to be searched is not in the string, to prevent their combination: the constraint is “If !(3.4)”.

A tester can decide not to make single and error annotations in a CP specification. The tester can also be cautious about the cost of the final test suite, which can affect his decisions on constraint selections. The tester might also have to decide about the constraint representation technique depending on the algorithm or tool which will be used for the generation of test frames while satisfying the constraints. This step however can be automated as in Melba [11].

Assume a CP specification with a large number of categories and choices. Introducing all types of constraints (error, single and constraints among choices) in such a CP specification can be resource intensive. On the other hand, the test engineer can also decide over including single and error annotations and omitting detailed constraints among choices. Unfortunately until now, there is no study that shows the impact of making decisions on different types of constraints and therefore assisting a tester on the impact of such decisions. These decisions are important for the tester and are taken into account in case the resources are limited.
1.2.3 Identification of selection criterion

Once the CP specification is obtained (Table 1-I), choices are combined based on a selection criterion. The tester decides which criterion will be most effective based on cost and fault detection effectiveness, i.e., the resulting test suite is expected to discover a maximum number of faults with a minimum number of test cases. The criteria can be Base Choice, Each Choice, Pairwise or All Combinations [6].

A Base Choice criterion begins by selecting a base choice for each category. A base choice can be the most important, most likely used or the most often used choice in the category. The selection of the base choice depends on the expertise of the test engineer. A base test frame is then created by combining the base choice for each category. Other test frames are created from the base test frame by replacing each base choice, one choice at a time, with a non-base choice of the category. This results in using each non-base choice at least once and each base choice several times. An Each Choice criterion ensures that every choice of a category is involved in at least one test frame. All Combinations or N-wise criterion ensures that all the possible combinations of choices are included in the test frames. Ostrand and Balcer [4] used this criterion while introducing the category partition technique. This criterion is often used as a benchmark for studying other criteria with respect to cost since it gives the upper bound, the largest set of test frames that can be created. The Pairwise criterion ensures that each choice of each category is paired with every choice of every other category [12].

If we consider the Base Choice criterion, the first test frame will be the choice combination consisting of all the base choices (1.2, 2.3, 3.2, 4.1, 5.1). The subsequent test frames are obtained by changing each base choice to a non-base choice, one at a time. We
begin with the first category and change the base choice 1.2 to non-base choice 1.1: the test frame is then (1.1, 2.3, 3.2, 4.1, 5.1). Since 1.1 is constrained with 2.1, we will have to change 2.3 to 2.1: the test frame becomes (1.1, 2.1, 3.2, 4.1, 5.1). Further, since 2.1 is constrained with 3.4 it will not be possible to pursue with the current base choice of category 3. Given the current definition of the base choice criterion and its insufficient support to handle complex constraints, it will not be possible to obtain the test frame with all these non-base choice together [6, 11]. This results in no test frame with choice 1.1 arising from the inability to satisfy constraints. The second test frame, resulting from the change from 2.3 to 2.1 will result in: (1.2, 2.1, 3.4, 4.1, 5.1); after 3.2 is changed to 3.4 due to the constraint. The third test frame is (1.2, 2.2, 3.2, 4.1, 5.1). The fourth test frame results from changing 3.2 to 3.1: (1.2, 2.3, 3.1, 4.1, 5.1). The fifth test frame is the result of the change from 3.2 to 3.3: (1.2, 2.3, 3.3, 4.1, 5.1); after satisfying the constraint. The next test frame is obtained by changing 3.2 to 3.4. This would lead to changing 2.3 to 2.1 due to constraint and the test frame will be 1.2, 2.1, 3.4, 4.1, 5.1. Once the base choice adequate test frames are obtained, the three error choices can be used to make three test frames using the Single Error coverage Criterion [13]. This criterion ensures that an error choice of each category is combined with non-error choices of other categories exactly once to form a test frame.

Analyzing the test frames obtained using the Base Choice criterion we observe that the test suite is devoid of choice 1.1, resulting in a test suite which is not Each Choice adequate. Faezeh et al. [11] also obtained these results using the Base Choice criterion. Therefore, if a tester decides to use the Base Choice criterion for a complex CP specification, it may not be possible to obtain an Each Choice adequate test suite as the
criterion does not currently support complex constraints, i.e., constraints with a lot of conjunctions and disjunctions. Therefore, the tester might have to revert to combinatorial criteria, e.g., pairwise or 3-way, because of abundance of tools providing constraint support. This however has a cost.

1.2.4 Identification of an appropriate tool for test frame generation

If the test engineer decides to generate test frames based on the Each choice or Pairwise criteria, the next decision will be on the selection of a strategy, algorithm, or tool, depending on the level of automation required, that will be used for the generation of test frames based on the selection criterion. Many combinatorial testing tools and algorithms are available; they use different algorithms for the generation of test frames, e.g., metaheuristic, greedy technique. Each technique uses a different strategy for the generation of test frames that can result in different combinations of choices and can likely affect the quality of the resulting test suite. There is a lack of compiled study on the suitability of tools for the Category Partition technique. For instance, there is no compiled study which can help a tester by precisely answering questions like: Which tool supports Base Choice? Which algorithm is deterministic? Which tool supports constraints and mixed covering arrays (where each category can have different number of choices) or is better in cost and effective at finding faults? In other words, there is a lack of study to assist the tester in deciding which tool or algorithm is most befitting to their needs. It is important to note that until now, there is no tool that supports constraints when the criterion used for the combination of choices is Base Choice.
1.2.5 Identification of test inputs for generating test cases

Once a tester decides on an algorithm to automatically generate the combination of choices, called test frames, the next step is the decision of the generation of test cases from test frames (decision 5). A test frame is a test case specification that needs to be concretized with actual test input values to become a test case that can eventually be implemented in a test script to be executed. For the Base Choice test frame mentioned above, (1.2, 2.3, 3.2, 4.1, 5.1), which specifies valid inputs (string and character), a string of nominal size with several occurrences of the searched character and the first occurrence of the character being somewhere in the middle, one possible test case will be string= “abscscb” and character = “c”. Instead of making manual selection of test inputs, a tester can decide to select the test inputs automatically. Different technologies, e.g., constraint solvers or theorem provers, can be used for this purpose.

1.3 On decisions to be made when applying CP—a summary

All the five decision points mentioned above, compiled in Figure 1-2, may each have important impacts on the quality of the resulting test suite by affecting its cost and effectiveness at finding faults. For instance, fewer choices means fewer tests (cheaper) but also higher risks to miss faults; introducing constraints can lead to valid test cases but can also increase the cost; different selection criteria can capture different types of faults and can result in different cost and fault detection effectiveness; different technologies used to create test frames and identify test inputs can result in different costs and effectiveness at finding faults. Considering all these variation points, it is paramount to obtain assertive conclusions based on experimental evaluations.
This thesis is an attempt at answering some of these questions. It starts with a discussion of the specific problems being addressed in the thesis and its contributions (Chapter 2). Chapter 3 discusses background and related work. Chapter 4, presents an orchestrated survey on the available algorithms and tools to support the automated construction of test frames. Chapter 5 defines the Category Partition specification of academic and industrial case studies. Chapter 6 discusses the results of using CP on the industrial case studies. Chapter 7 discusses the experimental evaluation of the impact of different types of constraints in CP. Chapter 8 introduces two different flavours of the Base Choice criterion to better support constraints. The performance of the new criteria and their comparison with existing ones is presented in Chapter 9. Chapter 10 discusses threats to validity and we conclude the thesis in Chapter 11.

Figure 1-2: Different decisions made while implementing Category Partition technique
Chapter 2 — Problem Addressed by the Thesis and Contributions

While implementing the CP technique the tester has to undergo a series of decisions (Figure 1-2) in order to obtain an effective test suite. This thesis aims to assist a tester in making such decisions. This thesis addresses problems related to decision 2, 3 and 4 in Figure 1-2 and contributes in solving those problems.

2.1 Problems addressed by the thesis

As proposed by Ostrand and Balcer [4], “contradictory” test frames produced with CP can be removed by determining constraints among the choices. Additionally, the choices can also be annotated with “error” or “single” to combat redundancy [14]. Error and single annotation can be assumed as a type of constraint on the choices to ensure that the annotated choices do not appear more than once. Therefore, constraint among choices, error annotations and single annotations are three types of constraints, which ensure that there are no infeasible and redundant test frames. We could not find any study that shows the impact (for instance on fault detection, code coverage or cost) of using these three types of constraints against not using them at all. Although it is interesting to note that combining choices without accounting for constraints may result into infeasible test frames, i.e., test frames for which it is not feasible to find inputs [11], there is no study to gauge the importance of each constraint type which can help their prioritization in case of limited resources. We therefore consider this as our first research problem. Such a lack of study makes it hard for a tester to make decision 2 (Figure 1-2) while implementing the CP technique. Further, the need of this study arises
from the fact that constraint satisfiability is a resource intensive process. Such a study will be handy and will help testers decide how much constraints (error, single, constraints among choices) are enough.

There are four main selection criteria specific to the Category Partition technique [1]: Each Choice, Pairwise, All Combination and Base Choice. The first three criteria are akin to n-way testing and can be supported by Combinatorial Testing (CT) tools while accounting for constraints among choices. CT tools do not intrinsically support the Base Choice criterion. This criterion on the other hand relies on base choices selected by the tester and their combinations whilst satisfying constraints. The constraint handling in the base choice criterion so far deals with simple constraints [4]. It is interesting to note that when there are constraints on choices, this definition of Base Choice does not necessarily ensure that each choice is exercised in the set of test frames [11]. Moreover, there is very limited literature on how to handle constraints among choices while using this criterion. Amman and Offutt [6] talk about infeasible combinations of two choices but there is no mention of how to handle more complex situations. In other words, because of constraints on choices, Base Choice does not subsume Each Choice, which is somewhat counter-intuitive. There is a lack of literature on how a system with highly constrained inputs can implement the Base Choice criterion. Therefore, the second problem, which the thesis will address, is the extension of the Base Choice criterion to support constraints among choices. While extending the Base Choice criterion and comparing its results with other criteria we will help a test engineer by providing them experimental results to facilitate decision making, specifically decisions 3 (Figure 1-2).
After deciding over the selection criterion, a test engineer needs to decide over an appropriate Combinatorial Testing (CT) tool for the generation of test frames. This decision might have an impact on the quality of test suite. We tried to search for an appropriate tool but there was no compiled study to help us make this decision. Although CT is a strong area of research, there is limited compiled literature on using CT for the purpose of CP, i.e., selecting a CT tool befitting to the needs of a CP specification. Therefore, the third problem that will be addressed by this thesis is the systematic characterization of combinatorial testing tools and algorithms specifically for CP testing that can help a test engineer make decision 4 (Figure 1-2).

The last problem that this thesis will address is the use of CP for real industrial case studies related to the field of telecommunication. Before a tester gets into the intricacies of implementing CP, an important question always stands: Is the implementation worth the effort? Addressing this problem by implementing CP on the software units from the telecom domain can help a test engineer gauge the suitability of Category Partition to this domain.

2.2 Contribution of the thesis

The dissertation contributes the following while addressing the problems defined in section 2.1.

In order to address the first problem we conducted a detailed experimental evaluation of the impact of different types of constraints on academic and industrial case studies. We used two academic case studies and three industrial case studies, designed 12 experiments and generated test frames using two combinatorial testing tools (CASA and ACTS) to gauge the impact of each constraint when the other two constraints are present.
or absent. We conclude that using all three types of constraints always results in a high quality test suite. However, if the test engineer has limited resources and decides to use only one constraint type, Error annotations are most effective. If the test engineer decides to use a combination of two constraints then Error and Single annotations give maximum return. We obtained similar results for both tools. Further, the thesis also contributes on how these constraints impact the cost of the test suite. As mentioned by Cohen et. al. [15], introducing constraints does not always result in lowering the cost of the generated test suite. In case of complex constraints, introducing constraints among choices, single or error annotations can results in an increased cost because more combinations, and therefore more test cases, are required to generate an adequate test suite. Another contribution of this thesis is the suggestion of threshold values, on the basis of quantitative analysis of experimental results, beyond which the cost of the test suites increases when Single, Error and Constraints among choices are used. We obtained the values for both academic and industrial case studies.

This thesis also contributes two variants of the Base Choice criterion to better account for constraints, in an attempt to solve the second problem (section 2.1). The two variants are Constrained Base Choice (CBC) and Extended Constrained Base Choice (ECBC). Contrary to the Each Choice and Pair-Wise criteria, which, similarly to many other selection criteria (e.g., structural ones), have a descriptive definition, the Base Choice criterion has a prescriptive definition [6]. The former criteria tell us which test objective to achieve without telling us how to do it whereas the latter criterion tells us how to proceed to obtain a set of adequate test frames. Our extension to Base Choice, i.e., CBC and ECBC, also follows a prescriptive approach. We will argue that, by
construction, CBC subsumes BC and ECBC subsumes CBC. **Further, the results that we obtained with the new criteria have test frames from Base Choice criterion and traces of frames from Pairwise and 3-way leading to results equivalent to a 3-way criterion but with a much lesser cost.** We can relate our results with those of Grindal et. al. [13] where the combination of Base Choice and Pairwise criteria gave better results than the individual criterion, hence proving that the criterion obtained resulting from the combination of two or more criterion is more effective.

The problem of generating test frames using CP is akin to the generation of Covering Arrays using combinatorial testing tools. A Covering Array is an array of rows and columns where the columns represent parameters and the rows represent the test cases. In order to facilitate our research, we searched for a suitable Covering Array Generation Tool. However, with a large number of commercial and academic tools and algorithms and no systematic characterization specifically for Category Partition technique, we could not narrow down to a few most suitable tools for our purpose. **Therefore, we performed a survey [16] on the basis of various research questions and published a list of available algorithms and tools and their categorization on the basis of these research questions.** We identified 75 of such tools and categorized them based on technique and test generation strategy used by each tool or algorithm for the generation of covering arrays. We also categorized the tools on the basis of the selection criteria supported by each tool/algorithm, coverage strength support, constraint support and mixed covering array support. We did not choose cost or time taken by a covering array algorithm for the generation of covering array as a criterion for tool categorization because there are many survey papers in the domain of mathematics or computer science which solely talk about
this aspect of CA tools and algorithms [17, 18]. The survey has tool and algorithms available until 2014 as that was the time when we were looking for an appropriate tool to support the automation of some aspects of our research work. Researchers, practitioners or testers who wish to select one of those tools befitting to their needs can use the results of this survey, possibly extending it to 2017 thanks to our disclosure of our survey protocol. This survey helped us solve the third problem mentioned in section 2.1 and we could select a tool befitting to our needs. We continued further by performing experiments using the tools selected from our survey and generated test frames using three of such tools on our 13 academic and industrial case studies and using different selection criteria. The thesis contributes by discussing the results from these experiments and concludes on the effect of test frame generation technique on the quality of test suite.

The thesis also contributes by implementing Category Partition Testing on industrial case studies in an attempt to solve the fourth problem (section 2.1). This study helped us in accessing the suitability of Category Partition testing on a telecommunication software. This implementation resulted in better results than when a systematic technique for input parameter modelling was not used. We followed the implementation with quantitative analysis of the results.

The thesis also contributes a large number of experiments, conducted using different case studies (academic and industrial), using different CP specifications, defining constraints for different combinatorial testing tools, selecting appropriate combinatorial testing tools for the generation of test frames, using various selection criteria and describing the results quantitatively or qualitatively. For the purpose of
these experiments, we use three academic case studies and ten industrial cases studies. The case studies vary in terms of size of the CP specification and number and complexity of constraints. We compare the results of the proposed criteria (CBC, ECBC) and existing criteria (Each Choice, Pairwise, 3-way combinations, Base Choice) using the ACTS [19], CASA [20] and PICT [21] combinatorial testing tools for the generation of test frames. We conduct primarily a quantitative analysis of cost (i.e., number of test frames) and effectiveness at covering the source code, data flow and detecting faults, which we complemented with a qualitative analysis.

2.3 Publications

This thesis resulted in the following publications:


Chapter 3 — Background and Related Work

Identifying input parameters is integral to black box testing. There are various techniques for input parameter modeling such as Classification Trees proposed by Grochtmann et al. [2] which are based on Boundary Value Analysis and Equivalence Partitioning and is defined in a tree like structure. The anti-Random technique proposed by Malaiya [3] is based on the selection of test inputs on the basis of the hamming distance [22]. Malaiya propose an approach to translate the input space into a binary representation and calculate the hamming distance between two binary vectors. A greater hamming distance symbolizes diverse test cases. Chen and colleagues suggested a UML activity diagram based method [23] as well as a choice relation framework [24] where the latter is extended from classification trees [2]. Chen et al. [25] compared the choice relation framework and the classification tree method but without a discussion on constraints on choices. Elmendorf [26] proposed a technique for defining causes of a function’s behaviour and the effects of those causes and named the technique Cause Effect Graphs. Grindal et. al [27] proposed a model for input parameter modeling specifically for performing combinatorial testing. This model is similar to Category Partitioning and provides a detailed strategy, checklist and guidance for selecting the input parameters.

Myers [5] proposed the technique of Equivalence Partitioning and Boundary Value Analysis for partitioning the input domain into groups and selecting a value from each group. The driving force for creating partitions of the input domain was the unmanageable number of inputs resulting from exhaustive testing. Boundary values
analysis selects the input values along the boundaries of the partitions that are exercised while testing the system. Although both the techniques are well known they lack a systematic integration and implementation. Category Partition proposed by Ostrand and Balcer [4] incorporates both Equivalence Partitioning and Boundary Value Analyses and follows an organized approach for the generation of tests by systematically integrating both techniques.

Category partition [4] has been used in many different contexts and level of granularity, ranging from functions to state machines to use cases [4, 9, 28-30], either manually or by using executable test scripts [9, 10]. We will discuss the related work within the framework of the decisions a tester has to make (recall Figure 1-2) for the implementation of Category Partition. Section 3.1 discusses issues with respect to the definition of categories and choices (decision 1). Section 3.2 discusses the related work about the specification of constraints on choices (decision 2). Section 3.3 discusses the related work about selection criteria (decisions 3). Section 3.4 discusses the related work about tool support for the generation of adequate test frames (decision 4).

Our contribution in this thesis is to decisions 2, 3, and 4 (Figure 1-2), so we have introductory literature, instead of a detailed one, for decision 1 and decision 5.

3.1 On the definition of categories and choices (decision 1, Figure 1-2).

A research group in Hong-Kong led by P. L. Poon has been actively researching CP. They identified patterns of categories and choices that can be defined once and reused [31]. They also defined a divide and conquer methodology for identifying categories and choices which they extended from a choice relation framework [24], and named it DESSERT [32]. They further have empirical studies to their credit where they
demonstrated the mistakes test engineers usually make while implementing CP [33]. There is also an interesting work that shows the impact of user expertise on the outcome of CP [34]. They evaluated the effectiveness of a checklist which they provided previously [33] for detecting the missing categories or choices. The work of this research group mainly focuses on defining the CP specification i.e., categories and choices accurately and precisely, and is complementary to ours for the overall use of CP.

3.2 On the definition of constraints for choices (decision 2, Figure 1-2)

Chen et al. [24] developed a choice relation framework for supporting test case generation using category partitioning. They suggested means to systematically capture constraints among choices and generated a choice priority table. Grochtmann et al. [2] proposed a Classification Tree method for building a model of constraints for a given input domain to facilitate the construction of such specifications. Grindal et al. [35] investigated various conflict handling strategies in their work.

The research work in category partition testing intermittently talk about constraints among choices. For instance, Offutt et al. [6], Poon et al. [14, 36] mention constraints in their work but do not discuss the handling of complex constraints neither do they discuss the impact of these constraints on the quality and cost of the test suites. Since the software systems nowadays are highly complex, resulting in complex constraints among the input parameters, there is a lack of concrete literature on constraint handling in Category Partition testing. Because of this lack and because of the fact that generation of test frames using CP for the Each Choice and Pairwise selection criteria is akin to 1-way and 2-way combinatorial testing [11], we look at the constraint satisfiability in the combinatorial testing techniques [37-41].
Justyna [42] and Colbourn et. al. [40, 42] in their work underlined the importance of constraints in combinatorial testing and categorized the constraints as hard and soft constraints. A hard constraint is a constraint which, if not satisfied, will result in at least one infeasible test frame (i.e., a test frame for which one cannot find test inputs that satisfy the choice specification), and therefore insufficient testing in (the likely) case that such infeasible test frames are simply dropped. A soft constraint is optional: specifying the constraint or not does not impact feasibility of test frames; A test engineer may decide to specify such constraints according to her knowledge of the problem domain, for instance to reduce the number of test cases and therefore testing costs. Having constraints can also result in more combinations of non-constrained choices, which improves the quality of the test suite as proved by our experimental data in Chapter 7, an observation in line with the assumptions made by Danziger et. al. [43]. They assumed that a pair of choices that has been visited once will not be visited again, but their study is based on constraints expressed as forbidden tuples and is limited to pairs. Our results are based on case studies that have constraints which span more than two choices. Alternatively, not having soft constraints (e.g., error ones) can also lead to extended robustness testing since this results in more choice combinations with the otherwise annotated error choices, particularly in programs that have good defensive programming code.

The constraints that are supplied to a combinatorial testing tool are represented using a specific representation style that is acceptable to the tool. There can be different representations for constraints: Forbidden tuple representation or full representation to name a few. In case of forbidden tuples, the forbidden combinations are specified as constraints. A SAT solver or greedy algorithm then ensures that those combinations
never occur. Constraints can also be specified using first order logic formula which is a representation used by a combinatorial testing tool called ACTS [19]. The logic formula can use Boolean, relational or arithmetic operator. A recent work by Cohen et. al. [44] empirically analyzed that specifying constraints as forbidden tuples yield faster results than with other methods of specifying constraints. Their results are based on experiments done with ACTS and CASA [20].

Cohen et al. [15] in their work surveyed various constraint handling techniques which can be used with existing combinatorial interaction testing tools. They mentioned, in particular based on examples, that constraints among parameter values do not always reduce the size of the test suite. However, there is no mention of how a test engineer can use this information and decide on a tradeoff between how much constraints to define and how will that affect the size of the test suite.

There is an interesting work by Poon et al. [36] which they further extended and evaluated [14] where the authors empirically compare test-once strategy and test-a-few strategy. The authors employ these strategies on particular conditions in the specifications and they test those conditions either once (test-once strategy) or a few times (test-a-few strategy). They mentioned that the success of the test-once strategy is based on the ‘uniformity assumption’, i.e., an implementation should process the condition uniformly irrespective of values used for the testing of these conditions. We are assuming the test-once strategy to be similar to annotating the choices as Single and Error in a CP specification. The driving force while selecting a choice as Single is that such a choice should behave uniformly irrespective of test inputs. Because of this uniformity, only one occurrence of these ‘Single’ or ‘Error’ annotated choices are sufficient for adequate
testing because additional test cases will not contribute to additional coverage but to cost. In Poon’s paper, authors claim that such an annotation is useful in reducing the cost of the test suite. However, if there is an error in the implementation of the condition, this would violate the uniformity assumption and we would need more than one test case with different test inputs to uncover the faults. Similarly, an incorrect Single annotation can fail in discovering certain faults because of its test-once behaviour. The test-a-few strategy on the other hand, exercises choices several times in the test suite which obviously leads to better quality test frames than the test-once strategy, as is also proven by the authors. They further discussed three strategies based on test-a-few and discuss the fault detection capability of each strategy. Besides being an interesting contribution there is no mention of the selection criterion used for the generation of test frames using the test-once and test-a-few strategies.

Danziger et. al. in [43] in their research proposed a theoretical framework to reduce the size of the covering arrays that employ constraints. The constraints are set up as forbidden pairwise interactions and they did not discuss three-way or N-way interaction of forbidden tuples. In the present work, we consider constraints that span beyond pairs. We prove in the present work (Chapter 7) that the introduction of constraints (constraint among choices, single and error annotations) does not always lead to a reduction in the cost of the test suite, for certain selection criterion and that cost depends of various factors.

To sum up, there is ample research on CP and its improvement in terms of identification of categories, choices (see previous section) and constraints between choices to obtain valid test frames. To the best of our knowledge, there is however no
study which discusses the impact of Single and Error annotations on the quality of the test suite. The closest study to our work is by Poon et. al. [14, 36], although they did not mention the criterion used for the combination of choices in test suites and their claim of a general reduction in the cost, in the presence of constraints is also not in agreement with our study. For the constraints that are implemented among choices (based on combinatorial testing, because of the lack of related literature in the field of category partition), Cohen et. al. [15] in their work mentioned that there can be an increase in the size of the test suite but there is no mention on how this information can guide a test engineer in deciding over the amount/complexity of constraints. Considering these three types of constraints (constraint among choices, error and single annotations) and the short time to delivery of the software product, we could not find any literature on the impact of three types of constraints on the test suite quality. This information can be useful for the test engineer in prioritizing certain constraints in case of limited resources therefore helping in gauging how much constraint are enough to make a software product readily available for delivery. Therefore, our work differs from, and complement related work in that instead of suggesting improvements in the CP technique, we conduct and report on experiments in which we studied the cost and effectiveness of implementing different types of constraints in the CP specification. We studied each constraint in the presence and in absence of the remaining two constraints and answer based on our results, questions like, which is the most effective constraint?

3.3 On selection criteria and their support for constraints (decision 3, Figure 1-2)

As discussed, there are various criteria for the selection of choices in Category Partition in order to form adequate test frames and hence test cases [1, 7]. The criteria
which are most commonly associated with the Category Partition technique are Each Choice, Base Choice and All combinations which were introduced by Amman et al. [6] and Pairwise [1]. Some variants are also proposed to the Base Choice criterion. Cohen et. al. [45] proposed the notion of a default value in place of base choices and suggested that a test case should always have a default value while at the same time changing other values. Burr et al. [46] proposed to have maximum and minimum values in the test case along with the default value. Nie et. al. [47] renamed the Base Choice Criterion as One Factor One Time (OFOT) while keeping the process of generation of test frames the same.

Grindal et. al [13] made some general observations regarding the fault finding ability of the combination strategies. They observed that, in their experiments, the Each Choice criterion surprisingly supplied good results, which they cannot always guarantee. Grindal mentioned that the Base Choice criterion uses domain knowledge for the identification of base choices; a reason why the Base Choice criterion detects different types of faults as compared to Pairwise. They also concluded that the Base Choice criterion performs better than the Pairwise criterion when there are few candidates for becoming a base choice in a category. When there is a large number of candidates for base choice selection, the Pairwise criterion gives better results. The authors also proposed that a combination of the Base Choice and Pairwise criteria can be more promising and can give better results. They experimented by combining these two criteria and observed that for some of the case studies the combination discovered more faults than each individual criterion. Their Pairwise criterion is implemented using two different techniques; Orthogonal Arrays [48]
which is based on mathematical object and Automated Efficient Test Generator which is a greedy algorithm [45].

Another criterion which is based on domain knowledge is the Input Output based parameter interaction [49]. Instead of exercising interactions of the complete set of parameters, the Input Output Based Interaction criterion splits the set of parameters into (possibly overlapping) subsets that each contain the parameters that impact the value of one output parameter [50]. Therefore, in order to implement this criterion it is important to know the behaviour of the functionality under test similar to the Base Choice criterion. A study performed by Othman et. al. [49] showed that Input Output based parameter interaction gives better results in terms of number of test cases and ability to find faults than Uniform and Variable Strength interaction [51]. Our intent to discuss the Input Output based parameter interaction is not for the sake of completeness but to emphasize the importance of a selection criterion which is based on domain knowledge.

If the SUT has a large number of categories and choices, it is infeasible to generate test frames manually. Therefore, the process of generation of test frames can be automated using test frame generation techniques which are based on Combinatorial Testing techniques. These techniques can be used to generate test frames for Each choice (1-way), Pairwise (2-way) or All combination (N-way) as the definition of All Combination by Ammann et. al. [6] is similar to N-wise coverage by Grindal et. al [7] which is based on combinatorial testing. However, there is a significant difference between Combinatorial Testing (CT) and Category Partitioning (CP). In CP the combination of choices are test frames which are in fact test case specifications. These test case specifications (test frames) are provided test inputs based on the choice
specifications to obtain test cases. Therefore, the final quality of the test suite will not solely depend on the test frames generation technique but will also depend on the strategy used for obtaining the test inputs on the basis of choice specifications. However, in the case of CT the choice specifications are in essence the values (choices) of the parameters (categories), therefore the execution of the combinatorial testing tool will generate test cases instead of test frames. There are studies in the field of combinatorial testing [52] which show that 100% fault detection can be achieved by up to 6-way combinatorial interaction testing. These studies also conclude that maximum faults are discovered with pair wise interaction (2-way) and single factor faults whereas comparatively fewer faults are discovered by interaction of three and more parameters. However, these studies and hence the results cannot be completely applied to the Category Partition technique because in the case of Category Partition the final fault detection will also depend on the test input selection strategy.

Since there is a lack of constraints handling tools in Category Partitioning we can use the constraint handling capability of combinatorial testing tools specifically while dealing with T-wise criteria (e.g., Each Choice, Pairwise) and complex constraints. These constraints help ensure that only valid test frames are obtained. A lot of literature is available on constraint handling in combinatorial testing [15, 20, 41, 53, 54] resulting in a number of tools and algorithms which support constraints during test frame generation [16]. Although there is ample research for constraint support in combinatorial testing, and therefore for Each Choice and Pairwise in the context of CP, e.g. Grindal et. al. [55], there is very limited literature on constraint handling for Base Choice in the context of CP.
Having discussed the importance of criterion based on domain knowledge and its ability to discover domain specific faults, we observe that these results are impacted when there are constraints among the choices as there are not enough guidelines on how these domain specific criteria can handle constraints. Faezeh and Labiche [11] observed that the presence of constraints between choices heavily impacts the use of those criteria, including Base Choice which, in some cases, does not exercise every single choice. Although Base Choice looks promising, there is a lack of literature on how to handle complex constraints, Ammann and Offutt [6] being an exception.

Ammann and Offutt [1, 6] proposed a method for handling infeasible combinations during the generation of test frames using Base Choice. If an infeasible combination is found in a test frame then they suggest to change a conflicting choice with some other choice of the category so that the test frame becomes a feasible combination. They illustrate their idea on a simple example containing two conflicting choices. We find that their definition of the procedure to handle infeasible test frames due to constraints is not precise enough; there is no guarantee that their solution would work on more complex situations involving constraints (e.g., when following their procedure on the example of Section 1.2 we could not obtain an each choice adequate test suite using the Base Choice criterion in the presence of constraints). This motivated us to improve the definition of the Base Choice criterion, which resulted in two different flavours of the criterion.

To summarize, there is no published work, to the best of our knowledge that can help someone deal with constraints on choices in a systematic way when producing a Base Choice adequate test suite in the context of Category Partition.
3.4 On techniques for test frame generation (decision 4, Figure 1-2)

Once a test engineer decides over the selection criterion to use, the next decision is the selection of an appropriate tool or algorithm for the generation of test frames. An engineer, based on the requirements of the Category Partition technique, can have different criteria for the selection of such a tool and can revert to literature to make a selection.

The research work by Kuliamin et. al. [17, 18] surveys methods for generating covering arrays. These papers survey covering arrays generation techniques on the basis of size and time of generation of covering arrays. They however do not discuss extensively the tools or algorithms which support a specific technique, the coverage strength or selection criteria. Other surveys (e.g., Grindal et. al. [7, 47, 56-58], Zamli et. al. [56, 57] and Anand [58]) focus on the techniques but do not discuss all the tools and algorithms supporting those techniques in detail. For instance, they do not discuss support for constraints or higher coverage strength, which is essential in our Category Partition context. The nearest work to our survey is by Rahman et al. [57], who discuss various techniques, their strengths and weaknesses along with the coverage strengths they support. They also mention if a specific technique supports constraints. They do not extensively mention the tools or algorithms supporting a specific technique, the constraint handling and representation technique adopted by a tool/algorithm, the selection criteria supported by a tool. In other words, we intend to provide a complete and compiled picture of what can be found in the literature to date. There is only one research work by Cohen et. al. [15], to the best of our knowledge, which discusses the constraint handling support in tools/algorithms for nine tools whereas we discuss 32 such tools (Chapter 4).
To summarize, none of the research work until March 2014, to the best of our knowledge, surveys the tools and algorithms as extensively as what we survey in this thesis or compare them on the basis of comparison criteria which we outlined in Chapter 4.

3.5 On techniques for the selection of test inputs (decision 5, Figure 1-2)

Once a test frame is obtained, the next decision is the selection of test inputs to form test cases. A test frame is a test case specification that is then concretized with actual test inputs to create a test case. Similar to the use of different technologies for the generation of test frames, different technologies can be used for the test input selection to obtain test cases. Test inputs can be derived manually using a documented procedure or it can be obtained automatically by feeding the test case specification to a Boolean Satisfiability (SAT) Solver or Satisfiability Modulo Theory (SMT) solver. These solvers decide over the logical satisfiability of the specification given a set of inputs. Different tools, e.g., Microsoft Z3 theorem prover [59], Yices SMT solver [60] can be used to find test inputs. Choosing such a tool can have an impact on the quality of the test suite. EvoSuite [61] is another tool that is based on evolutionary algorithms and is used to generate inputs for white box testing. Wegener et. al. [62] proposed an evolutionary test environment for generating test data for structural tests.

In order to use the selection criteria when one has a large number of parameter (categories) and values (choices), a technique is required, which can effectively and efficiently make combinations. One such commonly used technique is Combinational Testing (CT). Combinatorial testing is the technique based on the mathematical concept of combinatorics, which is the study of combinations and permutations of sets of elements. This technique of combinatorics is widely used in performing black box testing of software systems. CT can be broadly applied at two levels; configuration level and input parameter level [52]. At the configuration level, system configurations are considered as parameters for testing, e.g., operating systems, browsers, network protocols etc. T-wise interactions among these configurations are then performed and covering arrays, a matrix of parameters and values, are generated. At the input parameter level, the actual inputs to the system or subsystem are considered. The inputs can be the actual values or partition of the input space as defined by equivalence partitioning. A related input parameter modeling technique for combinatorial testing has also been proposed by Grindal et. al [27] which is based on the category partitioning [4]. Yilmaz et. al [63] in their research work suggested a model consisting of four phases for performing combinatorial testing. They suggested modeling, sampling, testing and analysing starting from modeling the input parameters to analysing the results of the covering arrays.

The reader will notice we need two different terminologies. With Category Partition, parameters are characterized by categories, which are split into choices, and choices need
to be combined (one choice per category) to form test frames and hence test cases. In the CT domain, parameters have values and one combines those values (one value per parameter) to form test cases. We can establish a mapping between the two terminologies: categories and choices (Category Partition) map to parameters and values (CT). Unless otherwise specified, we will use the category/choice terms when the discussion is on Category Partition, and we will use the parameter/value terms when the discussion is on CT. We may need to mix terms, though without loss of clarity when one remembers the mapping.

4.1 Covering Arrays

Combinational Testing can lead to the generation of Orthogonal Arrays (OA) or Covering Arrays (CA). An Orthogonal array is a \( N \times K \) array defined as \( OA_\lambda(N; t, k, v) \) where \( N \) depicts the number of test frames (rows) and \( K \) defines the number of parameters (columns), \( t \) is the strength of combination and \( v \) is the number of values in the parameter. The value \( \lambda = \frac{N}{v^t} \) defines the number of times each \( t \)-tuple exists in \( N \times t \) subarray [64]. The OA requires every \( t \)-tuple to exist exactly \( \lambda \) number of times. However, this required is relieved in Covering Arrays where every \( t \)-tuple should exist atleast \( \lambda \) number of times. A CA is defined by \( CA_\lambda(N; t, k, v) \) where \( N \) being the number of test frames, \( k \) is the number of parameters, \( v \) is the number of values in each parameters and \( t \) is the combinatorial strength. \( \lambda \) is usually assigned the value one (\( \lambda=1 \)), which means that every \( t \)-tuple should exist atleast once in the \( N \times t \) subarray [64]. When \( N \) is unknown or unspecified the notation \( CA(t, k, v) \) is often used. A CA is optimal if it contains minimum possible number of rows. Both OA and CA requires that all the parameters should have the same number of values. This condition is further relieved in
case of Mixed covering arrays (MCA) where each parameter can have different number of values. MCA where each parameter can have different number of values is represented by the notation MCA (N; t, k, C) where N is number of tests (rows), t is the combinatorial strength, k is the total number of parameters and C represents each parameter and its corresponding number of values, i.e., $C = (v_1^{p_1}, v_2^{p_2}, ..., v_n^{p_n})$. An example MCA can be defined as $(25; 2, 21, 5^2, 3^6, 2^{13})$ where the number of tests are 25, the combination strength is 2, total number of parameters are 21 where 2 parameters have 5 values, 6 parameters have 3 values and 13 parameters have 2 values each.

Variable strength covering arrays (VSCA) [47, 65, 66] are used when certain parameters are required to be tested more strongly than others, which mean that the coverage strength is higher for a subset of parameters. A VSCA is represented by VSCA (N; t, C, $C_s$) where N is the total number of tests, t is the combinatorial strength, C represents each parameter and its corresponding number of values combined with the strength t. Set $C_s$ consists of a covering array of a subset of k parameters combined with a coverage strength greater than t, e.g., VSCA (12, 2, 3^2, 2^2, {MCA (3, 3^1, 3^2)}).

Constraint Covering Arrays (CCA) [15] are used to represent constraints along with the covering arrays in the form of forbidden tuples. They are represented as (N; t, k, v, F) where F corresponds to the set of forbidden interactions. The natural extension of CCA is MCCA, or Mixed Constraint Covering Arrays, represented as (N; t, k, C, F) where $C = (v_1^{p_1}, v_2^{p_2}, ..., v_n^{p_n})$ and F is the set of forbidden tuples. e.g., CCA (N; 2, 3, 4, F) F= ((0, 5), (2, 11), (3, 7, 8), (2, 5)) (each of the three parameter have four values which are assigned unique number from 0 to 11 and the forbidden tuples are specified in F).
There are few differences in the features of OA and CA but for application in Category Partition, a CA is typically preferred for a number of reasons, including: an OA assumes that all the parameters have the same number of values, resulting in the same number of occurrences of the values in the test suite. This is rarely feasible in practice [7]. It is possible to construct a CA for any test specification i.e., with unequal number of parameters values, but an OA is not possible for such a specification. In case of constrained test specifications, it is feasible to generate CAs because each tuple is required to occur at least once in the test suite; this condition can be satisfied even in the presence of the constraints. However, OAs fulfilling this requirement can result in invalid combinations based on the constraints in the specification. Removing these invalid combinations explicitly will result in incomplete testing as some valid pairs might also be removed. Another advantage of CA is its extension to Mixed Covering Arrays. Because of these advantages, Covering Arrays are widely used with Combinatorial Testing (CT). There are a number of covering arrays discussed in literature Table 4-I. Yilmaz and colleagues [63] give a detailed picture of the types of covering arrays that can be used and the current research in the field.

In the context of Category Partition, a test engineer would be looking for a CA generation solution that could support one or more of the following: different categories typically have different number of choices; choices are typically associated with constraints to enforce or prevent some combinations or to ensure that a choice only appears once in the set of test frames; different selection criteria (e.g., Each Choice, Base Choice) can be considered to generate combinations of choices. Contrary to other studies that compare the effectiveness of CA generation technologies at producing the least
number of test cases in least amount of time, we are interested in functionalities of such technologies. Needless to say that it is always interesting to know the execution time or a size of an algorithm generating a covering and there are survey paper [17, 18, 64] and journal articles in domain of mathematics and computer science in support of that. In the current work, we mainly focus on the application of covering array is the domain of black box testing and we have not included the effectiveness of the CA generation technique in terms of space and time in our survey. We believe this comparison will help researchers and practitioners to analyze the tools and algorithms befitting to their needs. Since we did not find any survey that fits our needs, we decided to systematically identify and review existing CA generation technologies and compare them according to the above-mentioned objectives (among other things).

<table>
<thead>
<tr>
<th>Covering array types</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error Locating arrays (ELA) [67]</td>
<td>ELAs help detect faults and isolate the faulty interactions from the rest of the interactions.</td>
</tr>
<tr>
<td>Test Case Aware Covering arrays (TCACA) [63, 68]</td>
<td>TCACA are used when the inputs to the system are system configurations rather than actual input parameters. Once CT is applied to obtain the combination of system configurations actual test cases are then made to run those configurations. So, in order to test each configuration the entire test suite might be required, rather than a single test case as in traditional covering arrays. Having said that, some test cases might not run on specific configurations and hence the test case specific constraints might be required.</td>
</tr>
<tr>
<td>Cost aware covering arrays [63, 69]</td>
<td>These are the covering arrays that take into consideration the cost of testing while constructing the test suite. While generating the test suites some combinations of configurations can be more costly than others. The cost can be associated with software installations or compilations. So the cost function can be minimised while building the covering arrays.</td>
</tr>
<tr>
<td>Sequence Covering arrays [70]</td>
<td>These covering arrays take into consideration the sequence of occurrence of events as in GUI systems. In traditional covering arrays the order in which the values are combined to form the test suite is insignificant and will detect the same faults whereas in event driven systems the order of values is significant and hence will affect the final fault revealing power of tests.</td>
</tr>
<tr>
<td>Incremental Covering arrays [71]</td>
<td>Choosing the strength for a covering array can be a tricky thing to do because one cannot know a priori which strength should be chosen to find faults. For instance, a strength 2 CA can miss a fault that would be revealed by a strength 3 CA, while a strength 3 CA is typically more expensive (has more test cases) than a strength 2 CA. A solution to this trade-off problem can be incremental covering array, in which strength t is not chosen a priori but can be decided on the basis of available resources or can be incremented from a lowest strength.</td>
</tr>
<tr>
<td>I-Biased Covering array [72]</td>
<td>A I-Biased CA assigns a priority to each value of a parameter (e.g., a weight), thereby giving preference to certain values so that they are covered earlier in testing. The basic idea of a I-biased covering array is that the first rows should provide the highest benefit of coverage as compared to the whole suite.</td>
</tr>
</tbody>
</table>
4.2 Selection protocol for conducting the orchestrated survey

We did not strictly follow established guidelines [73] to conduct a Systematic Mapping Study (SMS) [74], mostly deviating from those guidelines in the way we identified relevant publications since we did not rely on online databases such as IEEE eXplore. We nevertheless followed the SMS principles by considering research questions, establishing a precise procedure to identify relevant publications, clearly stating publication inclusion and exclusion criteria, and by defining a publication comparison framework.

4.2.1 Research Questions

Since we are interested in using a CA generation technique to produce test frames in the context of Category Partition, we identified the following research questions:
RQ1: What are the available tools/algorithms for generating combinatorial tests?
RQ2: Which techniques are used for generating covering arrays for combinatorial testing?
RQ3: Which selection criteria (to generate test frames, i.e., combinations of choices) does each tool/algorithm support?
RQ4: What is the maximum coverage strength supported by each tool/algorithm?
RQ5: Which tools support constraints and how do they represent and handle them?
RQ6: Which tools support mixed covering arrays?

4.2.2 Selection procedure

The selection procedure we followed started from survey papers [7, 17, 18, 47, 56-58], which gave a fairly good idea regarding the techniques used for generating combinational tests (Covering Arrays). However, since our objective was to search for
available tools/algorithms that support each specific technique, we first looked at the tools/algorithms mentioned in those surveys. We searched and studied literature on these tools/algorithms one by one. We extensively reviewed the related work and result sections of these papers, searching for new tools/algorithms being compared to the first list of tools/algorithms. We repeated this process multiple times, recursively, until no new tool/algorithm was identified.

Further, to ensure that our list was as complete as possible, we also searched for tools/algorithms in the papers where the survey papers were cited. We further reviewed the thesis of various researchers [72, 75-77], technical reports [78], books [52], websites (e.g., www.pairwise.org) and feature documents of various tools (e.g., ACTS, PICT).

4.2.3 Excluded papers

During the selection procedure we identified many studies which proposed an improvement over another existing algorithm, such as lowering the bound of CAs, but these papers did not have an implementation or much experimental results of comparison with other algorithms, and were not changing the essence of the algorithm to such an extent that our classification of the new algorithm would differ from that of the original. Hence, we excluded these studies. Tools/algorithms based on Orthogonal Arrays (e.g., OATS, rdExpert, reducearray2, reducearray3) were excluded because of their limitations mentioned in section 4.1. Papers on other input parameter modeling technique, e.g. classification trees (CTE_XL), Combinatorial testing for Software Product lines, Grammar based combinatorial testing, testing of compilers were also excluded. We also excluded algorithms/tools supporting prioritization of the values or parameters. We have focused on literature only in English.
4.2.4 Included papers

We have included tools and algorithms that generate combinatorial test suites. We included tools/algorithms that support input/output relationships, hamming distance-based techniques for the selection of parameters and values. We have made an exception here regarding the selection of an algorithm named Distance-Based Technique [79]. This work does not perform comparison with other tools but we have included it in our survey because it supports three selection criteria, coverage strength of 5 and is the only distance based technique we found that supports constraints. The basis of this inclusion is the variety in results.

The AETG’s Web service [80] is based on the algorithm proposed by Cohen et al. [12] which was further improved by Cohen [75]. For our review, we will be considering the commercial tool AETG Web Service that is available online. ACTS [19] implements several combinatorial test generations algorithms like IPOG and IPOD [81], IPOF [82], IPOF2 [82], and IPOG-C [83] which uses constraints, all being rooted in the In parameter Order (IPO) algorithm [84]. We decided to consider ACTS itself rather than all these sub-algorithms separately.

4.3 Comparison Framework

The comparison framework consists of various comparison criteria, derived from our research questions, which we will use for comparing the tools and algorithms we selected.

4.3.1 Techniques for the generation of covering arrays

Literature shows various techniques for generating covering arrays for Combinatorial Testing. The construction of CAs are usually performed in two steps [52].
In the first step a set containing all the possible t-wise combinations is generated. In the second step the test suite is generated to cover all the combinations obtained in the first step. Both steps collectively is called the technique for test suite generation. Researchers have suggested various paradigms for the characterization of the test suite generation techniques. Grindal et al. [7] characterize techniques on the basis of the determinism of the generated output. They broadly categorized techniques as deterministic and non-deterministic and further into heuristic, artificial life based, iterative (test suite generated in iterative steps) and instant (test suite generated in one step) depending on the type of algorithm being used and how the test suite is generated. In this classification, the categories however are not disjoint. For instance, they have classified covering arrays as deterministic whereas the determinism in CA greatly depends on the algorithm used for its generation. When covering arrays are generated using Simulated Annealing the results are not necessarily deterministic [85].

Nie and Leung [47] performed an extensive survey and provided another classification scheme which classified the covering array generation techniques into greedy algorithms, heuristic search, mathematical methods and random method. It is interesting to note that, as reported by Nie and Leung, a technique may fall into more than one category: e.g., the hybrid techniques of Bryce and Colbourn [86] combines a heuristic search and a greedy algorithm to benefit from both techniques. We extended this taxonomy in our work. So in the present work we will categorize the tools and algorithms as based on: greedy algorithms, metaheuristic, adaptive random and adhoc, hybrid and algebraic techniques.
4.3.2 Test generation strategy

The algorithms for combinatorial test suite generation can be broadly categorized into Test based generation and Parameter based generation. An algorithm uses either a test case or a parameter as the building block for the generation of the test suite. In test-based generation, the algorithms proceeds by building one test at a time such that the test covers as many t-way combinations as possible thereby spanning over all the parameters. Automatic Test Case Generator (AETG) [12] falls in this strategy. Parameter based generation begins with t parameters, makes a test suite for t-wise interaction and then adds more parameters to it. While adding new parameters, new test (rows) are also added, often greedily, so that each addition leads to maximum t-way interactions in the extended set of parameters. This is the strategy of In Parameter Order [87]. The algebraic techniques, which follow a recursive approach, also use a parameter-based strategy. The building block in a recursive algebraic technique is a smaller covering array, which is a group of parameters, and the larger arrays are obtained from smaller arrays [88]. We performed a high-level analysis of the algorithms, depending on their building blocks, solely for the purpose of their classification as a test based or parameter based strategy. Specific or detailed discussion beyond this point is out of the scope of the thesis.

4.3.3 Selection criteria

In a typical situation, exercising all the possible combinations of parameter values, i.e., t-way coverage for a problem with t parameters, is simply not practical or feasible because of the large set of parameters and values. Hence, it is important to select categories (parameters), choices (values) and an appropriate selection criterion rather strategically, so that the combination of choices can lead to a manageable set of test
cases. Section 1.2.3 discusses selection criteria used mainly with the context of Category Partition namely Each Choice, Base Choice, All Combinations and Pairwise. The other selection criteria suggested in literature and surveyed by several authors [1, 7] are briefly discussed here.

The Uniform Strength Interaction criterion, or $t$-wise, criterion requires that any combination of values belonging to $t$ parameters should be combined at least once in the test suite. Here all the parameters are supposed to be uniformly integrated with a constant value $t$ [89]. The Pairwise criterion mentioned in the context of Category Partition Technique corresponds to a uniform strength of 2.

The Variable Strength Interaction criterion, or Mixed Strength Interaction, is an extension to the $t$-wise criterion that requires $t$-wise interaction among a subset of parameters and $q$-wise interaction among the remaining parameters [90].

Instead of exercising interactions of the complete set of parameters, an Input Output Based Interaction criterion splits the set of parameters into (possibly overlapping) subsets such that each contain the parameters that impact the value of one output parameter [50]. Although the authors used All Combinations criterion but any selection criteria can be used on each subset of parameters and results can be combined to obtain complete test cases.

The goal of the Distance Based criterion is to select combinations of parameter values, i.e., test cases, that are as diverse as possible, diversity being measured as the distance between those test cases, for instance using the Hamming distance [3]. The procedure starts by creating the binary representation of the input space and then
selecting inputs that are maximum Hamming distance apart from each other and include them in a test frame. A greater hamming distance symbolizes diverse test cases.

The Random Input criterion selects a randomly chosen number of test cases and each test case is a random selection of parameter values.

4.3.4 Coverage Strength support

The strength of a CA is the number of parameters whose interactions are exercised by a specific CA. By extension, the maximum strength of a CA generation algorithm is the maximum strength value of CAs generated with this algorithm as reported in experiments in the literature. Studying coverage strength support is important since increasing strength has been experimentally shown to relate to fault detection [52, 78]. In order to obtain such a maximum strength we relied on the already published literature, either the paper where the technique/algorithm was first presented or subsequent work where that algorithm was used for comparison. We took the maximum of all the values we collected as published in the respective literature along with their test configuration (i.e., number of parameters, number of values of those parameters, …) that was used to obtain these values. This is explained further in the result section 4.4.4.

4.3.5 Constraint support

Constraints are limiting the construction of a CA by forbidding some combinations. One can distinguish between environment constraints and system constraints [52]. An environment constraint is an intrinsic characteristic of the application domain, i.e., the parameters and their values, and is strictly forbidden, e.g., Linux OS can never be combined with Internet Explorer browser. A system constraint on the other hand is user defined (e.g., one user cannot select a value less than 10). Such a constraint is specified,
for instance, to reduce the number of test cases and therefore cost, or relaxed, for instance to test the robustness of the system.

Constraints can be represented either as forbidden tuples, allowed tuples or formally specified with the help of propositional formulas or logical expressions using Boolean, relational or arithmetic operators [83, 91]. A forbidden tuple is a combination of parameter-values that cannot appear in the final test suite. A single constraint can give rise to any number of forbidden tuples [15]. In a typical situation, constraints are formally specified, not necessarily explicitly, by the test engineer. Tools/algorithms which accept formally specified constraints are therefore more usable than those that do not since in the latter case, the test engineer needs to remodel the constraint input to transform the formal specification into a list of forbidden or allowed tuples [15].

As an example, we demonstrate the constraint representation by three combinatorial testing tools; CASA [19, 53], ACTS [19] and PICT [21]. We take a constraint example from our industrial Level 2 case study where the constraint is specified on choice p21 of category 2 (Appendix C.11): \[ p21 \rightarrow (p12||p13) && p41 && (p37||p38||p39) \]. The constraint \( A \rightarrow B \) means that constraint \( B \) applies on choice \( A \). Therefore, the constraint on choice \( p21 \) is a combination of choices from categories 1 (e.g., \( p12 \)), 3 (e.g., \( p37 \)) and 4 (i.e., \( p41 \)).

The representation of this constraint in CASA is similar to logical implication \( A \rightarrow B \), given that such a constraint can be written as \( A \rightarrow B = !A \ || \ B \). In order to write the constraint in CASA, it is converted into a Conjunctive Normal Form as follows:

\[
!p21 || ((p12||p13) && p41 && (p37||p38||p39)) \\
\]
This will hence become three constraints for CASA in CNF.

The constraint on p21 is represented in ACTS as follows:

\[
\text{Category2} = \text{"p21"} \Rightarrow ((\text{category1} = \text{"p12"} \ || \ \text{category1} = \text{"p13"}) \ && \ (\text{category4} = \text{"p41"}) \ && \ (\text{category3} = \text{"p37"} \ || \ \text{category3} = \text{"p38"} \ || \ \text{category3} = \text{"p39"})
\]

In PICT the constraint is represented as follows:

\[
\text{IF } ([\text{Category2}]=\text{"p21"}) \ \text{THEN } ([\text{Category1}]=\text{"p12"} \ \text{OR} \ \text{[Category1]=} \text{"p13"}) \ \text{AND} \ ([\text{Category4}]=\text{"p41"}) \ \text{AND} \ ([\text{Category3}]=\text{"p37"} \ \text{OR} \ \text{[Category3]}=\text{"p38"} \ \text{OR} \ \text{[Category3]}=\text{"p39"});
\]

These three examples show how the constraints can be specified using different tools. We will use these representation techniques to specify constraints among choices for our example academic and industrial case studies (section 5.3)

We recognized four mechanisms for handling constraints by the tools/algorithms. The first mechanism is handling constraints before executing a specific test generation algorithm. This mechanism can be adopted for those algorithms that accept ‘allowed tuples’. Allowed tuples are the set of values that are permitted to appear together. Only the allowed tuples are given as an input to the test generation algorithm and the algorithm does not need to be modified to check infeasibility. The second mechanism is to replace the invalid test cases with valid ones once the test suite has been generated using a specific technique [55]. The third mechanism is to integrate constraint handling into the CA generation algorithm with an ad-hoc procedure. The last mechanism is to integrate a SAT solver to the algorithm generating a combinatorial test suite in order to select valid tuples as per the constraints.
4.3.6 Support for mixed covering arrays

A typical software system will have a large number of parameters and each parameter will not necessarily have the same number of values. Therefore, a tool/algorithms should be able to support mixed covering arrays to cater to the needs of such a software system.

4.4 Results

In this section, we will answer the research questions, individually. The results are further analyzed in section 4.5. Appendix A.1 and A.2 contains the complete list of 75 algorithms/tools obtained as a result of the selection protocol.

4.4.1 RQ1: What are the available tools/algorithms for generating combinatorial tests?

Figure 4-1 shows the number of tools/algorithms we found over four years intervals from 1991 (the earliest year we found) to 2014. The total number of tools/algorithms obtained using our search protocol is 75 (Appendix A.1 and A.2). Among the first tools for generating tests is T-Gen [92], introduced in 1991, and based on the Category Partition technique [4]. In the next four years no tool was proposed and then from 1999 onwards there has been a constant rise in the number of tools/algorithms for generating covering arrays for combinatorial suiting. This clearly marks the importance of functional testing and a need to have an optimal test suite. 69% of the tools/algorithms have been proposed in the last eight years.
While searching for specific tools/algorithms we observed that authors suggested improvements to their own technique over the years while proving experimentally that their new algorithm was doing better than before. In our study, an algorithm with multiple references corresponds to the improvements the algorithm went through, along the way, and we considered the results of the latest upgrade.

4.4.2 RQ2: What covering array generation techniques are used by the tools and algorithms discovered in RQ1?

In this section, we discuss various techniques used for the generation of covering arrays and used by tools and algorithms discovered in section 4.4.1. Section 4.4.2.1 discusses various techniques followed by the tools and algorithms that uses the specific technique. We then look at the strategy used by each tool or algorithm i.e., test-based versus parameter-based strategy (section 4.4.2.2). Lastly, we study the various types of meta-heuristic techniques (section 4.4.2.3) used by tools or algorithms.
4.4.2.1 Covering array generation techniques

We identified five different types of techniques used for the generation of combinatorial test suites: Greedy Techniques, Meta-Heuristic Techniques, Adaptive random / Adhoc techniques, Hybrid Techniques and Algebraic techniques.

A Greedy Technique generates tests by constructing a locally optimal solution and ensures that each new test uses the maximum possible uncovered combinations. They are usually faster than the Meta Heuristic techniques but do not always produce the smallest test suites. These algorithms return a local optimum rather than a global optimum. We assign tools/algorithms based on backtracking algorithms, branch and bound techniques, exhaustive search, AETG type algorithm [12], IPO based algorithms [87] etc. to this category.

The generation of a combinatorial test suite is an optimization problem and meta-heuristic techniques are known to be good at solving such problems. These techniques can be evolutionary algorithms, e.g., Genetic Algorithms, or naturally inspired algorithms, e.g., Particle Swarm Optimization, or any other standard known optimization algorithms. Such an algorithm searches the neighborhood of a solution and finds the best fit. The algorithm starts from a preexisting test called a seed and, after performing a series of transformations to achieve an optimum test suite. A heuristic search such as Simulated Annealing produces smaller test sets than a greedy algorithm but takes more time to execute [53]. The various meta-heuristic techniques we identified and are used for generating covering arrays are Hill Climbing, Simulated Annealing, Tabu Search, Genetic Algorithm, Ant Colony Optimization, Partial Swarm Algorithm, Harmony Search, Extremal Optimization and Great Flood.
The category of Adaptive random or ad-hoc techniques contains two types of techniques. Adaptive random uses an algorithm that relies on a measure of distance between the parameter values, e.g., using the Hamming distance, to generate the test cases that are maximally apart from one another (e.g., [79, 93]). The set of ad-hoc techniques contains those tools and algorithms that are not using any of the other techniques. An ad-hoc approach typically selects the test cases randomly or on the basis of some input distribution (e.g., [94, 95]).

Hybrid approaches are proposed by researchers to achieve better and optimal results by combining the benefits of two different types of techniques. The objective behind combining techniques is to reduce the size and generation time of the covering array and increase the coverage and hence the fault detection. For instance, Bryce et al. [86] combine a greedy algorithm with a heuristic search, Cohen et al. [96] combine a mathematical approach with Simulated Annealing.

Algebraic Techniques create covering arrays by either directly computing a mathematical function or by using defined rules [97]. Some algebraic constructions use recursion to obtain larger covering arrays from smaller building blocks [88]. The smaller building blocks are subset of parameters that are grouped together to form larger covering arrays. Algebraic techniques for creating covering arrays can also be extensions to mathematical methods for constructing orthogonal arrays [47, 52, 98]. However, the applicability of algebraic approach is limited because they impose restrictions on the system configurations that they can accept.

Figure 4-2 shows that, out of these 75 algorithms, 40 (53%) use a greedy approach for the generation of the combinatorial test suite, 13 (17%) use Meta heuristic techniques,
five (6%) belong to the category of Adaptive random and adhoc. Six (8%) tools/algorithms use a hybrid approach, either combining a greedy technique and a metaheuristic technique, or a greedy technique and an algebraic technique. Only four (5%) tools/algorithms support algebraic techniques, probably because algebraic techniques are not as versatile as other techniques (e.g., their support for different strength values or their support for constraints). We also found seven (9%) tools which were not accompanied by a detailed technical documentation which could help us classify them according to this comparison criterion.

The advantage of greedy and meta-heuristic technique is their application to any size of system configurations, i.e., there is no restriction on the number of parameters or the number of values each parameter can take. The downside is that they take more time to create a covering array [52] as compared to the algebraic techniques. On the other hand, algebraic techniques are extremely fast and lightweight but only on a subset of system configurations. They cannot, as well, deal efficiently with constraints [47].

![Figure 4-2: Categorization of the tools/algorithms based on techniques and...](Image)
4.4.2.2 Test based vs parameter based strategy

We observed that out of the 68 tools/algorithms (75 minus seven for which we do not have technical information), 75% of the tools (51 out of 68) followed a test-based generation strategy and 25% (17 out of 68) followed a parameter-based generation strategy. Out of the 40 tools/algorithms that generated test suites using a greedy approach, 30 followed a test-based generation and 10 followed a parameter-based generation. Figure 4-2 summarizes those results.

4.4.2.3 Meta-heuristic techniques

Figure 4-3 shows the number of tools using a specific metaheuristic technique for the generation of covering arrays. The tools/algorithms which use meta-heuristic techniques either belong to the category of meta-heuristic or to the category of hybrid (Figure 4-2). Three meta-heuristic techniques namely Particle Swarm, Genetic algorithm and Simulated Annealing are more widely used than others.

Figure 4-3: Number of tools/algorithms using different metaheuristic algorithms
4.4.3 RQ3: Which selection criteria (to generate test frames, i.e., combinations of choices) does each tool/algorithm support?

We identified seven different selection criteria supported by the 75 tools/algorithms: Base Choice, Each Choice, Input/Output, Distance, Uniform Strength, Variable Strength and Random.

The Base Choice criterion requires the identification of a base choice for each category, which is a choice that is considered the most important of the choices of a category. Since identifying the base choice of a category can also be implicitly done by assigning weights to the category’s choices and selecting the best (max or min, depending) weighted choice as base choice, we classified all the tools/algorithms which support the assignment of weights to parameter values in the Base Choice criterion category.

We also made a difference between the Each Choice criterion and the Uniform Strength criterion. Uniform Strength typically means a strength $t$ of at least two ($t \geq 2$) where as Each Choice corresponds to uniform strength of strength one ($t=1$). A tool supporting uniform strength of at least two would support uniform strength of one. In our analysis we put the tools/algorithms which explicitly mention their support for the Each Choice criterion (uniform strength one) in a separate Each Choice criterion category. During our research we also found a few tools that support variable strength CAs without specifically mentioning support for uniform strength. However since the former implies the latter, we classified those tools as variable strength and graphically included the variable strength category into the uniform strength category (Figure 4-4).
Obtained results are shown in Appendix A.3 and are summarized graphically in Figure 4-4: 72 (96%) of the tools support uniform strength, 24 (32%) support variable strength (and therefore uniform strength). Nine tools support three criteria: Input/Output, Variable Strength and Uniform Strength. Another three tools, ACTS [19], PICT [21] and IBM Focus [91], support Uniform Strength, Variable Strength and Base Choice. Out of these tools, IBM focus and PICT support assigning weights to values. Tcases [99] supports four criteria, which is the maximum we found: Uniform Strength, Variable Strength, Random and Each Choice. Two tools support Distance based: [93] and [79]; the latter also supports Random and Uniform Strength whereas the former supports Uniform Strength.

![Figure 4-4: Support of the tools for the selection criteria](image-url)
4.4.4 RQ4: What is the maximum coverage strength supported by each tool/algorithm?

We studied maximum strength collectively for Uniform Strength and Variable Strength tools/algorithms (Appendix A.4). For a tool/algorithm which only supports Uniform Strength, the highest strength is obtained for a specific test configuration. In case results were available for more than one test configuration, we chose that configuration, from variable strength or uniform strength, which supports the highest strength value and mixed covering array with maximum number of parameter values.

Figure 4-5 shows the result for 72 tools: three tools do not support Uniform Strength (Figure 4-4) and so are excluded for this question. Out of 72 tools, 26 (36%) support a maximum strength of two, 14 (19.5%) the strength of three, 11 (15%) the strength of six, three (4%) the strength of 12 and we found one tool (Harmony Search Strategy [65]) which supports the strength of 14.

![Graph showing maximum coverage strength supported by each tool/algorithm](image)

Figure 4-5: Maximum coverage strength supported by each tool/algorithm
For the selection of research papers to answer this question we followed the following approach. We obtained the strength from two types of sources; the strength experimented in researcher’s own work and/or any other research work in which a comparison is made with that specific tool. We have taken the higher strength of the two and included it in our analysis. There were certain tools/algorithms for which the results were not shown or detailed information was not available but the authors claimed that their algorithm supported a certain strength. We used values reported by authors but flagged the papers in Appendix A.4. Further, ATD [100] did not have experimental results but the authors claim to support t-wise coverage, for this tool we assumed the most common value of t=2.

Even though AETG Web Service [80] is based on Cohen et al. technique [12], which supports Uniform Strength, random inputs and All Combinations as the selection criteria, the AETG Web Service only explicitly supports the first criterion of those three. Based on our paper selection criteria (section 4.2), we only consider the AETG Web Service and only consider its support for Uniform Strength.

4.4.5 RQ5: Which tools support constraints and how do they represent and handle them?

We found 32 (44%) tools/algorithms supporting constraints (Appendix A.5). The two important aspects of constraint support we are focusing on are representation and handling mechanism.
Tools supporting constraints require an input under the form of forbidden tuples (11, i.e., 34.3%), allowed tuples (2 i.e., 6%) or full constraint support (14, i.e., 43.7%): Figure 4-6. For five tools, available documentation indicates support for constraints but fails to provide further details so we can classify.

Figure 4-7 summarizes the mechanisms to handle constraints during CA construction. 59% (13+6) of the tools have a mechanism embedded in the CA
construction algorithm to handle constraints: 40% use an ad-hoc algorithm, 19% use a SAT solver. None of the tools has been found to use the mechanism of replacing invalid test cases once the test suite has been generated. Certain tools did not have enough information in the technical documents, in order to help us make decisions.

In our study we found three tools which supported robustness testing, i.e., test for the invalid values, without requiring that specific out-of-bound choices be specified as input: PICT [21], PictMaster [101] and IBM Focus [91].

4.4.6 RQ6: Which tools support Mixed Covering Arrays?

Figure 4-8 shows the tools/algorithms which support mixed covering arrays as compared to the tools/algorithms which support only traditional covering arrays: see detail in Appendix A.6. 76% of the tools support mixed covering arrays, i.e., parameters can have varying numbers of values, whereas 5% of the tools/algorithms assume all parameters have the same number of values. We were not able to collect information for 14 tools.

Figure 4-8: Support for mixed covering arrays
4.5 Discussion

In this section we combine research questions to get a better picture of algorithms/tools’ capabilities.

4.5.1 Combining RQ1, RQ2 and RQ3

The objective of this combination is to analyze the technique and the selection criteria that technique mainly supports: Table 4-II. We observe that two of the criteria, namely Base Choice and Input/Output, are only supported by greedy algorithms and by none other technique. 66% of the algorithms (16 out of 24) which support Variable Strength are using a greedy technique. On the other hand, only 25% (6 of 24) of the tools which support Variable Strength use a heuristic technique. A similar trend is observed for Uniform Strength; out of the total 72, 38 algorithms (52%) use a greedy technique, 13 algorithms (18%) use a heuristic technique, six (8%) use a hybrid technique whereas four (5%) and five (7%) algorithms respectively use an algebraic or an adaptive random technique. It is important to note here that algebraic techniques contribute to the

| Table 4-II: Number of tools/algorithms on the basis of techniques and selection criteria |
|---------------------------------|----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
|                                 | Greedy (Parameter) | Greedy (Test) | Meta-Heuristic (Parameter) | Meta-Heuristic (Test) | Algebraic (Parameter) | Adaptive and adhoc (Test) | Hybrid (Parameter) | Don’t Know |
| Each Choice                     |                 |                |                             |                     |                      |                       |                 | 2              |
| Base Choice                     | 1               | 3              |                             |                     |                      |                       |                 |                |
| Variable Strength               | 3               | 13             | 6                           |                     |                      |                       |                 | 2              |
| Uniform Strength                | 10              | 28             | 1                           | 12                  | 4                    | 5                    | 2               | 4              |
| I/O Based criteria              | 1               | 10             |                             |                     |                      |                       |                 |                |
| Distance Based criteria         |                 |                |                             |                     |                      |                       | 2               |                |
| Random criteria                 |                 |                |                             |                     |                      |                       | 1               | 1              |
generation of covering arrays using only the Uniform Selection criterion and do not support any other criterion. Similarly, hybrid techniques only support Uniform Strength. Only adaptive random and adhoc techniques provide support for Distance based and Random criteria. None of the tool supports All Combinations.

We conclude that greedy techniques largely support the generation of covering arrays using multiple selection criteria, i.e., Base Choice, Variable Strength, Uniform Strength and Inout/Outout based, whereas heuristic techniques support only Variable Strength and Uniform Strength.

4.5.2 Combining RQ1, RQ2, RQ4

The objective of this combination is to identify the coverage strength support of each technique: Table 4-III. We observe that greedy techniques support a range of strengths varying from 2 to 12. The higher strengths in greedy techniques are supported by test-based generations: GTWay [102], GVS [103] and ITTDG [104]. The test configuration for these algorithms used 12 parameters, with a maximum number of values of 10 for two parameters. It is important to mention here that two of these algorithms, i.e., GVS and ITTDG, support three selection criteria (Variable Strength, Uniform Strength and Input/Output), which clearly shows that greedy techniques have outperformed other techniques on the basis of support of selection criteria and higher strength values. The highest strength in our survey was however supported by an algorithm named Harmony Search Strategy (HSS) [65] with a strength of 14. HSS uses a meta-heuristic technique and test-based generation for generating covering arrays. The HSS algorithm supports Variable Strength and Uniform Strength and obtains a strength of 14 with a subset of parameters while using the variable strength selection criterion.
We also observe from Table 4-III that algebraic techniques support a maximum strength of four whereas IPOD [81], which is a hybrid of an algebraic technique and a greedy parameter-based technique, supports a strength of 6. Similarly, the hybrid of a meta-heuristic technique with a greedy technique has also elevated the strength support of meta-heuristic techniques to 4 with an exception of Tabu search. Selecting one technique over another should also consider other factors such as the size of the CA generated or the time it takes to generate it. This is however beyond the scope of the present work.

### 4.5.3 Combining RQ1, RQ2, RQ5

The objective of this combination is to know which technique supports constraints: Figure 4-9. 53% of the algorithms/tools (17 of 32) which support constraints use a greedy technique. These algorithms/tools either implement the constraint handling algorithm or use a SAT solver for handling the constraints. This is followed by 13% of the algorithms that use meta heuristic techniques (e.g., simulated annealing). A meager number of tools
based on algebraic (2 tools), adaptive random (2 tools) and hybrid techniques (1 tool) support constraints. Hence, we conclude from this observation that algorithms based on greedy technique being in majority outnumber other techniques in providing support for constraints, which is followed, by metaheuristic techniques.

4.6 Conclusion

Functional testing from a plain English specification, for instance following Category Partition, requires that one identifies parameters, categories, choices and then combine those choices according to some selection criteria, while accounting for constraints on choices, to generate test frames and eventually generate test cases. Covering arrays have been used for a long time to generate such combinations. Covering arrays come in various forms and have various capabilities and it is difficult to identify which covering array generation technique is the most suitable to the problem of generating test frames for Category Partition technique. When faced with this problem, we searched for a solution and did not find enough data to make an enlightened one. We therefore decided to perform a systematic survey of technologies supporting covering array generation. We report in this chapter on the procedure we followed in this
systematic survey and on the procedure we followed to characterize the covering array technologies we have found.

We eventually identified 75 covering array generation tools and algorithms. Our comparison framework allowed us to make a number of observations.

We observe that different covering array construction technologies support different sets and numbers of selection criteria in different amounts: 43% of the greedy techniques support up to three criteria; 46% of the meta-heuristic techniques support two criteria; 40% of the algorithms based on adaptive random techniques support up to three criteria. We believe these differences are not intrinsic to the construction technologies; for instance, there is no reason to believe that meta-heuristic techniques (or hybrid ones) could not support the complete list of criteria we have listed previously in the chapter, or higher strength values (at the expense perhaps of longer execution times); we conjecture greedy algorithms have been so far popular due to their simplicity. Some technologies support very high strength values (up to 14), and 70% of the tools do not support a strength greater than four. The cost-benefit of such values is, as far as we know, yet to be confirmed experimentally. We found that only 44% of the 75 tools support constraints, and that constraints are provided mostly either as forbidden tuples or formal specifications. Constraints are mostly handled by greedy construction techniques; however, again, there is no reason to believe other techniques could not equally handle constraints.

We observe that although metaheuristic, adaptive random/adhoc and algebraic techniques form a smaller part of the tool supporting covering array construction, they are equally focused on advance features for creating covering arrays as greedy techniques.
On the other hand, tools/algorithms based on greedy techniques are plenty in number, which can be attributed to the fact that they are flexible to implement. They support large system configurations including constraints, selection criteria, mixed covering arrays and higher strengths, which is essentially a requirement for software testing.

Going back to our problem on identifying CA construction technique to support Category Partition, whereby one needs that technique to handle constraints, variable numbers of choices per category (i.e., values of parameters), and selection criteria including at least Pairwise, we can conclude that a greedy algorithm is likely the best choice to date as this kind of technique supports selection criteria, various strength and constraints. In case there are few or simple constraints, a user may be able to spell out forbidden tuples and use a greedy algorithm that accepts such input (e.g., [105-107]); in case of complex or numerous constraints, manually constructing forbidden tuples may not be practical so a greedy algorithm that uses an adhoc algorithm for constraints (e.g., [21, 91]) or that incorporates a SAT solver (e.g., [19, 37, 108]) may be the ideal choice.
Chapter 5 — Category Partition Design of Academic and Industrial Case Studies

We selected a number of case studies to observe the behavior and quality of test suite generated using different selection criteria and different technologies for the generation of test frames. These case studies are broadly categorized as academic and industrial. The academic case studies are well known to the testing community. We obtained the industrial case studies from our industry partner, Ericsson Inc. The basic intent of using different case studies is to have a variety in terms of size, number of constraints, complexity, CP specifications and most importantly their use as a toy project or a live project.

5.1 Description of Academic case studies

We used various academic case studies, which are easily available in many software testing text books [109, 110]. In the next section, we discuss the Next Date problem (section 5.1.1), the Triangle problem (section 5.1.2) followed by the discussion on the PackHexChar problem (section 5.1.3).

5.1.1 The Next Date Problem

The next date case study finds the next date given an input date. There are three variables in this problem: year, month and day. The Georgian Calendar starts from 1582, therefore we chose this year as a starting year, and we make an assumption for the end date to be 2100. Therefore, the range of valid values would be [1582, 2100]. Any date falling outside this range would be an error.
January, March, May, July, August, October and December have 31 days, while April, June, September and November have 30 days. The month February has 28 days except on leap years when it has 29 days. A leap year is calculated based on divisibility by 4 and 100. If a year is divisible by 4 and not divisible by 100, then it is a leap year. If the year is divisible by 4 and divisible by 100 then this year is a leap year only if the year is divisible by 400 as well. So for example, the year 1986 is not divisible by 4 and not divisible by 100 so it is not a leap year, and the year 1996 is divisible by 4 and not divisible by 100, therefore this is a leap year. The year 1900 is divisible by 4 and is divisible by 100, but it is not divisible by 400, therefore it is not a leap year, however the year 2000 is divisible by 4 and divisible by 100, and by 400, therefore it is a leap year.

5.1.2 The Triangle case study

The triangle problem is a classic academic problem to determine if three integers SA, SB, SC each corresponding to the three sides of a triangle, represent a valid triangle or not. If it is a valid triangle, the program further determines the type of the triangle, i.e., scalene, isosceles or equilateral. Therefore, the output of the program would be the type of the triangle, i.e., equilateral, isosceles, scalene or not a triangle. In order to determine if the sides of the triangle are valid and can form a triangle, the triangle inequalities play a role. Three sides SA, SB, and SC denote a triangle if and only if the triangle inequalities hold, that is: $SA < SB + SC; SB < SA + SC; SC < SA + SB$.

The inputs of the system have to be greater than zero in order to determine the type of the triangle. The following is how we determine the type of triangle:

1. If all three inputs are equal, then the triangle inequalities hold and the triangle is equilateral.
2. If exactly two sides are equal, and the triangle inequalities hold, then the triangle is isosceles.

3. If no pair of sides are equal, and the triangle inequalities hold, then the triangle is scalene.

4. If none of the above conditions is met, i.e., the triangle inequalities do not hold, the output is notATriangle.

5.1.3 The PackHexChar case study

PackHexChar is a Java implementation of the sreadhex routine from the GhostScript program which processes the PostScript page description language [110]. This Java adaptation of the sreadhex routine, takes in a string of characters representing hexadecimal digits and packs two hexadecimal characters into its equivalent binary representation. For example, string of hexadecimal characters “56AB” that has 4-bit binary representation of 0101, 0110, 1010 and 1011 is packed into two 8-bit binary representation of 01010110 (binary representation of 56) and 10101011 (binary representation of AB). The PackHexChar implementation then returns the decimal equivalent of the two 8-bit binary representations that is 86 and 171. If the input string contains characters other than the hexadecimal characters, they are ignored. Thus, “56mAB” will yield the same results as 56AB.

In addition to the decimal equivalent of the array of bytes, the implementation also returns an integer value depending on the number of characters in the string. If the input string contains an even number of hexadecimal characters, the program pairs the hexadecimal characters and returns -1 as the integer value. If the input string contains an odd number of hexadecimal characters, the program after pairing even hexadecimal
characters, returns the remaining hexadecimal character. For instance, for the input string “abcde”, the program groups “ab” and “cd” and returns the decimal equivalent of “e”.

The program also takes in as input a variable RLEN. RLEN lets a user analyze only a substring of the input string and packs the hexadecimal characters in that substring. The program returns an integer value of -2 for illegal value of RLEN, i.e., if the value of RLEN is greater than the string length or is negative. If there is no hexadecimal character in the RLEN substring the program returns an integer value of -4.

The program also lets a user append a hexadecimal value in the beginning of the string. This is particularly useful when the string is split and analyzed in pieces with repeated calls to the PackHexChar program. If the number of characters in RLEN substring is odd, this split can result in a carry forward hexadecimal character. This hexadecimal character is appended to the beginning of the string for the next call to the PackHexChar program. The program uses input variable ODD_DIGIT to implement this feature. An ODD_DIGIT value of -1 indicates that no character is to be appended whereas an ODD_DIGIT value of 0 through 16 refers to the corresponding hexadecimal character which is appended to the beginning of the string. Any illegal value of ODD_DIGIT (negative or non-hexadecimal equivalent) is the basis for the PackHexChar program to return an integer value of -3.

5.2 Description of Industrial Case Studies

We chose industrial case studies to see the impact of implementation of the Category Partition technique on real data. These case studies, designed at Ericsson Inc., are a part of a middleware in the telecom domain and relate to the radio protocol architecture of LTE.
The CP specifications and the constraints are derived from technical documents, LTE standards, algorithmic specifications and internal documents. Further, to clarify the implementation, we also looked at the product code, original test suite and finalized the CP specification after regular meetings with experts at Ericsson. We implemented the CP technique at the same level of granularity as the original test suite. This helped us in analyzing the limitations of the test suite designed by Ericsson engineers and suggesting a CP specification for the functionalities, thereby facilitating comparison between the two test suites. All the CP specifications collectively at the end will result in the testing of the entire product, akin to the original test suite. For confidentiality reasons we cannot disclose the actual name of the functions and their detailed functionality neither we can disclose the detailed CP specifications. We have replaced the name of the files, parameters and categories for the same reason. We will however discuss the size of CP specifications in terms of number of parameters, categories and choices, the size of constraints implemented on the case studies, i.e., the number of choices involved in the constraints and the number of tuples involved in the constraints, along with the code size of the implementation of the functionality. Once the parameters, categories and choices are specified, constraints are defined using the representation discussed in section 4.3.5.

Since these software units collaborates with many other units and, for performance reasons, are not designed by means of defense programming but through contracts, they therefore assume their input parameters do not go out of bounds and therefore we did not specify any error choices in the CP specifications.

We decided to implement Category Partition at two levels of functionality implementation: Level 1 and Level 2.
5.2.1 Level 1 case studies

At the lower level, renamed in the rest of the discussion as Level 1 (or L1), we use CP on the functionalities provided by library functions. These functions implement algorithms further required by functionalities that are more complex.

The Level 1 case studies are based on calculating the possible Orthogonal Frequency Division Multiplexing symbols (OFDM) for Physical Downlink Control CHannel (PDCCH). Each Level 1 case study is a combination of a number of functionalities in the form of product files. There are eight product files in this set as shown in Table 5-I, which corresponds to 10 cases studies (CS_L1_A to CS_L1_J). These product files are being tested either as one unit (consisting of multiple functions) or by testing one function at a time, depending on the functionality they implement. As mentioned earlier our level of granularity is inspired by the original test suite, which made it easy to compare the original test suite with the CP generated test suite.

5.2.2 Level 2 cases study

The Level 2 case study is a bigger functionality which calls a number of level 1 functions. At the higher level, renamed as Level 2 (or L2), we use CP on functionalities that rely on functions in Level 1 in addition to other functionalities. There is one product file for this Level, i.e., Product File 9, which corresponds to case study L2_A (Table 5-I).

We discuss the results for Level 1 and Level 2 separately. Table 5-I specifies the nine product files and their corresponding CP specifications names for both levels. These CP specifications are detailed in Appendix C. Depending on the functionality and the original test suite (for the purpose of comparison), a product file can have two CP
specifications and therefore can form two different case studies or two product files can form one CP specification (e.g., case study L1_E) as shown in Table 5-I.

In Chapter 6, we discuss the results of applying the Category Partition Technique on all the industrial case studies. We use the Next Date and Triangle case studies along with the industrial case studies CS_L1_A, CS_L1_C and CS_L2_A in Chapter 7 for observing the impact of different types of constraints on the quality of test suites while using Category Partition testing. In Chapter 9, we use PackHexChar along with Next Date, Triangle and CS_L1_A, CS_L1_C and CS_L2_A for comparing the quality of the proposed criteria (Constrained Base Choice and Extended Constrained Base Choice) with existing criteria (Base Choice, Each Choice, Pairwise and Three-way).

5.3 Category Partition specifications of the case studies

In this section, we discuss the CP specification of both academic and industrial case studies.
5.3.1 Characteristics of CP specifications of Academic case studies

We follow the process of deriving a Category Partition specification for each case study, involving the identification of parameters, categories, choices and constraints among the choices, and including single and error annotations. The constraints among the choices are represented as discussed in section 4.3.5.

Appendix B contains the complete CP specification of the three academic case studies, while Table 5-II provides an overview of the characteristics of the CP specifications. Table 5-II first shows the number of lines of code (LOC) and the size of the CP specification (number of parameters, categories, and choices). The table shows the different types of constraints involved in the CP specifications (next three columns): e.g., the Triangle CP specification has three single choices, three error choices and nine choices that have a constraint with other choices (typically to prevent infeasible combinations of choices). The next seven columns provide data on the latter constraints: for Triangle out of the nine choices, three choices are involved in one constraint and six choices are involved in four constraints. The next five columns provide information on

| Case study | LOC | Parameters | Categories | Choices | Single Choices | Error Choices | X= All Constraints | X= 1 constraint | X= 2 constraints | X= 3 constraints | X= 4 constraints | X= 5 constraints | X= 6 constraints | X= 7 constraints | No. of terms in CNF | 2-tuple constraints | 3-tuple constraints | 4-tuple constraints | 6-tuple constraints | % of choices constrained \(X\) | Constraint per choice |
|------------|-----|------------|------------|---------|----------------|---------------|-------------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|------------------|------------------|--------------------|---------------------|
| Triangle   | 38  | 3          | 9          | 18      | 3              | 3             | 9                 | 3              | 0              | 0              | 6              | 0              | 0              | 12             | 9               | 3                | 0                | 0                | 66                | 1.5                |
| NextDate   | 179 | 3          | 4          | 18      | 1              | 6             | 6                 | 4              | 1              | 1              | 0              | 0              | 0              | 4              | 3               | 1                | 0                | 0                | 72                | 0.84               |
| PackHexChar| 211 | 3          | 7          | 32      | 0              | 4             | 26                | 13             | 5              | 1              | 2              | 3              | 1              | 1              | 26             | 22              | 0                | 3                | 1                | 94                | 1.0                |
the contents of the CNF representations of these constraints between choices: e.g., in Triangle, the CNF expressions are made of a total of 12 terms, of which nine terms have two tuples and three terms have three tuples. The last two columns provide information about the percentage of constrained choices out of the total choices and constraints per choice. The information about the constraints among choices is obtained from the representation used for CASA, an example of which is discussed in section 4.3.5.

Given that, for Triangle, choices tagged as Single also have a constraint with other choices (e.g., the three choices tagged as Single are also part of the nine which have a constraint with other choices), the total number of constrained choices is 12 out of 18 (66%). This is not the case for NextDate, which has 13 of its 18 choices constrained (72%). In PackHexChar, 30 out of 32 choices are involved in constraints. This is the most complex academic case study where approximately 94% of choices are constrained (second to the last column in Table 5-II). The last column in Table 5-II gives the number of constraints per choice e.g., triangle has 1.5 constraints per choice.

Although simple in size, for instance in terms of LOC or in terms of the size of the CP specification, these case studies exhibit numerous and complex constraints: 66% (Triangle), 72% (NextDate) and 94% (PackHexChar) of the choices are constrained; constraints not only involve pairs of choices but up to 6-tuples of choices. If we focus only on the constrained choices we observe that in Triangle, 12 choices are involved in 18 constraints (error + single + CNF terms) in an attempt to generate feasible combinations thus leading to an average of 1.50 constraints per choice; choices are involved in up to four constraints and there are up to 3-tuple constraints. In NextDate, 13 choices are involved in 11 such constraints projecting 0.84 constraints per choice; choices
are involved in up to three constraints and there are up to 3-tuple constraints. PackHexChar has a complex CP specification in which 30 choices (error choices and choices involved in constraints) are involved in 30 constraints (error constraints and CNF terms) demonstrating one constraint per choice. An analysis of the PackHexChar CP specification shows choices are involved in up to seven constraints and there are up to 6-tuple constraints making it the most complex of the academic case studies. We note that although a choice may not be explicitly constrained, it may be indirectly constrained because of other constrained choices in the category. While deriving the information about the constraints in Table 5-II, we are counting the choices that are directly involved in the constraints with reference to the choice on which the constraint is specified. Needless to say, that the choices which are not specified in constraints are also indirectly constrained: e.g., if there are two choices $a$ and $b$ in a category and an explicit constraint on choice $a$ specifies that it cannot be combined with choice $c$ of another category; this indirectly means that $c$ will have to be combined with $b$, thereby indirectly constraining choice $b$.

5.3.2 Characteristics of CP specifications of Level 1 Industrial case studies

We made 10 CP specifications to account for the eight product files for the Level 1 case studies. In the following sections, we discuss the size of the CP specification of each case study without delving into the technical details of the functionality. The details of the CP specifications of the industrial cases studies are in Appendix C.

5.3.2.1 Category partition specification for CS_L1_A

Table 5-III gives an overview of the Category Partition specification for this case study. It is a small functional unit belonging to a bigger product file with about 65 LOC.
The initial test suite used 11 parameters of the functional unit in its tests and, analyzing this functionality, we instead obtained five parameters and 15 choices by using CP. The table shows the different types of constraints involved in the CP specification (next three columns): there is one single annotation, no error annotation. Furthermore, one single and another 11 of total 16 choices are involved in constraints. Out of these 11 choices, seven are involved in one constraint whereas one choice is involved in a maximum of four different constraints.

The last set of columns provide information on the contents of the CNF representations of these constraints between choices (a format required by CASA [20] to produce test frames with Melba [10, 11]). Akin to our assumption for academic case studies, we are counting the choices that are directly constrained and are specified in the constraint itself. For this case study, the total number of constrained choices is 12 out of 16 (75%). If we focus only on the constrained choices, we observe that 12 choices are involved in 12 constraints (constraints among choices + single) projecting 1.0 constraint per choice and there is a maximum of three-tuple constraints.

5.3.2.2 Category partition specifications for CS_L1_B

This is the biggest of the entire product files in level 1 with approximately 1655 LOC (Table 5-III). The function in this file calls 12 other functions and the testing of the whole unit is achieved both using manual and simulator based testing. The original test suite had 29 parameters of the functional units in its tests with different values and eight environment variables, which were insufficient for testing this product file. Using CP, we introduced nine more parameters making the number of parameters 46.
This CP specification does not employ many constraints. Out of 106 choices, only 15 are involved in constraints. 14 of the 15 choices are involved in one constraint and one is involved in two constraints. The total number of terms in the CNF (constraints) is eight where seven are involved in two tuple constraints and one is involved in a 3-tuple constraint. Since 15 choices are involved in eight constraints, there are 0.53 constraints per choice.

5.3.2.3 Category partition specifications for CS_L1_C

Table 5-III shows the characteristics of the CP of case study L1_C. This CP specification corresponds to a medium size product file and the original test suite contains both manual and simulator based tests. Since this product file corresponds to a complex functionality, we employed a number of constraints among choices along with one single annotation. The initial test suite had nine parameters of the functional unit in its tests but according to the functionality of the product, we decided to choose five

<table>
<thead>
<tr>
<th>Case study</th>
<th>LOC</th>
<th>Parameters</th>
<th>Categories</th>
<th>Choices</th>
<th>Single Choices</th>
<th>Single Errors</th>
<th>X = All constraints</th>
<th>X = 1 constraint</th>
<th>X = 2 constraints</th>
<th>X = 3 constraints</th>
<th>X = 4 constraints</th>
<th>X = 6 constraints</th>
<th>X = 7 constraints</th>
<th>No. of terms in CNF</th>
<th>2-tuple constraints</th>
<th>3-tuple constraints</th>
<th>4-tuple constraints</th>
<th>5-tuple constraints</th>
<th>% of choices constrained</th>
<th>Constraint per choice</th>
</tr>
</thead>
<tbody>
<tr>
<td>CS_L1_A</td>
<td>65</td>
<td>5</td>
<td>5</td>
<td>16</td>
<td>1</td>
<td>0</td>
<td>11</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>11</td>
<td>10</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>75</td>
</tr>
<tr>
<td>CS_L1_B</td>
<td>1655</td>
<td>46</td>
<td>46</td>
<td>106</td>
<td>0</td>
<td>0</td>
<td>15</td>
<td>14</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>8</td>
<td>7</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>14</td>
</tr>
<tr>
<td>CS_L1_C</td>
<td>329</td>
<td>6</td>
<td>6</td>
<td>21</td>
<td>1</td>
<td>0</td>
<td>11</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>12</td>
<td>2</td>
<td>2</td>
<td>6</td>
<td>2</td>
<td>52</td>
<td>1.18</td>
<td></td>
</tr>
</tbody>
</table>
parameters and one environment variable.

Out of 21 choices, 11 are involved in constraints, therefore 52% of the choices are constrained, and these 11 choices are involved in 13 constraints that is approximately 1.18 constraint per choice. This is a highly constrained case study because there are few choices that are involved in seven or up to 11 constraints. Additionally the size of the constraints is large with six 4-tuple constraints and two 5-tuple constraints.

5.3.2.4 Category partition specification for CS_L1_D to CS_L1_J (Seven Level 1 Case Studies without constraints)

In this section, we discuss the characteristics of category partition specifications of those case studies which do not employ constraints among the choices, i.e., CS_L1_D, CS_L1_E, CS_L1_F, CS_L1_G, CS_L1_H, CS_L1_I, CS_L1_J. The characteristics of all the case studies are shown in Table 5-IV. Using the CP technique, we reduced the use of the original nine parameters, which were used to test the functionality of the functional unit in the test cases, to a use of six parameters for the case study L1_D. Further, there are six categories and 19 choices in this CP specification. There is no constraint among the choices and no single and error annotations. We also observed that the original test

<table>
<thead>
<tr>
<th>Case study</th>
<th>LOC</th>
<th>Parameters</th>
<th>Categories</th>
<th>Choices</th>
</tr>
</thead>
<tbody>
<tr>
<td>CS_L1_D</td>
<td>342</td>
<td>6</td>
<td>6</td>
<td>19</td>
</tr>
<tr>
<td>CS_L1_E</td>
<td>112</td>
<td>3</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>CS_L1_F</td>
<td>68</td>
<td>2</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>CS_L1_G</td>
<td>72</td>
<td>5</td>
<td>5</td>
<td>12</td>
</tr>
<tr>
<td>CS_L1_H</td>
<td>92</td>
<td>5</td>
<td>5</td>
<td>22</td>
</tr>
<tr>
<td>CS_L1_I</td>
<td>900</td>
<td>4</td>
<td>4</td>
<td>13</td>
</tr>
<tr>
<td>CS_L1_J</td>
<td>21</td>
<td>1</td>
<td>1</td>
<td>3</td>
</tr>
</tbody>
</table>
suite, besides having nine parameters, missed some important values for those parameters which resulted in incomplete testing and lower code coverage. In case study L1_E, the original test suite used two parameters for testing the functionality of the product code but we discovered three parameters on the basis of CP technique. There are six choices and no constraints among choices or single or error annotations. Case study L1_F has six choices corresponding to two categories and no constraints.

In case study L1_G we identified those parameters in the original test suite that were not contributing to the testing of this product code and so reduced the parameters from seven to five. Again there are no constraints among choices or single or error annotations.

The CP specification of L1_H corresponds to two product files. The CP technique resulted in reducing the number of parameters from eight to five. The original test suite lacked testing for all possible values of parameters. Therefore, we introduced more choices based on the functionality of this software unit. In L1_I, the CP technique resulted in reducing the number of parameters from nine to four. Case study L1_J is the smallest of all product files and hence functionality. It contains one parameter one category and three choices formed using boundary value analysis.

5.3.3 Characteristics of CP specifications for Level 2 Industrial case study

The level 2 case study relies on level 1 functionality through function calls in addition to other functionalities that this unit fulfills. There is only one case study in this category: CS_L2_A. Appendix C.11 reports on the CP specification for this case study. We identified 15 categories belonging to 11 parameters and 46 choices. We specified 27 constraints in CNF format to ensure that the choices are combined to form valid test frames.
This case study is one of the highly constrained industrial case studies in which 39 choices out of 46 are constrained, i.e., 84.7% of the choices are constrained. The complexity of the constraints is apparent from the fact that 21 choices are involved in one constraint and eight, five, three and two choices are involved in two, three, five and six constraints respectively. Although the number of constraints per choice is small, i.e., 39 choices are involved in 27 constraints (0.7 rate), we encountered two 6-tuple constraints which shows a maximum of six choices are constrained together, similar to PackHexChar case study. Table 5-V contains other details.

### 5.4 Test frame construction

The next step after creating the CP specification is the selection of covering array generation tools for the generation of test frames. We used three tools for the generation of test frames. We selected CASA [20, 53], ACTS [19] and PICT [21] from the survey described in Chapter 4. We had searched for the best alternative covering array generation tools to create test frames and identified that these three tools were adequate [16]: e.g., they are freely available, they support full-fledged constraints. Since these three tools rely on different techniques we asked ourselves whether the technique employed to create test frames would have an impact on the “quality” of the...
corresponding test cases. Specifically, CASA uses a metaheuristic technique (Simulated Annealing), PICT uses a greedy algorithm, following a Test Based Generation strategy, and ACTS (IPOG) uses a greedy algorithm following a parameter based generation strategy [16].

CASA and ACTS are used with all the academic (Triangle, Next Date and PackHexChar) and industrial case studies (Level 1 and Level 2) whereas PICT is used for only one industrial Level 2 case study. We used PICT mainly to compare the cost and quality (code coverage) of the test suite generated by a greedy test based algorithm with the greedy parameter based algorithms and metaheuristic algorithms. We used the Level 2 case study because this is the largest of all the case studies and we assumed that the results would be clearly distinguishable.

CASA [53] is integrated with Melba [10, 11], to generate t-way covering arrays. Melba [10, 11] is an automated tool which accepts CP specifications and the constraints among the choices along with single and error annotations and presents the results to CASA in a format it can accept. For the experiments based on ACTS and PICT, the input is provided manually to these tools in an appropriate format. We proceeded manually with ACTS and PICT mainly because we were using them for a limited number of experiments and we wanted to have an initial idea of their performance when used to support CP prior to spending time to integrate them into Melba.

Since the notions of error and single choices are not known to the techniques for producing covering arrays (e.g., CASA), Melba implements a specific procedure to handle these situations. The same procedure is adopted while manually using ACTS for
the experiments; our use of PICT does not require the procedure as the Level 2 case study has no single annotation. The procedure is detailed below.

When integrated with CASA, Melba first calls CASA without single and error choices (they are removed from the CP specification) in the set of constraints and saves the resulting test frames. Melba then executes CASA again with the complete CP specification but omitting the error choices. Melba then keeps the first test frame that involves each single choice in the set of test frames obtained from CASA: a single choice should appear only once in the set of test frames. Last, we used the Single Error criterion [13] to add test frames involving error choices. This ensures that each error choice is in exactly one test frame and is combined with other non-error choices of other categories. Melba then adds each test frame for error and single choices in the earlier saved set of test frames to obtain the final test suite.

The test frames are generated using different selection criteria. We have used Each Choice (EC), Base Choice (BC) and its proposed extensions CBC and ECBC (Chapter 8), Pair-Wise (PW) and 3-way (Triplet). In our experiments, test frames were generated manually for CBC and ECBC and automatically for the combinatorial criteria, i.e., EC, BC, PW and Triplet using Melba [10, 11], our tool support for CP which interacts with CASA [53] and ACTS [19] and PICT [21].

In this thesis, we have designed a number of experiments to gauge the impact of constraints (single, error and constraints among choices) on the quality of test suites. The covering array generation tools facilitated those experiments. These tools helped by automating the process of test frame generation when constraints among choices or single and error annotations were ignored and when they were considered. The next section
discusses the methodology that we used to obtain test inputs and hence test cases when these constraints were ignored, knowing that ignoring the constraints can lead to infeasible test frames.

5.5 Generation of test cases on the basis of test frames

The next step is to find test inputs for the parameters that satisfy each test case specification (i.e., test frame). We begin by discussing the principles that we followed for the test input selection when the test frames are feasible, because of the presence of constraints among choices, that forbids infeasible choice combinations or when the test frames are infeasible because we ignored those constraints among choices because of the experiments that we conducted.

5.5.1 Test input selection principles

The test input selection while accounting for constraints among the choices would lead to feasible test frames. Therefore finding test inputs for such test frames is simple and systematic. We manually assigned values to the choices while making sure that the choice specifications are satisfied and at the same time making sure that the constraints among the choices are satisfied. We will discuss the test input selection of each case study separately in sections 5.5.2, 5.5.3 and 5.5.4.

In our experimental work, we also investigate the impact of the absence of constraints among choices thereby resulting in infeasible choice combinations because they contain choices which specifications contradict one another. (Recall that choices implicitly or explicitly specify equivalence classes for input values.) We nevertheless want to use those test frames and therefore need to find test inputs, recognizing that those
inputs will satisfy some specifications of the choices in the test frame but not other choice specifications.

When constraints are discarded, many test input selection strategies can be considered. For instance, reading choices from left to right one can satisfy their specifications in that order; if, along the way, finding an input to satisfy a choice specification is infeasible because of decisions already made in order to make previous choice specifications feasible, we ignore that choice specification and proceed to the next choice in the test frame. This option has a limitation. The choices in the CP specification are structured in the order of appearance of parameters. This option would always give higher priority to the constraints of the first parameters, which would therefore always be satisfied. This would introduce a bias in the experimental results.

We instead adopted a priority model based strategy that is reproducible and is followed for the academic case studies.

In case of a test frame that is infeasible because of conflicting choice specifications, we propose a priority model that ranks choices in the test frame. A choice specification specifies the scaffold under which a value can be assigned to a choice. This scaffold can be a general permitted range (e.g., \( x < 5, \ y > 5 \)) or can depend on the values of other parameters (e.g., \( x > y \), where \( x \) and \( y \) are parameters). The general principle is to give a high priority to choices whose choice specification can be easily satisfied and lower priority to choices whose choice specification is hard to satisfy. This being said, if a choice specification is independent of the values of other parameters it will be easier to satisfy and hence will be assigned a higher priority than when it is dependent on other parameters. In the latter case, satisfying the choice specification will also depend on the
values that were assigned to those individual parameters, which will make the satisfiability hard to accomplish. For instance, it is impossible to satisfy $x>y$ if we have already decided to satisfy $x<5$ and $y>5$.

Therefore, we give higher priority to those categories and hence choices whose choice specification do not depend on any other parameter other than the parameters of its own category. This is followed by giving a lower priority to those categories, hence choices, whose choice specification exhibit higher dependence on other parameters. For instance, we assign first priority class to those categories and hence choices whose choice specification do not refer to any other parameter. Similarly, we assign to second priority class to those categories that depend on one other parameter and so forth. Following this process, we will have each category (and therefore its choices) assigned to a specific priority class. We then assigned test inputs while satisfying the choice specifications in the order of their priority. It is always possible to satisfy the choice specification of the choices which belong to the first priority class, even for the infeasible test frames. For the other priority classes it gets difficult to satisfy the choice specification due to the decisions we make for the higher priority classes. Therefore, the test inputs for the infeasible test frames will largely depend on the choice specifications belonging to the higher priority classes than those of the lower priority classes.

5.5.2 Test input selection for the Triangle case study

For the test frames involving constraints among choices, we selected the value for the sides of the triangle in their acceptable ranges. The Triangle CP specification has three error choices for out of bound values. When a test frame involves one of these choices, we systematically selected a null (0) value. Other choice specifications relate to
triangle inequalities. When selecting input values for other test frames, we made sure those inequalities were satisfied and we selected random values in permitted ranges.

For the infeasible test frames, we used the priority model discussed previously (section 5.5.1), which is summarized in Table 5-VI. We assigned categories in the CP specification to different priority classes according to how much the category specification refers to other parameters as shown in Table 5-VI. The first priority class has categories which specification does not refer to any another parameter than this category’s parameter. (As a result the specifications of the choices in such a category do not refer to any other parameter.) The second priority class has categories whose specification refers to only one other parameter. The third class has categories whose specification refers to two other parameters. Choice specifications for the selection of test inputs are then satisfied in increasing order of priority. This approach resulted in satisfying all the choice specifications in the first priority classes while choices specifications in other priority classes may not be satisfied since test frames may not be feasible. This process applies to each test suite. Given that the Triangle CP specification has at least one category of priority one for each parameter this procedure ensures that we are always able to find test inputs even though a test frame may have contradicting choice specifications.

<table>
<thead>
<tr>
<th>Priority classes</th>
<th>Categories of Parameter A</th>
<th>Categories of Parameter B</th>
<th>Categories of Parameter C</th>
</tr>
</thead>
<tbody>
<tr>
<td>PC1</td>
<td>Value of SA (Ch1.1, Ch1.2)</td>
<td>Value of SB (Ch4.1, Ch4.2)</td>
<td>Value of SC (Ch7.1, Ch7.2)</td>
</tr>
<tr>
<td>PC2</td>
<td>SA compared to SB (Ch2.1, Ch2.2)</td>
<td>SB compared to SC (Ch5.1, Ch5.2)</td>
<td>SC compared to SA (Ch8.1, Ch8.2)</td>
</tr>
<tr>
<td>PC3</td>
<td>SA compared to SB and SC (Ch3.1, Ch3.2)</td>
<td>SB compared to SC and SA (Ch6.1, Ch6.2)</td>
<td>SC compared to SA and SB (Ch9.1, Ch9.2)</td>
</tr>
</tbody>
</table>
5.5.3 Test input selection for the Next date case study

The NextDate CP specification has six error choices specifying invalid input values (dates). When a test frame involves an error choice for the date or month, we selected value 0 for the lower out-of-bound value and 13 (month) and 32 (day) for upper out-of-bound values. When a test frame involves an error choice for the year, we selected 1581 and 2101 as lower and upper out-of-bound values for a common year and 1580 and 2104 as lower and upper out-of-bound values for a leap year. For other test frames the test inputs are selected in a strategic manner. Starting from the first permitted input value for the day, the month or the year, the value is incremented every time for each new test case modulo the maximum value allowed by the choice specification in the test frame. If a choice specification is a disjunction, e.g., there are four 30 days months, we selected each value in a round-robin manner. This process applies to each test suite. The nature of the NextDate CP specification is such that each category specification only refers to that category’s parameter; reusing the notion of priority from the previous section, all parameters are in priority one. This means that it is always possible to find test inputs even when a test frame is obtained by omitting constraints.

5.5.4 Test input selection for the PackHexChar case study

The PackHexChar case study has four error choices corresponding to out of bound values for input variables RLEN and ODD_DIGIT. When a test frame involves these error choices, we used the same test case in all the test suites irrespective of the selection criteria to ensure that the error test cases perform similarly in all the test suites. For instance, when the value of RLEN is less than zero the test case is RLEN = -1, ODD_DIGIT= -1 and Input String = “abc”, i.e., (-1, -1, “abc”) and we used this test case.
In each choice, Pairwise or Base Choice adequate test suites. Similarly, when RLEN is greater than the string length the test case is (6, -1, “abc”). When ODD_DIGIT is less than -1 the test case is (2, -2, “abc”) and for greater than 15 the test case is (2, 16, “abc”).

For the other test frames, the test inputs are selected such that all the constraints are satisfied. The test inputs corresponding to the choices of the ODD_DIGIT parameter are selected in the permitted range by incrementing one value at a time. For example, for hexadecimal characters a to f, the values are selected in a round robin fashion and the same process is followed for each test suite.

We selected the test inputs for RLEN based on constraints and its combinations with other choices. For the test frames where the value of RLEN is expected to be less than or equal to the input string, we varied the value of RLEN from 1 to 7 randomly among the test cases in a test suite. We ensured that each test suite has the RLEN value of 1 when the length of RLEN is less than the input string length. We combined this value of RLEN when the number of hexadecimal characters in string is “odd” because it is not possible to have this combination when the number of hex characters is even (appendix B.3).

We selected the Input String on the basis of the CP specification and the constraints between various choices in the CP specification. In case of a non-hexadecimal input string, we generally selected the string “sunint”. We further varied the size and type of the string based on the RLEN value and the number and type of hexadecimal characters required in the string (based on the combination of choices). We ensured that the test suites have test cases with strings containing all hexadecimal alphabets (upper case and lower case) and numbers (0 to 9) to ensure completeness. A string would begin with a (or A) if the string is a solely hexadecimal string containing lower (or upper) case alphabets.
and would contain all hexadecimal characters until f (or F). If the string is a numerical string, it contains numbers from 0 to 9 in an increasing order. If the string is a mixed string containing hexadecimal and non-hexadecimal characters, we selected hexadecimal characters in the same way as above but inserted non-hexadecimal characters in the string. We ensure that each test suite has all hexadecimal numbers and characters in the input string. In this process of input string selection, we however did not make a check if all the RLEN substrings have all the hexadecimal characters and hexadecimal numbers. We observed minor deviations in the mutants being killed because of that; we will detail this discussion in section 9.3.3.

5.5.5 Test input selection for Industrial case studies

In the Level 1 and Level 2 industrial case studies, most of the parameters take discrete values. Therefore, this leads to categories decomposed into choices that each represents a unique input value: one choice per discrete value. This is similar to a GUI function with an integer input parameter that takes specific values representing colours: 0 for black, 1 for blue etc. This leaves very little room to change input values. Other parameters have choice specifications with large ranges; we formulated equivalence partitions and selected test inputs based on boundary values and randomly on values in their permissible limits.

We further encountered situations where we had to select test inputs in the presence and absence of constraints.

The input selection while accounting for constraints among the choices is simple and systematic. We assigned values to the choices, systematically, while making sure that the
choice specifications are satisfied and at the same time making sure that the constraints among the choices are satisfied.

When discarding constraints among choices, some test frames will necessarily become infeasible. We followed the priority model we discussed in section 5.5.1. We observed that most of the choice specifications for the industrial case studies do not depend on any other parameter than the parameter of its own category. Therefore, most of the choices belong to the first priority class. It is because of this reason it was possible to obtain test inputs for the test frames even in the absence of constraints.

5.6 Measurement

As mentioned earlier, we are interested in the “quality” of generated test suites. Once test inputs and oracles are identified for test cases, they are executed and test suite quality is measured. Similar to many test experiments reported in the literature, we used surrogate measures of quality, i.e., structural coverage of the source code, fault detection effectiveness, data flow coverage and number of test frames/cases. The NextDate case study is implemented in Java as two classes where the Date.Java class is extended as the NextDate class. The NextDate class implements all the functionalities related to finding an invalid month, year and date and then finding the next date. We will report on the measurements for the NextDate class, since it has most of the functionalities. The Triangle case study is implemented as Triangle.Java and PackHexChar is implemented as PackHexChar.java, so we report on the measurements for these classes.

For the industrial case studies we used coverage of the source code and test cost to estimate the quality of test suites. However to obtain test frames and hence coverage and
cost and to draw assertive conclusions we used two tools (CASA and ACTS) and PICT for Level 2 case study.

**5.6.1 Control Flow Coverage**

For the academic case studies we used Codecover (www.codecover.org) to measure different types of coverage namely statement coverage, branch coverage, loop coverage and term coverage. A 100% statement coverage ensures that each statement of the program has been executed at least once. 100% branch coverage ensures that each branch has been executed at least once. A branch corresponds to both if and else parts of a branching statement (e.g., if-then, if-then-else, loop). Loop coverage ensures that the loops are carefully tested and checks the result by omitting the loop, executing the loop once and multiple times. Term coverage is a flavour of MC/DC [111] coverage. It ensures that each Boolean term in the Boolean expression of a branching statement affects at least once the overall result of the Boolean expression.

We used Cobertura (cobertura.sourceforge.net) to measure statement coverage for the industrial case studies. This was the tool permitted with the proprietary software.

**5.6.2 Fault detection effectiveness**

We used mutation analysis to evaluate fault detection effectiveness of a test suite. A mutant is a fault which is seeded in the program to obtain a mutated version of the code. A mutant is killed by the test case when its behavior (e.g., classification of a triangle, returned next date) differs from the original, un-mutated program for the same inputs. The effectiveness of a test suite is measured as the percentage of mutants it kills, called the mutation score. We used MuClipse [112] to automatically generate mutants. MuClipse is an Eclipse plugin for the MuJava mutation engine. The plugin is a user-
friendly interface for generating the mutants and for running mutated version against JUnit test cases.

MuJava [113] is a Java based tool that automatically generates mutants using different types of mutation operators. MuJava uses two types of mutation operators: Class level mutation operators [114] and method level mutation operators [115]. A class level mutation operator creates mutants corresponding to object oriented features. They are classified into four groups namely encapsulation, inheritance, polymorphism and some java specific features. Method level mutation operators are the operators used in a method of a class. These operators modify the expressions by replacing, deleting and inserting primitive operators. Various categories of method level mutation operators are arithmetic, relational, conditional, shift, logical and assignment operators. We used all the mutation operators available with MuJava. The complete list of those operators is in Appendix D. Mutants have shown to be representative of real faults for similar experiments [116].

MuJava generated 221 mutants for the Triangle case study. There are 113 mutants generated for the NextDate class of the Next Date case study. Since we are reporting on the code coverage of one class out of the two classes in the NextDate case study we created mutants only for this class. For the PackHexChar class MuJava generated 643 mutants.

In the process of mutation analysis there can be a mutant, which would show behaviour identical to the original program regardless of the input values and is not killed by any test case. These mutant is called equivalent mutant. There are heuristics and studies to identify equivalent mutants either by the process of automation or by dealing with them manually. Either way there are studies in support of the fact that identifying
equivalent mutant is an undecidable and resource intensive process [117, 118]. However a commonly used heuristic to identify equivalent mutant is to consider those mutants not killed by any test case as equivalent [119]. In this thesis, we will consider this heuristic for identifying equivalent mutants. In this thesis, we are conducting a number of experiments using more than one test frame generation technologies and more than one selection criteria. This results in a large number of test suites. If all the test suites have a definite number of mutants that are not killed by any test case then it is reasonable to consider those mutants as equivalent mutants. With such a large number of test suites, the chances of making an incorrect selection of equivalent mutants are reduced. We will however discuss the mutants and the reasons why they remain alive wherever necessary.

MuClipse created 221 mutants for Triangle case study, 27 of which are not killed by any test suite. Three mutants out of these 27 can be killed if the values of the three sides of the triangle are less than zero. We however systematically selected 0 as an out of bound value for triangle sides. Modifying the CP specification to include both zero and less than zero values separately can lead to killing these mutants. Another three mutants out of 27 can be killed if different sets of test inputs are chosen than the current ones, for instance test inputs for an isosceles triangle. While selecting test inputs for an isosceles triangle we are making a random selection for the sides of the triangle (a, b, c), e.g., (3, 3, 5) or (5, 5, 6). But while analysing the killed mutants we observed that the random selections that we made had an impact on the mutants that were being killed: i.e., (3, 3, 5) killed the mutant b++ (arithmetic operator mutant) whereas (5, 5, 6) did not (after incrementing b in 3,3,5 the triangle is a scalene triangle but in 5,5,6 triangle continues to be an isosceles triangle). Therefore making such selections have an impact on a subset of
mutants out of 221. This also shows that equivalence classes and boundary values, even embedded in a structured way in CP, are not a panacea. One scenario of such an impact is discussed in section 9.3.2.3. The remaining 21 mutants are equivalent mutants, which we confirmed manually.

MuClipse created 113 mutants for NextDate, 24 of which are not killed by any test suite. Out of these 24 mutants, 16 mutants are equivalent mutants (they have the same behaviour as the original program and hence are not killed by any test case). Out of the remaining eight, six mutants are not killed because they belong to the part of the code where Feb has more than 29 days. As per our CP specification, this combination is infeasible resulting in no test frame: a larger than expected number of days in a month is a condition that can be exercised as per the CP specification but not with the month of February. The remaining two mutants are alive because we do not have a test input combination for Dec 31, 2100. This is because we have chosen the test inputs in a round robin fashion; starting from 1582, we are incrementing the year one at a time so we did not reach year 2100 as a test input.

MuClipse created 643 mutants for the PackHexChar case study. 110 mutants out of 643 are not killed by any of the test suites. 34 mutants out of 110 belongs to the `equals()` function, which compares two PackHexChar objects. The CP specifications for this case study focuses on the PackHexChar functionality, i.e., packing hexadecimal characters in pairs given the values of RLEN and ODD\_DIGIT. We did not include comparison of PackHexChar objects as part of the CP specifications. Therefore, we do not have any test case that focuses on testing the `equals()` function and so the related mutants remain alive. Out of the remaining 76 alive mutants, one mutant is not killed because, based on our CP
specifications, we do not have a test frame where RLEN is less than zero and ODD_DIGIT is a valid hexadecimal number. The value of RLEN less than zero is an error choice and we have fixed the error test cases where this specific choice is combined with ODD_DIGIT value of -1 (no hexadecimal character). The remaining 75 alive mutants are equivalent mutants and they yield the same behaviour as the original program.

We do not report on fault detection effectiveness of Industrial cases studies due to proprietary reasons.

5.6.3 Data Flow Coverage

Data flow testing criteria require that a test case exercises a path in the program where a variable is assigned a value and is subsequently used hence ensuring that the values created at one point in the program are used correctly [1]. The use of the value assigned to the variable can occur in a computation (c-use) or in a predicate (p-use). Both these types of uses collectively are called Definition Use associations (DUAs) and the associated path from a definition to a use is called a Def-Use path [120]. An advantage of data flow coverage is that it helps us analyze how a program handles data along those def-use paths. We will consider data flow coverage as one of the measures to evaluate the quality of test suites.

We used Ba-Dua [121, 122] for measuring the data flow coverage for the test suites on the academic case studies. Ba-Dua (Bitwise Algorithm – powered definition-use association coverage) is a data flow-testing tool to measure data flow coverage for Java programs that uses an efficient algorithm during instrumentation of the code to reduce memory usage [120].
The execution of the program using Ba-Dua generates a coverage file, which provides the information about the Def Use (DU) coverage for each class and each method in that class. The Definition Use criterion refers to the definition of a variable and the subsequent uses of that definition. Ba-Dua returns the ratio of the number of covered DUs in a class to the total number of possible DUs within a class. We can therefore see if a test suite has missed specific DUs. The tool also returns the DU coverage per method in a specific class. These results are part of an XML report generated at the end.

We used data flow coverage as a comparison criterion only in Chapter 9 for measuring the results of the proposed criteria i.e., Constrained Base Choice and Extended Constrained Base Choice with the existing criteria like Base Choice, Each Choice, Pairwise and Three Way criteria. We could not use Ba-Dua on the industry case studies due to proprietary reasons.

5.6.4 Cost

The cost of testing a system can depend on the time and resources required for executing the tests [123]. Further, these factors are typically directly proportional to the size of the test suite: the larger the number of tests the more resources will be utilized. We therefore measure, similarly to many others before us (e.g., [11, 124]), the cost of a test suite as the number of test cases (in fact test frames) of that test suite.

In case of the Industrial Level 2 case study, which has a larger and highly constrained CP specification, we also measured the time taken by the combinatorial testing tools to generate the test frames in the presence and absence of constraints using three tools (CASA, ACTS and PICT). The time taken for the execution is measured on a machine with Microsoft Windows 7 Enterprise Edition, Intel Core i7 3.60 GHz processor
and 32 GB RAM. The time is measured using the Unix Time command and is executed on the Windows machine using Cygwin. Cygwin is a freeware that creates a Unix like environment on Windows and lets a windows machine emulate Unix servers [125].

In the case of the industrial case studies, we were constrained due to proprietary reasons to use a specific coverage tool (Cobertura), different sets of experimental criteria (because of the absence of error annotations) and could not perform mutation analysis. Using measurements identical to the original test suite, it was possible to compare the test suite created using the CP technique with the existing (original) test suite and evaluate the improvements.
Chapter 6 — Results of Category Partition implementation on Industrial Case Studies

The general objective of our project at Ericsson Inc. was to assess the suitability of Category Partition testing as a test strategy for testing a 4G LTE middleware. In the original test suite, test cases were obtained either using a simulator or manually. We analyzed all the possible ways a product file was being tested. We analyzed the existing test suites and recorded their measurements (i.e., code coverage, cost). We also inspected the parameters used for testing the code and the values of those parameters used in the test cases. We then proposed test suites using CP, recorded their measurements, and compared them with that of the existing test suites. We compared the number of parameters we obtained using CP with the ones in the original test suite. The next sections discusses the quality of the existing test suite. We then discuss the results of CP implementation and compare the quality of the test suite obtained using CP with that of the original test suite.

6.1 Quality of the original test suites (without Category Partition)

Table 6-I shows the code coverage and cost (number of test cases) for the different product files in Level 1 and Level 2 of the industrial case studies. The table contains the list of all the product files, their corresponding CP specifications (which will be used later in this Chapter), the statement coverage for each product file using the original test suite, the cost associated with each product file in terms of number of test cases. The column where the number of tests are separated by ‘+’ shows those product files that are tested using multiple test files possibly using a combination of different testing techniques.
(manual and simulator based testing). We also analyzed the current test suite to see whether the parameters currently used are sufficient for testing the code or if there is an overuse or underuse of parameters. The table also contains the size of the product file as lines of code.

### 6.2 Results of implementation of CP on level 1 case studies

We first discuss code coverage and cost achieved by implementing each CP specification on a full product file or a part of it as structured in Table 5-I. Thereafter, we discuss the measurements for each product file and compare it with the original suite Table 6-I.

#### 6.2.1 Result of CP implementation for CS_L1_A

This CP specification implements a subset of functionalities of product file 3. The code coverage for the whole file is 83% (Table 6-I) but this subset of functionality which we envisioned as CS_L1_A has the initial coverage of 66% using 11 parameters. We analyzed the parameters for their contribution in testing this functionality and observed an overuse of parameters. We further analyzed that this large number of parameters was not able to achieve adequate coverage (66%) and narrowed down the problem to

<table>
<thead>
<tr>
<th>Product files</th>
<th>CP specifications</th>
<th>Coverage %</th>
<th>No of test cases</th>
<th>LOC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Product file 1</td>
<td>CS_L1_F</td>
<td>80</td>
<td>1</td>
<td>70</td>
</tr>
<tr>
<td>2. Product file 2</td>
<td>CS_L1_C</td>
<td>85</td>
<td>560+24</td>
<td>300</td>
</tr>
<tr>
<td>3. Product file 3</td>
<td>CS_L1_A and CS_L1_B</td>
<td>83</td>
<td>2+2+72</td>
<td>1655</td>
</tr>
<tr>
<td>4. Product file 4</td>
<td>CS_L1_H and CS_L1_I</td>
<td>99</td>
<td>27+560</td>
<td>900</td>
</tr>
<tr>
<td>5. Product file 5</td>
<td>CS_L1_J</td>
<td>100</td>
<td>1</td>
<td>15</td>
</tr>
<tr>
<td>6. Product file 6</td>
<td>CS_L1_D</td>
<td>100</td>
<td>560+20</td>
<td>340</td>
</tr>
<tr>
<td>7. Product file 7</td>
<td>CS_L1_E, CS_L1_G, CS_L1_H</td>
<td>100</td>
<td>1+3+27</td>
<td>180</td>
</tr>
<tr>
<td>8. Product file 8</td>
<td>CS_L1_E</td>
<td>100</td>
<td>1</td>
<td>105</td>
</tr>
<tr>
<td>9. Product file 9</td>
<td>CS_L2_A</td>
<td>86</td>
<td>225</td>
<td>1060</td>
</tr>
</tbody>
</table>
improper selection of parameters. We created a CP specification with five parameters and 16 choices (Table 5-III). The results of the CP implementation and the quality of the test suite are shown in Table 6-II using CASA and ACTS. The original test suite does not implement constraints among the choices nor does it implement single or error annotations. Therefore, while using CP we monitored the results in the absence and presence of constraints among choices to gauge the improvements of CP implementation in the incremental manner and to be able to better compare with the original test suite.

The third and fourth columns correspond to results when constraints among the choices and single annotations were ignored (-C, -S) in the CP specification but parameters, categories and choices were used and combinations among the choices were made as required by the CP technique. We then again generated test cases using the CP specification while accounting for constraints among the choices and single annotations (+C, +S) in columns five and six. The Base Choice criterion is implemented in Melba in the presence of constraints among choices therefore we have a value for it in Table 6-II whereas ACTS does not have the functionality of generation of test frames using the Base Choice criterion in the presence of constraints; as a result we do not have a value for it in the table.

<table>
<thead>
<tr>
<th>Selection Criterion</th>
<th>Non Constrained (-C, -S)</th>
<th>Constrained (+C, +S)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cost</td>
<td>Coverage %</td>
</tr>
<tr>
<td>Initial test suite</td>
<td>2</td>
<td>66</td>
</tr>
<tr>
<td>CASA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Base Choice</td>
<td>12</td>
<td>88.8</td>
</tr>
<tr>
<td>Each Choice</td>
<td>6</td>
<td>88.8</td>
</tr>
<tr>
<td>Pair Wise</td>
<td>18</td>
<td>100</td>
</tr>
<tr>
<td>ACTS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Base Choice</td>
<td>12</td>
<td>88.8</td>
</tr>
<tr>
<td>Each Choice</td>
<td>6</td>
<td>100</td>
</tr>
<tr>
<td>Pair Wise</td>
<td>18</td>
<td>100</td>
</tr>
</tbody>
</table>
We observe that CP consistently improves the quality of the test suite: higher coverage than initial test suite. A mere implementation of CP without even implementing the constraints has improved the coverage from 66% to 100% using Each Choice and ACTS test frame generation.

We observe that ACTS, which is deterministic in nature, gives 100% coverage both in the presence and absence of constraints. An Each Choice adequate test suite generated by CASA however does not result in 100% code coverage in the absence of constraints, which can be attributed to the non-deterministic nature of CASA. Subsequent executions of CASA can lead to the selection of different choices and hence results similar to ACTS but for our experiments, we are relying on the first execution of CASA. We observed for both ACTS and CASA that in the presence of constraints (+C) and for the Pairwise criterion the cost reduces by approximately 33% when compared to an absence of constraints (-C), unlike Each Choice criterion where the cost increases by approximately 40%. The reason for the observation is detailed in section 7.4.3.

6.2.2 Result of CP implementation for CS_ L1_B

This is the biggest of all product files among the industrial cases studies. We introduced nine more parameters to the earlier 37 to account for complete testing. We also introduced more values for a few parameters. The initial test suite with 74 test cases led to 81% coverage of this product file. With the CP specification, with 46 parameters, we generated five test cases using Each Choice, 61 using Base Choice and 24 using Pairwise (Table 6-III). Using five Each Choice adequate test cases we achieved the coverage of 80%, which is a 93% reduction in the size of the test suite from the initial test suite for the same coverage. We did not implement the test suite obtained using the other
Selection criteria due to the large number of parameters and time constraints imposed on this project. Recall also that part of the testing activities, especially the selection of test input values, was manual, which was not convenient on large test suites we obtain for this case study. This calls for some work on automating the transformation of test frames (i.e., test case specifications) into test cases. However, we are certain that implementing other selection criteria (Base Choice and Pairwise) would certainly lead to an increase in coverage because of more combinations.

We observe that since this case study is not highly constrained, i.e., 15 out of 106 choices are constrained (Table 5-III), introducing constraints has resulted in reducing the number of test frames by one when using CASA. Otherwise, results are identical. CASA has also generated fewer test frames for Pairwise as compared to ACTS both in the presence and in the absence of constraints, asserting that the simulated annealing algorithm used by CASA is cheaper than the greedy algorithm used by ACTS in terms of cost but this comes with an expense in the generation time by the algorithm. Table 6-VI further shows the difference in time and cost by both tools.

<table>
<thead>
<tr>
<th>Selection Criterion</th>
<th>Non Constrained (-C)</th>
<th>Constrained (+C)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cost (€)</td>
<td>Coverage (%)</td>
</tr>
<tr>
<td>Initial test suite</td>
<td>74</td>
<td>81</td>
</tr>
<tr>
<td>CASA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Base Choice</td>
<td>61 *</td>
<td>61 *</td>
</tr>
<tr>
<td>Each Choice</td>
<td>5 *</td>
<td>5 80</td>
</tr>
<tr>
<td>Pair Wise</td>
<td>25 *</td>
<td>24 *</td>
</tr>
<tr>
<td>ACTS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Base Choice</td>
<td>61 *</td>
<td>61 *</td>
</tr>
<tr>
<td>Each Choice</td>
<td>5 *</td>
<td>5 80</td>
</tr>
<tr>
<td>Pair Wise</td>
<td>28 *</td>
<td>28 *</td>
</tr>
</tbody>
</table>
6.2.3 Result of CP implementation for CS_L1_C

Table 6-IV: Result of implementation of CS_L1_C using CASA and ACTS

<table>
<thead>
<tr>
<th>Selection Criterion</th>
<th>Non Constrained (-C, -S)</th>
<th>Constrained (+C, +S)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cost</td>
<td>Coverage %</td>
</tr>
<tr>
<td>Initial test suite</td>
<td></td>
<td></td>
</tr>
<tr>
<td>560 (Simulator)</td>
<td>51</td>
<td>NA</td>
</tr>
<tr>
<td>24 (Manual)</td>
<td>85</td>
<td>NA</td>
</tr>
<tr>
<td>CASA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Base Choice</td>
<td>13</td>
<td>82</td>
</tr>
<tr>
<td>Each Choice</td>
<td>6</td>
<td>79</td>
</tr>
<tr>
<td>Pair Wise</td>
<td>30</td>
<td>95</td>
</tr>
<tr>
<td>ACTS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Base Choice</td>
<td>13</td>
<td>82</td>
</tr>
<tr>
<td>Each Choice</td>
<td>6</td>
<td>74</td>
</tr>
<tr>
<td>Pair Wise</td>
<td>30</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 6-IV shows the results of implementation of CP to product file 2 using CASA and ACTS. This product file renders a coverage of 85% with the initial test suite containing 584 tests. The original suite missed some important parameters and values required for testing this functionality that resulted in low coverage. Using the CP technique, we reduced the number of parameters to five and added the missing choices. The CP specification also contains constraints among the choices and one single annotation (Table 5-III).

Using the Base Choice criterion, we observed a drastic reduction in the number of test cases but there is no improvement in coverage. The coverage in the absence of constraints was better than coverage in the presence of constraints. Base Choice in the presence of constraints implemented using Melba does not subsume Each Choice because of which the coverage in the presence of constraint is less than with the Each Choice criterion. We further observed the coverage for combinatorial criteria (Pairwise), which shows interesting results. For the test frames generated using CASA, in the absence of constraints, 30 test frames were obtained leading to 95% coverage. This is 10% improvement in the coverage from the original test suite at a much smaller cost. When we
generated test frames while accounting for constraints among the choices, the cost reduces by 13% but the coverage increases to 100%. This shows that a constrained CP specification leads to a reduction in cost and an increase in coverage thereby improving the quality of the test suite.

Test frames generated using ACTS showed even better results. We obtained 100% code coverage both in the presence and in the absence of constraints for Pairwise. However, the cost with ACTS is more than with CASA again asserting that greedy algorithms are costlier than simulated annealing technique for the generation of test frames. We also observed that the introduction of constraints has led to increased cost for Each Choice but has reduced the cost for Pairwise for both tools.

6.2.4 Result of CP implementation for CS_L1_D to CS_L1_J (Seven Level 1 Case Studies without Constraints)

In this section, we discuss the results of implementation of the seven Level 1 case studies that do not employ constraints among the choices. The results of the case studies are compiled in Table 6-V.

For the CS_L1_D case study, as compared to the original test suite which has a total of 580 test cases obtained from two simulator based tests suites, CP results in just six test cases using Each Choice with a coverage of 100%: Table 6-V. There is however more test cases using Base Choice and Pairwise (14 and 24, respectively). While analyzing the nine parameters used in the original test suite, we also observed on the basis of the functionality of the product that three of the parameters were not contributing to the testing of the code. Removing surplus parameters results in reducing the number of test frames particularly if the selection criterion is based on combinatorics. Therefore, the
implementation of six test cases using five parameters using Each Choice led to 100% code coverage. If we compare the simulator test suite 1 with the CP generated test suite we observe that CP results in increased code coverage (93% to 100%) at a lower cost (20 to six test cases). This is a 70% reduction in cost while 7% increase in code coverage.

CS_L1_E is a small product (Table 5-IV) where the initial test suite had a code coverage of 100% using one test case and two parameters: Table 6-V. We observed the functionality of the product and introduced one more parameter for completely testing this functionality. This increased cost of the test suite to two with Each Choice while

<table>
<thead>
<tr>
<th>Selection Criterion</th>
<th>Cost</th>
<th>Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>CS_L1_D</td>
<td>Initial test suite</td>
<td>20 (simulator test suite 1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>560 (simulator test suite 2)</td>
</tr>
<tr>
<td></td>
<td>Base Choice</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>Each Choice</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Pair Wise</td>
<td>24</td>
</tr>
<tr>
<td>CS_L1_E</td>
<td>Initial test suite</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Base Choice</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Each Choice</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Pair Wise</td>
<td>6</td>
</tr>
<tr>
<td>CS_L1_F</td>
<td>Initial test suite</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Base Choice</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Each Choice</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Pair Wise</td>
<td>9</td>
</tr>
<tr>
<td>CS_L1_G</td>
<td>Initial test suite</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Base Choice</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>Each Choice</td>
<td>3</td>
</tr>
<tr>
<td>CS_L1_H</td>
<td>Initial test suite</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td>Base Choice</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>Each Choice</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Pair Wise</td>
<td>36</td>
</tr>
<tr>
<td>CS_L1_I</td>
<td>Initial test suite</td>
<td>560</td>
</tr>
<tr>
<td></td>
<td>Base Choice</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Each Choice</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Pair Wise</td>
<td>18</td>
</tr>
<tr>
<td>CS_L1_J</td>
<td>Initial test suite</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Each Choice</td>
<td>3</td>
</tr>
</tbody>
</table>
maintaining code coverage to 100%.

In CS_L1_F, although the number of parameters is the same for all the test suites, i.e., 2, we observe that the original test suite does not have test cases with all possible choices. Therefore, we introduced choices based on boundary value analysis to ensure completeness. The number of parameters is the same as the original test suite. We obtained 100% code coverage for all the selection criteria in a cost greater than the initial test suite mainly because we were using combinatorial testing tools.

Based on the functionality of CS_L1_G, we reduced the number of parameters from seven to five when compared to the initial test suite (Table 6-V). We also introduced a few more choices to ensure completeness in testing, which resulted in a cost increase while maintaining the coverage to 100%.

In CS_L1_H, the initial test suite employed 27 test cases to achieve 100% code coverage using eight parameters: Table 6-V. We analyzed the functionality of the product code and reduced the number of parameters to five and hence the size of the test suite to six using the Each Choice criterion while maintaining the code coverage to 100%. Additionally, we also observed certain missing choices, which were added as a result of the CP technique.

In CS_L1_I, the original test suite contains nine parameters, 560 test cases resulting in 97% code coverage: Table 6-V. After the analysis of the functionality, we suggested the reduction of the input parameters from nine to four, introduced few choices that were missing in the original test suite. The generation of the test cases using the Each Choice criterion resulted in 97% coverage using just six test cases. The 3% code that is never visited belongs to a function, which is never called for execution.
CS_L1_J is just a function with one parameter. The original test suite has one test case which provides 100% code coverage and which is sufficient to test this product code. We however created three choices for this function based on boundary value analysis and created three test cases with CP without loss of coverage.

6.3 Result of implementation of CP on Level 2 case study (CS_L2_A)

Recall that the Level 2 case study is larger in functionality as compared to Level 1 case studies as it makes multiple calls to Level 1 functions in addition to other functionalities. The CP specification for this case study is highly constrained (Table 5-V) so we decided to use three tools for the generation of test frames, i.e., Melba + CASA, ACTS and PICT. Selecting these three tools will help us to observe the impact of test frame generation technique on the cost and quality of test suites. We used PICT for this specific case study because of its high constraint complexity and for that fact that it uses test-based strategy with greedy algorithms as compared to parameters based strategy used by ACTS. The CP specification has 11 parameters and 27 constraints to ensure that the

<table>
<thead>
<tr>
<th>Tools</th>
<th>Selection criterion</th>
<th>Non constrained (-C)</th>
<th>Constrained (+C)</th>
<th>Coverage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cost</td>
<td>Time (sec)</td>
<td>Cost</td>
<td>Time (sec)</td>
</tr>
<tr>
<td>Initial test suite</td>
<td>225</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>CASA</td>
<td>Each Choice</td>
<td>8</td>
<td>1.013</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>Pairwise</td>
<td>48</td>
<td>6.47</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>Three-way</td>
<td>192</td>
<td>3485.57</td>
<td>181</td>
</tr>
<tr>
<td>ACTS</td>
<td>Each Choice</td>
<td>8</td>
<td>0.181</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>Pairwise</td>
<td>50</td>
<td>0.186</td>
<td>56</td>
</tr>
<tr>
<td></td>
<td>Three-way</td>
<td>204</td>
<td>0.195</td>
<td>231</td>
</tr>
<tr>
<td>PICT</td>
<td>Each Choice</td>
<td>8</td>
<td>0.054</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>Pairwise</td>
<td>48</td>
<td>0.060</td>
<td>54</td>
</tr>
<tr>
<td></td>
<td>Three-way</td>
<td>235</td>
<td>0.115</td>
<td>242</td>
</tr>
</tbody>
</table>
combination of choices lead to valid test frames. The original test suite for this case study contains 225 test cases with 86% code (statement/line) coverage: Table 6-VI. While analyzing the existing test suite we observed that certain choice combinations were missing and some combinations have more than one occurrence resulting in retesting of the same functionality and hence covering the same part of the code. We also discovered some invalid tests in the original test suite. It was however possible to find the test inputs for those invalid tests since they belonged to priority class one (discussed in section 5.5.1), but they were not contributing to testing the code and in turn were only adding to the cost of the test suite. We were able to avoid such kind of tests by introducing constraints among the choices.

Implementing CP resulted in 100% coverage even for Each Choice, which shows the importance of following this approach. However, the code coverage criterion is statement coverage and it is not very expensive to achieve 100% coverage using this criterion. However, the other aspect of quality, i.e., cost, has seen drastic improvements. We observed that Each Choice, which is the cheapest of all the criteria shows 96% reduction in cost of the test suite and Pairwise is a 76% reduction in cost (CASA) from the initial test suite.

Similarly to few other industrial case studies we generated test frames in both the presence and absence of constraints. Since the initial test suite does not employ constraints, a reason there are some invalid test cases, generation of test frames in the absence of constraints and using CP is a good basis of comparison with the original suite. We observe from Table 6-VI that each application of CP using the three tools, although not accounting for constraints, and therefore including illegal combinations of input
values, achieves 100% statement overage (better than the initial test suite), for a much smaller cost (i.e., number of test cases): cost reduction ranging between 78% and 96%. Further, in the presence of constraints one can observe that, applying CP leads to significant savings when compared to the original test suite (cost reduction ranging between 76% and 96%) while achieving higher structural (statement) coverage (100%).

Since CS_L2_A has 27 constraints, we observed that introducing constraints has led to an increase in the cost of the test suite. We have the same result for all three tools and for Pairwise and three-way selection criteria except for CASA three-way where the cost has dropped compared to when the constraints were not used, although not significantly. We also observed that CASA is the cheapest of the three tools and the number of test frames generated using CASA for Pairwise and three-way is less than the ones generated by ACTS and PICT, concluding that algorithms based on simulated annealing are less expensive than greedy algorithms. However, this comes with a cost; we observed that CASA took the highest time, among the three tools, for the generation of test frames, particularly for the three way criterion with constraints, CASA took approximately 72 minutes whereas ACTS just took 6 sec and PICT 0.6 sec, for generating approximately 24% smaller test suites. Comparing ACTS and PICT we observed that ACTS, which is a parameter based greedy algorithm takes more time than PICT which is a test based algorithm and generates a comparatively smaller test suite in case of the three-way criterion and PICT takes less time than ACTS for the Pairwise criterion and still generates smaller test suites.
6.4 Conclusion

Table 6-VII concludes the results for all the industrial case studies. The original overall code coverage (column 2) is 92.4% and the final overall code coverage using CP technique is 95.6% (column 3) which is an improvement of 3.2%. This code coverage is obtained at a cost that is 91.6% lower than the original cost: 966 initial test cases are reduced to 81 using the CP technique. (The initial test suite had a pool of 560 tests, which were catering to three product files. We have added that number once, in order to calculate the cost of the original test suites therefore the initial cost is 966.) Among the different selection criteria chosen for the generation of test frames, the ones in the table are those which led to maximum coverage with minimum test cases.

One advantage of CP is that it helps us keep track of parameters that are important for testing the functionalities in product files. Therefore, we kept a close look at the parameters and the values being used in the original test suite. Initially we observed that

<table>
<thead>
<tr>
<th>Industrial Case Study</th>
<th>Product files</th>
<th>Code Coverage %</th>
<th>Final Code coverage %</th>
<th>Initial cost</th>
<th>Minimum cost to achieve maximum coverage using CP</th>
<th>% age change in cost</th>
<th>Initial no of parameters</th>
<th>No of parameters using CP</th>
<th>% age change in no of parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level 1 Product file 1</td>
<td>80</td>
<td>80</td>
<td>1</td>
<td>2</td>
<td>100 ↑</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Level 1 Product file 2</td>
<td>85</td>
<td>100 ↑</td>
<td>584</td>
<td>26</td>
<td>95.5 ↓</td>
<td>9+4</td>
<td>7</td>
<td>46 ↓</td>
<td></td>
</tr>
<tr>
<td>Level 1 Product file 3</td>
<td>83</td>
<td>82 ↓</td>
<td>76</td>
<td>11</td>
<td>85.5 ↓</td>
<td>11+37</td>
<td>5+46</td>
<td>6 ↑</td>
<td></td>
</tr>
<tr>
<td>Level 1 Product file 4</td>
<td>99</td>
<td>99</td>
<td>587</td>
<td>12</td>
<td>97.9 ↓</td>
<td>9+8</td>
<td>4+5</td>
<td>47 ↓</td>
<td></td>
</tr>
<tr>
<td>Level 1 Product file 5</td>
<td>100</td>
<td>100</td>
<td>1</td>
<td>3</td>
<td>200 ↑</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Level 1 Product file 6</td>
<td>100</td>
<td>100</td>
<td>580</td>
<td>6</td>
<td>98.9 ↓</td>
<td>9</td>
<td>6</td>
<td>33 ↓</td>
<td></td>
</tr>
<tr>
<td>Level 1 Product file 7</td>
<td>100</td>
<td>100</td>
<td>31</td>
<td>11</td>
<td>64.5 ↓</td>
<td>8 +7+2</td>
<td>5 +5+3</td>
<td>23.5 ↓</td>
<td></td>
</tr>
<tr>
<td>Level 1 Product file 8</td>
<td>100</td>
<td>100</td>
<td>1</td>
<td>2</td>
<td>100 ↑</td>
<td>2</td>
<td>3</td>
<td>50 ↑</td>
<td></td>
</tr>
<tr>
<td>Level 2 Product file 9</td>
<td>85</td>
<td>100 ↑</td>
<td>225</td>
<td>8</td>
<td>96.4 ↓</td>
<td>15</td>
<td>11</td>
<td>26.6</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>92.4</td>
<td>95.6 ↑</td>
<td>966</td>
<td>81</td>
<td>91.6 ↓</td>
<td>124</td>
<td>103</td>
<td>16.9 ↓</td>
<td></td>
</tr>
</tbody>
</table>
there was an overuse of parameters which were actually not contributing to the testing the product code. Additionally, these parameters lacked values that were important for testing the code. During the process of generating a CP specification, we reduced the number of parameters and introduced all possible choices which were important for testing the respective functionalities. This led to reducing the number of parameters by 16.9%. Reducing the number of parameters means fewer combinations in an n-way adequate test suite, generating fewer test frames and hence smaller cost. Therefore, the CP technique has led to the generation of test suites that improved the code coverage by 3.2% with a cost which is 91.6% smaller than the cost of the original test suite and with 16.9% fewer parameters.

Another important conclusion that we drew from this case study is the impact of the test frame generation techniques (simulated annealing and greedy algorithm) and constraint representation technique on the quality of the test suite. We observed that CASA being a metaheuristic technique generates the same number of or fewer test frames than ACTS and PICT, which are based on greedy algorithms. However, this came with significantly more time taken by CASA to generate the test frames than by ACTS and PICT. This was especially evident during the generation of test frames for highly constrained CP specifications. While comparing our results with the initial test suite we observed that the initial test suite lacked the use of any systematic input modelling technique, nor were they using any automated test frame generation technique thereby resulting in missing or redundant test cases.

Since four of the eleven case studies have constraints among the choice, we have few observations on the impact of constraints on the generation of test frames. We
observed that, for highly constrained CP specifications, such as CS_L2_A, which has constraints of up to 6 tuples, the generation of test frames with constraints takes longer than the generation of test frames without accounting for constraints and we observed this result with all three tools (CASA, ACTS and PICT). For the same case study, we also observed that the test suite generated while accounting for constraints (6-way) is mostly larger, for all three tools, than the one without constraints in order to accommodate complex constraints among the choices. Our observation is in agreement with the observation of Cohen et al. [15]. For the other case studies, which did not have very complex constraints (i.e., CS_L1_A, CS_L1_B and CS_L1_C), we observed that implementing constraints among choices resulted in higher cost for Each Choice but reduced cost for Pairwise. Hence, we can conclude that, if the system under test is highly constrained, introducing constraints will lead to an increase in cost of the test suite in order to accommodate the constraints and vice versa. We studied this phenomenon further in Chapter 7.

We have some conclusions about the CP implementation on the case studies related to LTE middleware. We observe that such case studies have two main characteristics and we have recommendations for such software systems

1. Most of the parameters and therefore categories have choices that represent unique input values, i.e., one choice per discrete value. Since the test inputs will largely remain the same, the quality of the test suite will greatly depend on the test frame generation technique rather than the test input selection technique.
2. Some of the case studies have highly constrained choices usually resulting from the complexity of the domain. Thereby requiring an appropriate tool capable of handling the constraints while generating test frames.

Therefore, it becomes extremely important to select an appropriate algorithm or tool for the generation of test frames that can handle complex constraints and can generate test frames efficiently. Our survey [16] can help a test engineer in making that selection.
Chapter 7 — An Experimental Evaluation of the Impact of Different Types of CP Constraints on the Quality of Test Suites

Regardless of the importance of error/single annotations and constraints among the choices to forbid infeasible combinations, we could not find any study, to the best of our effort, which shows the impact in terms of fault detection effectiveness, code coverage or cost of using (or not) the error/single annotations and constraints among choices. Such a study is the need of the hour because constraint satisfiability is a resource intensive process. If the resources are limited it will not always be possible to implement all kinds of constrains in order to generate feasible test frames. This study will help a tester comprehend a simple question: ‘how much of the constraints are enough?’ And it will help him/her decide how many constraints (error or single or constraints among choices) will be sufficient for testing the system with given resources. This, hence, became our motivation for the current work.

For conducting these experiments, we designed CP specifications for two academic and three industrial case studies, using various combinations of constraints, i.e., error, single and constraints among choices. These CP specifications are then used to generate test frames using the Each Choice and Pairwise selection criteria with the help of Melba [10, 11] and its integration with CASA [20], ACTS [19], and PICT [21]. The test frames are strategically provided test inputs in order to generate test cases as discussed in section 5.5. We then studied the quality of the test suites as relative cost of the resulting test
suites (i.e., number of test frames), their effectiveness at finding faults (using mutants) and at covering the code.

We formulated different research questions (section 7.1) and designed experiments to answer those research questions (section 7.2). Section 7.3 presents results. Section 7.4 provides a general discussion of the results and we conclude in section 7.5.

7.1 Research Questions

In order to analyze the impact of different kinds of constraints on the quality of the test frames, i.e., fault detection effectiveness, code coverage and test suite cost, we started by identifying the following research questions.

RQ1. What is the impact of annotating choices as Error in the CP specifications?
RQ2. What is the impact of annotating choices as Single in the CP specifications?
RQ3. What is the impact of constraining choices in the CP specification to prevent invalid combinations?
RQ4. What kind of constraint (Single, Error or Constraint among choices) has greatest impact on test suite quality?

7.2 Design of Experiments

Out of all the case studies discussed in Chapter 5, we used two academic case studies, Triangle (section 5.1.2) and NextDate (section 5.1.1), and three industry case studies, CS_L1_A, CS_L1_C and CS_L2_A (section 5.2), for this study. Table 7-I summarizes the CP specification of both types of case studies. Please refer to sections 5.3.1, 5.3.2.1, 5.3.2.3 and 5.3.3 for the description of the table. We did not use the PackHexChar case study because its CP specification does not have choices annotated as Single so we chose the other two academic case studies to observe a clear impact of three
different types of constraints. We chose three industrial case studies out of the total of 13 because of the complexity of constraints in their CP specification. The CP specifications of these case studies have constraints among choices and Single annotations; recall that industrial case studies do not have Error annotations in their CP specification. We however included CS_L2_A in our studies even though its CP specification does not have Error and Single annotations because it is an industrial case study with complex constraints and we mainly wanted to see the behaviour of combinatorial testing tools in the presence of complex constraints. Therefore, all these case studies are more suitable for observing the impact of constraints and Single annotations as compared to the others.

We generated different versions of CP specifications in the presence of one or more than one constraints and generated test frames using the integration of CASA and Melba for the academic case studies and using CASA + Melba, ACTS and PICT for the industrial case study. For Industrial case studies (CS_L1_A and CS_L1_C), we used both ACTS and CASA to generate two test suites for comparison and for CS_L2_A we used ACTS,

<table>
<thead>
<tr>
<th>Case study</th>
<th>LOC</th>
<th>Parameters</th>
<th>Categories</th>
<th>Choices</th>
<th>Single Choices</th>
<th>Error Choices</th>
<th>Choices involved in X</th>
<th>No. of terms in CNF</th>
<th>Constraint per choice</th>
</tr>
</thead>
<tbody>
<tr>
<td>Triangle</td>
<td>38</td>
<td>3</td>
<td>9</td>
<td>18</td>
<td>3</td>
<td>3</td>
<td>X = all constraints</td>
<td>12</td>
<td>1.5</td>
</tr>
<tr>
<td>NextDate</td>
<td>179</td>
<td>3</td>
<td>4</td>
<td>18</td>
<td>1</td>
<td>6</td>
<td>X = 1 constraint</td>
<td>12</td>
<td>0.8</td>
</tr>
<tr>
<td>CS_L1_A</td>
<td>65</td>
<td>5</td>
<td>5</td>
<td>16</td>
<td>1</td>
<td>11</td>
<td>X = 2 constraints</td>
<td>11</td>
<td>0.7</td>
</tr>
<tr>
<td>CS_L1_C</td>
<td>329</td>
<td>6</td>
<td>6</td>
<td>21</td>
<td>1</td>
<td>11</td>
<td>X = 3 constraints</td>
<td>11</td>
<td>1.2</td>
</tr>
<tr>
<td>CS_L2_A</td>
<td>1060</td>
<td>11</td>
<td>15</td>
<td>46</td>
<td>0</td>
<td>39</td>
<td>X = 4 constraints</td>
<td>27</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X = 5 constraints</td>
<td>13</td>
<td>1.18</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X = 6 constraints</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X = 7 constraints</td>
<td>7</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X = 8 constraints</td>
<td>1</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X = 11 constraints</td>
<td>1</td>
<td>66</td>
</tr>
</tbody>
</table>

Table 7-I: CP Specification for the case studies
CASA and PICT. Since we could not perform fault detection effectiveness for industrial case studies, we used two or three tools to draw assertive conclusions.

To generate test frames in the presence of single and error constraints we used the procedure we described earlier (section 5.4). We then construct test frames using the Each Choice and Pairwise selection criteria and select test inputs for test cases using the systematic procedure mentioned in section 5.5. We then measured the quality of test suites using the measurements that we defined in section 5.6.

In the experiments, even in the presence of constraints when the could-be error choices are not annotated as such and are part of the choice pool, we did not employ any additional constraints for those error choices but rather followed the same priority model described for the absence of constraint (section 5.5.1). The error choices in the CP specifications are not constrained with other choices because they follow the single choice selection criterion where the test inputs for those test frames are manually selected at the end on the basis of permissible choice combinations mainly for robustness testing.

### 7.2.1 Experimental Setup

The driving force behind designing different experiments is to find an answer to our research questions (section 7.1) and hence conclude on “How many of the constraints are enough?” The experiments are broadly divided into two groups (Table 7-II). In the first group (Experiment 1 to Experiment 6), test frames are generated using the Each Choice and Pairwise criteria while accounting for constraints among the choices in the presence/absence of single or error annotations. In the second group (Experiment 7 to Experiment 12), test frames are generated using the same criteria while omitting constraints among choices but in the presence/absence of single/error annotations.
For each experiment, we alter the original CP specification according to the experiment description. This involves either removing constraints among choices, Table 7-II: Experiments for different constraint types

<table>
<thead>
<tr>
<th>Experiments</th>
<th>Constraint among choices</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp 1</td>
<td>+C -S -E</td>
<td>• Results in feasible combinations of choices but could-be error/single choices will appear more than once in test frames.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Results in more test frames for robustness testing compared to Experiment 6.</td>
</tr>
<tr>
<td>Exp 2</td>
<td>+C -S !E</td>
<td>• Could-be single choices will appear more than once in test suite.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Error choices are ignored to emphasize testing for acceptable values resulting in no robustness testing.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Useful in comparing results between completely ignoring the error choices and covering them once (Experiment 3).</td>
</tr>
<tr>
<td>Exp 3</td>
<td>+C -S +E</td>
<td>• Could-be single choices will appear more than once.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Error choices restricted to one occurrence.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Results can be compared with Experiment 1 to single out the impact of annotating error choices.</td>
</tr>
<tr>
<td>Exp 4</td>
<td>+C +S -E</td>
<td>• Each Single choice appears only once in test frames.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Could-be error choices appear more than once in the test suite.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Comparing results with Experiment 1 will show the impact of single annotations.</td>
</tr>
<tr>
<td>Exp 5</td>
<td>+C +S !E</td>
<td>• Each Single choice appears only once and error choices are omitted.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Checks the impact of single annotations while completely ignoring error choices (compared to Experiment 4).</td>
</tr>
<tr>
<td>Exp 6</td>
<td>+C +S +E</td>
<td>• This is the default use of CP.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• This is a basis of comparison for all the other experiments.</td>
</tr>
<tr>
<td>Exp 7</td>
<td>-C -S -E</td>
<td>• The CP specification is devoid of any kind of constraints.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Many infeasible test frames can be expected.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• This is an unrealistic application of CP but a good basis of comparison with other experiments. For instance, when comparing with Experiment 1 we can study the impact of constraints among choices when other factors are kept constant.</td>
</tr>
<tr>
<td>Exp 8</td>
<td>-C -S !E</td>
<td>• Error choices are omitted from the CP specification.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Could-be single choices appear multiple times.</td>
</tr>
<tr>
<td>Exp 9</td>
<td>-C -S +E</td>
<td>• Could-be single choices appear more than once but the error choices appear only once in the set of test frames.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• This can be compared to Experiment 7 to see the impact of –E versus +E.</td>
</tr>
<tr>
<td>Exp 10</td>
<td>-C +S -E</td>
<td>• Single choices appear once while error choices can appear more than once.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• This is useful to observe the impact of single annotations while ignoring all other kinds of constraints (comparison with experiment 7).</td>
</tr>
<tr>
<td>Exp 11</td>
<td>-C +S !E</td>
<td>• Single choices appear once</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Error choices are omitted from the CP specification.</td>
</tr>
<tr>
<td>Exp 12</td>
<td>-C +S +E</td>
<td>• Single and error choices appear once in the absence of constraints among choices.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• This can be compared to Experiment 7 to see the impact of introducing single and error annotations and to Experiment 6 to see the impact of +C/-C when other constraints are present.</td>
</tr>
</tbody>
</table>
removing certain choices or removing the annotations of certain choices so that they are treated as just another choice in the choice pool. Then, test suites are generated for the selected selection criteria, oracles are created, tests are executed against the mutants and the un-mutated software, and test suite quality is measured.

We conducted 12 experiments as described in Table 7-II and assigned a nomenclature for better understanding. Specifically, +C indicates that constraints among choices are part of the CP specification whereas –C indicates that those constraints are omitted from the original CP specification. +S specifies that single annotations are applied on choices. –S specifies that single annotations are omitted and, as a result, the ‘could-be’ single choice will appear multiple times, i.e., in more than one test frame, combined with more than one permitted choices, depending on the selection criterion, constraints and the test frame generation technique. Similarly, +E specifies that error annotations are used on choices restricting their appearance to one whereas –E specifies that error annotations are omitted resulting in more than one test frame containing the corresponding choice. Experiments with ‘!E’ are designed to handle situations where the test engineers are not interested in robustness testing with out-of-bound values. In these experiments, the error choices are completely ignored and are not even a part of the CP specifications. The next section discusses these experiments in detail.

We illustrate a few of these experiments using a partial CP specification of the NextDate case study in Table 7-III. The complete CP specification is available in appendix B.1 In this table, some choices are not constrained, few are tagged as single or error, while the last three choices have constraints involving other choices. This is a CP specification for Experiment 6 (+C, +S, +E). A test suite formed for this specification
will have exactly one test frame containing choices C4.1, C4.2 and C4.3 because of Single and Error annotations and the other test frames will honor the constraints. Experiment 5 (+C, +S, !E) will modify this CP specification and will remove C4.2 and C4.3 from the CP specification; As a result no test frame will contain these choices. Further, Experiment 3 (+C, -S, +E) will omit the Single annotation for C4.1 as a result of which C4.1 can appear more than once in the test suite. Experiment 6 is the default use of the CP technique (we use the original CP specification). The other five experiments are degraded versions of Experiment 6, for instance: Experiment 1 has only constraints among choices but the CP specification does not contain any error or single annotation; Experiment 2 is similar to Experiment 1 except that the CP specification does not contain out-of-bound choices (those are specified as error choices in the original specification).

The intent of designing all the experiments using different combinations of single, error and constraints among choices is to observe which type of constraint has a greater effect on the quality of the test frames and hence test cases. For example, in case of the Experiment 7 (–C, -S, -E) and Experiment 9 (–C, -S, +E), it is possible to observe the impact of annotating error choices when the other two factors (C and S) are kept constant.

In the next section, we discuss results from these experiments.

<table>
<thead>
<tr>
<th>Categories</th>
<th>Choices</th>
<th>Constraints among choices /Single/Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>2: Year</td>
<td>C2.2: CommonYear</td>
<td></td>
</tr>
<tr>
<td>3: Month</td>
<td>C3.1: 30daysMonth, C3.3 Month==2</td>
<td></td>
</tr>
</tbody>
</table>

**Table 7-III: Example CP Specification**
7.3 Result of experiments

We first discuss experimental results for each case study separately: Triangle (section 7.3.1), NextDate (section 7.3.2), CS_L1_A (section 7.3.3), CS_L1_C (section 7.3.4) and CS_L2_A (section 7.3.5). We answer the research question in the following section (section 7.4). Each figure in this section shows, for each experiment and the Each Choice and Pairwise selection criteria, the amount of statement (Stmt), branch (Br) and term (Tm) coverage (%), cost (i.e., the total number of test frames), effective frames (the number of test frames that actually kill at least one mutant), and mutation score (%) for the academic case study. For industrial case studies, we report on the use of CASA and ACTS for the Each Choice (EC) and Pairwise (PW) criteria with cost, i.e., number of test frames (TF) and statement coverage (%).

7.3.1 Triangle case study

The results for Triangle for the Each Choice and Pairwise criteria are shown in Figure 7-1 and Figure 7-2 respectively.

7.3.1.1 Structural coverage

Regardless of the criterion, accounting for both Error and Single choices improves structural coverage: e.g., from (+C, -S, -E) to (+C, +S, +E). This is due to Error choices more so than to Single choices: Error pays more than Single. This is especially clear for Pairwise where term coverage improves by 30% in the absence of single annotation and by 70% in the presence of single annotation when error annotation was introduced in both cases and branch coverage showed an improvement of 20% and 70%. We also observed similar results in the absence of constraints (-C). The annotation of singles in the presence and absence of constraints, when error choices are not annotated results in a
lower or similar code coverage, i.e., (±C, -S, -E to ±C, +S, -E), but never in an improvement. Using choices annotated as single only once in the test suite while not annotating Error choices results in more occurrence of the latter choices, leading to more robustness testing but reduced testing of the functional code (fewer Single choices in test frames). This also applies to results obtained with Each Choice. Ignoring the error choices completely (!E) gave better coverage than when they are in the CP specification but are not annotated as error (-E) but shows reduced coverage than when they are annotated (+E), with both criteria, mainly in the presence of single annotations. !E gives better coverage than −E because when error choices are not a part of the CP specifications, there are no test frames for out-of-bound testing hence the possibility of feasible tests increase. This seems counter intuitive: no robustness testing (!E) leads to more coverage (compared to −E). However, we need to consider constraints. Not annotating error choices as such leads to many choice combinations with the error choice that are not feasible, thereby reducing coverage. This negative impact on coverage is somewhat limited when constraints among choices are used (+C) but increased when those constraints are not used (-C). +E gives better coverage than !E because with +E the test suite has one test frame for each error choice thereby covering code devoted to defensive programming, which is not the case with !E (those choices are omitted).

These observations also apply to experiments where constraints among choices are not accounted for (-C).

7.3.1.2 Fault detection effectiveness

Mutation score improves as code coverage increases and reaches its maximum when all types of constraints are taken into consideration (+C, +S, +E), regardless of the
criterion (75% and 84% resp. for Each Choice and Pairwise). When constraints among choices are not used, the mutation score is still maximum when both Single and Error choices are used (-C, +S, +E), regardless of the criterion (76% and 83% resp. for Each Choice and Pairwise). We observed that the test suite with (-C, +S, +E) killed two more mutants than the test suite (+C, +S, +E), this is because the former test suite has test frame for isosceles triangle and with the specific test inputs the impact of which we explained in section 5.6.2, this suite killed more mutants. Making a different test input selection varies the result of the mutation score whereas the structural coverage still

![Figure 7-1: Results for TRIANGLE: Each Choice Criterion](image1)

![Figure 7-2: Results for TRIANGLE: Pairwise Criterion](image2)
remains the same. So, this difference in mutation score is largely because of the test input selection. When no constraint is used (-C, -S, -E) mutation score is at its worse.

Besides a reduction in mutation score when Single and Error annotations are not used, we also observe a drop in mutation score when only Single annotations are considered without annotating Error, e.g., (±C, -S, -E) to (±C, +S, -E), with both selection criteria. Annotating Single in the absence of error is not very effective whereas the reverse is not true, i.e., annotating Error in the absence of Single greatly improves mutation score.

7.3.1.3 Test suite cost

We observe that using Error or Single annotations do not always lead to a reduced number of test frames, on the contrary. When the Error or Single annotations are used, more test frames are needed to form an Each Choice or Pairwise adequate test suite since having Error/Single choices appearing only once reduces chances to form test frames. For similar reasons, complex constraints among choices (which is the case of Triangle, recall section 5.1.2), limiting possibilities for combinations, increase cost. We also observed that as the number of test frames in the presence of constraints increases, effectiveness also increases, which means all test frames were equally contributing to the killing of more mutants. This behaviour is more prominent with Pairwise, e.g., the effectiveness improved from 62% (+C, -S, -E) to 100% (+C, +S, +E) where the effective frames increased from 5 to 10 and 66% (-C, -S, -E) to 89% (-C, +S, +E) where the effective frames increased from 4 to 8.
7.3.2 NextDate Case Study

Figure 7-3 and Figure 7-4 compile the results for the NextDate case study for Each Choice and Pairwise, respectively.

7.3.2.1 Structural coverage

For the experiments when constraints among the choices are considered, the structural coverage improved from no error and no single annotations (+C, -S, -E) to both error and single annotations (+C, +S, +E) for both selection criteria. We however observed a small decline in coverage in case of (+C, +S, -E) which is akin to what we observed for Triangle: single choices appearing once results in increased occurrences of
error choices which results in a reduced number of feasible test frames. This is also observed in the experiments when no constraints are considered (-C) with Pairwise.

7.3.2.2 Fault Detection effectiveness

Mutation score improves as coverage improves. In the presence or absence of constraints (+C or -C), the mutation score improves when error choices are annotated in the presence or absence of single choices (±S, +E) and reduces when single choices are annotated without annotating error choices (-C, +S, -E) with one exception: a qualitative analysis shows that an Each Choice adequate test suite has a test frame which corresponds to a valid next date and surprisingly does not contain any infeasible test frame, resulting from an error choice. This can be attributed to the non-deterministic behaviour of CASA and perhaps more executions of CASA can change the choice selections.

This case study shows some interesting results. The highest mutation score for Each Choice is for (-C, +S, +E): i.e., error and single annotations are used but constraints among choices are ignored. For Pairwise the highest mutation score is when constraints among choices are ignored and only error annotations are used (83% for –C, -S, +E) which is greater than when all types of constraints are used (75% for +C, +S, +E). The reason is that constraints among choices prevent some choice combinations from occurring in the test frames and these choice combinations, if present in test frames, would perform additional robustness testing than error choices, leading to more coverage and mutation score: an error choice leads to robustness testing involving a single choice, whereas some robustness testing would need to combine several choices. For instance, in (-C, -S, +E) there are test inputs for Feb and day greater than 31 and Sept and day 31
which resulted in killing those mutants; this would not happen with (+C, -S, +E) because constraints are employed to ensure such invalid combinations do not take place which is an outcome of the current definition of Category Partition, which is mainly based on the functionality of the system under test. The definition and implementation of the Category Partition technique can be extended to provide support for robustness.

We also observed that the mutation score of (-C, -S, +E) is greater than that of (-C, +S, +E) in case of Pairwise because of a specific single choice. The choice which is annotated as single is a Day in range 1..27, because we anticipated that it will trigger the same kind of behaviour, irrespective of the month (the next date has the same month as the input date). However there is code in the program which checks the combination of this choice with 30 days month, 31 days month and February. Annotating this choice as single resulted in testing of only one of these three combinations thereby reducing code coverage and mutation score. This observation of ours is inline with the study by Pool et. al. in [14] where they discussed uniformity assumption which is violated in this particular case. In practice this may not however be much of an issue if the Marick’s principle [110] is followed whereby black-box tests are first created, for instance with CP, structural coverage of those tests is measured, and additional functional tests are created to increase structural coverage as need be.

7.3.2.3 Test Suite Cost

NextDate does not exhibit as complex constraints (0.84 constraint per choice) as Triangle which explains why Pairwise is not as expensive as Each Choice for NextDate than for Triangle. For experiments with +C, Each Choice results in an increased cost from seven for (+C, -S, -E) to eleven for (+C, +S, +E) while increasing code coverage
and mutation score. In case of Pairwise, cost is reduced to almost 50% when only constraints among the choices are considered (+C, -S, -E) compared to when all types of constraints are considered (+C, +S, +E). The effectiveness of the test suite also improved from 25.6% to 65%. In case of experiments without constraints we observed a similar behaviour for both selection criteria with almost the same results. In case of (+C, -S, +E) to (+C, +S, +E) where the mutation score and code coverage are exactly the same (e.g., mutation score of 75%), we observed that the introduction of single annotations has actually reduced cost (23 to 20) while keeping the number of useful test frames constant (i.e., 13).

7.3.3 Industrial case study CS_L1_A

Figure 7-5 and Figure 7-6 show the results for this case study. Because of the absence of error choices in the CP specification, we have four experiments for this case study. CASA and ACTS are used to obtain test suites and we measure code coverage and cost.

7.3.3.1 Structural coverage

In the absence of constraints (-C), adding single annotations leads to an increased coverage for Each Choice using CASA: The coverage improves from 88.8 % to 100%. ACTS results in 100% code coverage both in the presence and in absence of Single annotations (±S) and constraints among the choices (±C). For the Pairwise criterion, since the test suite has all possible pairs of choices, the structural coverage is always 100%.
7.3.3.2 Test suite cost

The introduction of single annotations in the presence and in absence of constraints results in the same cost for Each Choice for both tools. For Pairwise, Single annotations in the absence of constraints (-C) result in reduced cost for both CASA and ACTS, whereas, in the presence of constraints (+C), Single annotations result in identical cost but never increased cost.

Introducing constraints among choices (+C) in the presence or in the absence of single annotations (±S) always results in increased cost for Each Choice for both tools.
This observation is similar to what we have observed in all the cases studies. In case of Pairwise, introducing constraints (+C) in the presence or absence of single annotations results in reduced cost: It reduces the cost by 38% for CASA and by 33% for ACTS. This is because the constraints in the case study are not as complex as in the Triangle case study. We also observed that (+C) leads to a greater reduction than (+S).

7.3.4 Industrial Case Study CS_L1_C

![Figure 7-7: Results for CS_L1_C Each Choice with CASA and ACTS](image)

<table>
<thead>
<tr>
<th></th>
<th>Pairwise (ACTS)</th>
<th>Pairwise (CASA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total frames</td>
<td>6</td>
<td>74</td>
</tr>
<tr>
<td>Stmt coverage</td>
<td>7</td>
<td>82</td>
</tr>
</tbody>
</table>

![Figure 7-8: Results for CS_L1_C Pairwise with CASA and ACTS](image)

<table>
<thead>
<tr>
<th></th>
<th>Pairwise (ACTS)</th>
<th>Pairwise (CASA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total frames</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>Stmt coverage</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

This indicates that the constraints (+C) have a significant impact on reducing the cost.
Figure 7-7 and Figure 7-8 show the results for this case study. Similarly to the previous case study, we only have four experiments and use both CASA and ACTS.

7.3.4.1 Structural Coverage

In the absence and presence of constraints, i.e., from (-C, -S, !E) to (-C, +S, !E) and from (+C, -S, !E) to (+C, +S, !E), adding single annotations always leads to better statement coverage, a result in agreement with academic case studies when single choices are annotated meticulously. We obtained this result both for CASA and ACTS and for both Each Choice and Pairwise, with one exception. We did a qualitative analysis of that test suite and concluded this was a coincidence resulting from a specific choice combination. In the absence of single annotations (-S), (+C) does not always lead to better coverage, a result also observed from academic case studies. But in the presence of single (+S), (+C) results in better code coverage (with one exception in case of CASA). Again, this result is very similar to that of academic case studies, when singles are annotated meticulously.

7.3.4.2 Test Suite Cost

Single annotations result in increased cost irrespective of the presence or absence of constraints in case of Each Choice. We observe this result in all experiments with academic case studies. In case of Pairwise, single annotations result in reduced cost. This observation is similar to what we made for NextDate where the number of choices per categories is larger as compared to Triangle, where we do not obtain similar results (for further explanation see section 7.4.2). We also observe that adding constraints (+C) leads to the same or an increased cost but never reduces cost, both in the presence or absence of
single annotations. We have a similar result from Triangle because the constraints among choices in Triangle are complex like this case study and unlike NextDate (section 5.1.1) which has comparatively relaxed constraints. Our observation is also in agreement with the observation by Cohen et. al. [15] where generation of covering arrays in the presence of constraints leads to a larger test suite as compared to the examples where constraints are ignored. Similar to us, they observe this behaviour using more than one covering array generation algorithm.

### 7.3.5 Industrial Case Study CS_L2_A

Figure 7-9 shows the results of this case study. This is the most complex of all the industrial case studies, having up to 6-tuple constraints. The CP specifications for this cases study does not contain choices annotated as single, therefore we have only two experiments per selection criteria. For this case study, we used three test generation tools: CASA, ACTS and PICT.

![Figure 7-9: Cost for CS_L2_A for Each choice, Pairwise using CASA, ACTS and PICT](image)

<table>
<thead>
<tr>
<th></th>
<th>EC (C, -S, 1E)</th>
<th>EC (+C, -S, 1E)</th>
<th>PW (C, -S, 1E)</th>
<th>PW (+C, -S, 1E)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total frames (CASA)</strong></td>
<td>8</td>
<td>8</td>
<td>48</td>
<td>50</td>
</tr>
<tr>
<td><strong>Total frames (ACTS)</strong></td>
<td>8</td>
<td>8</td>
<td>50</td>
<td>56</td>
</tr>
<tr>
<td><strong>Total frames (PICT)</strong></td>
<td>8</td>
<td>9</td>
<td>48</td>
<td>54</td>
</tr>
</tbody>
</table>
7.3.5.1 **Structural coverage**

The implementation of CP resulted in 100% coverage both in the presence and in the absence of constraints, using all three tools and both selection criteria.

7.3.5.2 **Test suite cost**

The size of the CP specification for this case study is large (11 parameters, 15 categories and 46 choices) and the choices are highly constrained. Having said that, the generation of test frames, in the presence of constraints leads to an increased cost. In case of Each Choice, using CASA and ACTS results in the same cost both in the presence and in the absence of constraints where PICT increased the cost by one test frame. Pairwise on the other hand results in an increased cost because of the introduction of constraints (+C), for all three tools. The time taken by these tools for the generation of test frames also varied the details of which are discussed in section 6.3.

As far as tools for the generation of test frames are concerned, we observe that CASA is the cheapest of all the three tools in terms of the size of the generated test suite which is mainly evident in case of Pairwise criterion and in the presence of constraints. Between the other two tools that are based on greedy algorithm, ACTS is costlier than PICT for Pairwise criterion.

7.4 **Discussion on research questions**

In this section, coalescing results from the previous sections, we answer the research questions. In order to derive the results we compare experiments where a specific constraint type is not present to where it is present, keeping the other two constraint types unchanged, e.g., in order to see the impact of error annotations we compare (-C, -S, -E)
with (-C, -S, +E) and (+C, +S, -E) with (+C, +S, +E). Figure 7-10, Figure 7-11, Figure 7-12 and Figure 7-13 show the impact of various kinds of constraints on mutation score. We observe similar trends for code coverage (Figure 7-1, Figure 7-2, Figure 7-3, Figure 7-4) and we therefore do not show coverage in Figure 7-10, Figure 7-11, Figure 7-12 and Figure 7-13.

7.4.1 RQ1. What is the impact of annotating choices as Error in the CP specification?

Figure 7-10 shows the impact of error annotations on mutation score for both academic case studies and selection criteria. We are comparing the impact when no other constraint is present and when all other constraints are present in all the four samples (Triangle EC, Triangle PW, NextDate EC, NextDate PW). We observe that when no other constraint is present, having Error annotations (i.e., from –E to +E) improves code coverage (Figure 7-1, Figure 7-2, Figure 7-3, Figure 7-4) and mutation score (Figure 7-10). When all constraints are present, having Error annotations further improves
mutation score with the exception of the NextDate Pairwise scenario where including constraints led to reduced robustness testing; as a result the mutants created for the related error handling code were not killed (for details check section 7.3.2.2). Further, if the tester decides to completely ignore error choices from the CP specifications (!E), i.e., decides to exclude test cases for the out-of-bound values, this improves coverage and hence mutation score as compared to when error annotation are not used (-E) but results are still a bit lower than when error annotations are used (+E).

We have interesting conclusions about the impact of Error annotations on the cost of the test suite. We comprehended that the cost of the test suite depends on two factors: Combination Strength and Number of Choices per Category. When Error annotations are introduced with lower combination strength, i.e., t=1, we observe an increase in the cost of the test suite. This is mainly credited to the fact that Each Choice (t=1) is a relatively inexpensive selection criterion and a relatively smaller sized test suite can easily be Each Choice adequate. In the presence of constraints, i.e., +C and +E, more test frames are required in order to honor these constraints and to obtain an adequate test suite. In case of higher strength combinations, the cost of the test suite depends on an additional factor, i.e., the number of choices per category because the more the number of choices per category the more opportunities for choice combinations.

We will illustrate this with the help of a synthetic example (Table 7-IV): Consider a CP specification A with three categories and 12 choices where each category has four choices. If we generate test frames for this specification using ACTS, we will have four test frames for the Each Choice criterion and 16 test frames for the Pairwise criterion. Now consider a CP specification B that has six categories and 12 choices with two
choices per category. The number of test frames generated for this specification is two using the Each Choice criterion and nine using the Pairwise criterion. This illustrates that we get a bigger test suite if there are larger number of choices per category. We have similar observation from our experiments. We observed that when the number of choices per category is small (e.g., Triangle case study), a small number of test frames can create an adequate test suite. However, when Error annotations are introduced, we need more test frames to account for missing combinations for the Each Choice criterion. Even for the Pairwise criterion, when the number of choices per category is small, annotating choices as Error leads to more test frames. On the other hand, for case studies with a large number of choices per category, e.g., NextDate, we observe a comparatively larger number of test frames using the Pairwise selection criterion, and introducing Error annotations does not increase the cost as there are already many test frames to adjust for the missing combinations. We observed this for experiments with constraints and without constraints for both the academic case studies. We didn’t report this behaviour for industrial case studies since there are no error choices in their CP specifications.

Table 7-IV: Example CP specifications

<table>
<thead>
<tr>
<th></th>
<th>Specification A</th>
<th>Specification B</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of Categories</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>Choices per category</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Total Choices</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>No. of test frames using EC criterion (t=1)</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>No. of test frames using Pairwise criterion (t=2)</td>
<td>16</td>
<td>9</td>
</tr>
</tbody>
</table>
7.4.2 RQ2. What is the impact of annotating choices as Single in the CP specification?

Figure 7-11 shows the impact of Single annotations on mutation score for all four samples of Triangle and NextDate using the Each Choice and Pairwise selection criteria in the presence and absence of other constraints. We observe that Single annotations in the absence of all other kinds of constraints (−C, −E) are not very effective since the could-be error choices and constraints among the choices are not identified; we obtain

![Figure 7-11: Impact of Single annotation on the mutation score](image)

![Figure 7-12: Impact of single annotations on mutation score (!E)](image)
invalid test frames. However, in the presence of all other kinds of constraints single annotations have a positive or a neutral effect.

Interestingly, we also observe that when error choices are completely ignored (!E) (Figure 7.12), using single annotations in accordance to their purpose (i.e., using them for functionalities which do not need to be tested several times), results in improved mutation score, improved code coverage in lesser or equal cost with higher test suite effectiveness with an exception for the NextDate Pairwise sample (see section 7.3.2.2 for an explanation). We make the same conclusion with CS_L1_A and CD_L1_C, i.e., in the absence of error choices (!E), Single annotations always lead to better coverage with increased or equal cost for Each Choice and reduced cost for Pairwise.

Similar to Error annotations, we observe that the cost of the test suite using Single annotations also depends on two aspects: Combination Strength and Number of Choices per Category. For the smaller combination strength, i.e., $t = 1$ (Each Choice criterion), Single annotation results in an increased or same cost since there are smaller number of test frames in a test suite and in order to achieve an adequate test suite more frames needs to be added. Using the Pairwise ($t=2$) selection criterion for a CP specification when Single annotations are used results in a reduced cost compared to when single annotations are not used. This is where the second factor, the number of choices per category, comes into effect. We observed that when the number of choices per category is small (e.g., Triangle case study), even the Pairwise selection criterion results in increasing the cost, as more combinations are required to form an adequate test suite. In the Triangle case study, there are two choices per category; therefore using
Single annotations with Pairwise is costlier than the other three case studies where the categories have more than two choices.

### 7.4.2.1 Impact of Single annotations on the quality of a test suite

In this section, we discuss how Single annotations help to improve the quality of a test suite as compared to when single annotations are not used. The purpose of Single annotations is to limit the occurrence of a single-annotated-choice to one in a test suite. If the single annotated choice is not constrained with any other choice, any combination of this choice with choices of other categories can form a test frame. In case the single choice is constrained, the combination should satisfy the constraints. It is however very important that this selection of Single annotations should be done meticulously and the choice chosen as single is true to its purpose. This section illustrates how such an annotation can help improve the quality of the test suite by limiting the single choice occurrence to one and increasing the occurrence of other choices. We illustrate this phenomenon at the level of test frames using an example synthetic CP specification.

Consider a CP specification with three categories A, B and C, where A has three choices (a1, a2, a3) and B and C have two choices each (b1, b2) and (c1, c2) as shown in Table 7-V.

We use the Pairwise and Three-way selection criteria to create sample test frames using ACTS (Table 7-VI and Table 7-VII). We used ACTS because of its deterministic behavior.

Table 7-VI (a) shows six test frames obtained using the Pairwise criterion without annotating the choices as Single. In the second Table 7-VI (b), we annotated choice b2 as single. With this annotation, we are discouraging the combination of b2 with every other
choice, which in turn forces the combinations of b1 (the only other choice in category B) with choices of other categories to form an adequate test suite. A (+S) test suite in Table 7-VI (b), has more occurrences of b1 as compared to a (−S) test suite in Table 7-VI (a). This creates many choice combinations in (+S) which were otherwise not possible in (−S).

For example, (a2, b1, c2) is present in (+S) only because b2 has been replaced by b1 (marked as @ in Table 7-VI). Similarly, (a3, b1, c2) is obtained from (a3, b2, c2) because of the Single annotation (marked as # in Table 7-VI) and so is (a1, b1, c1) which is marked as * in Table 7-VI. The Single annotation of b2 has added three test frames (frames 1, 4, 6) to the test suite in Table 7-VI (b) which were otherwise not present in Table 7-VI (a). This process results in more test frames with b1, which is a consequence of reducing the occurrence of test frames containing b2 to one.

<table>
<thead>
<tr>
<th>Table 7-V: Example CP specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Category A</td>
</tr>
<tr>
<td>a1</td>
</tr>
<tr>
<td>a2</td>
</tr>
<tr>
<td>a3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 7-VI: (a) Pairwise without single annotations</th>
<th>Table 7-VI: (b) Pairwise with single annotations</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pairwise (−S)</strong></td>
<td><strong>Pairwise (+S [b2])</strong></td>
</tr>
<tr>
<td>1 a1 b1 c2</td>
<td>1 a1 b1 c1 *</td>
</tr>
<tr>
<td>2 a1 b2 c1</td>
<td>2 a1 b1 c2</td>
</tr>
<tr>
<td>3 a2 b1 c1</td>
<td>3 a2 b1 c1</td>
</tr>
<tr>
<td>4 a2 b2 c2 @</td>
<td>4 a2 b1 c2 @</td>
</tr>
<tr>
<td>5 a3 b1 c1</td>
<td>5 a3 b1 c1</td>
</tr>
<tr>
<td>6 a3 b2 c2 #</td>
<td>6 a3 b1 c2 #</td>
</tr>
<tr>
<td></td>
<td>7 a1 b2 c1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 7-VII: (a) Three way without single annotations</th>
<th>Table 7-VII: (b) Three way with single annotations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Three way (−S)</td>
<td>Three way (+S [b2])</td>
</tr>
<tr>
<td>1 a1 b1 c1</td>
<td>1 a1 b1 c1</td>
</tr>
<tr>
<td>2 a1 b1 c2</td>
<td>2 a1 b1 c2</td>
</tr>
<tr>
<td>3 a1 b2 c1</td>
<td>3 a2 b1 c1</td>
</tr>
<tr>
<td>4 a1 b2 c2</td>
<td>4 a2 b1 c2</td>
</tr>
<tr>
<td>5 a2 b1 c1</td>
<td>5 a3 b1 c1</td>
</tr>
<tr>
<td>6 a2 b1 c2</td>
<td>6 a3 b1 c2</td>
</tr>
<tr>
<td>7 a2 b2 c1</td>
<td>7 a2 b2 c1</td>
</tr>
<tr>
<td>8 a2 b2 c2</td>
<td>8 a2 b2 c2</td>
</tr>
<tr>
<td>9 a3 b1 c1</td>
<td>9 a3 b1 c1</td>
</tr>
<tr>
<td>10 a3 b1 c2</td>
<td>10 a3 b1 c2</td>
</tr>
<tr>
<td>11 a3 b2 c1</td>
<td>11 a3 b2 c1</td>
</tr>
<tr>
<td>12 a3 b2 c2</td>
<td>12 a3 b2 c2</td>
</tr>
</tbody>
</table>

It can be argued that an increased number of occurrences of b1 further results in reducing the number of occurrences of b2 which can consequently lead to the reduced coverage for the code that realizes b2. A counter argument is based entirely on the logic of the Single annotation and the assumption of uniformity [14]. A uniformity assumption
ensures that this single annotation will always process the choice uniformly and will have the same impact on the quality of the test suite. The reason of b2’s selection as single is based on the fact that more than one occurrence of b2, in a test suite, will result in re-testing of the same functionality and consequently revisiting of the same code: it is not deemed that the additional combinations would bring additional benefits. Therefore, there are fewer chances that the reduced occurrence of b2 would deteriorate the quality of the test suite. On the other hand, it is beneficial to combine b1 with other choices (a reason it is not selected as single) and such a test suite can lead to improved coverage. Further, if there is a concern about which combination with b2 will result in an effective coverage, a constraint among the choices along with error annotation can help to figure that out. All our case studies support this argument. For example, in the Triangle case study we have seen test suite with (+C, +S, +E) performing better than (+C, -S, +E) where the single annotated choices are also constrained.

In Table 7-VI, we also observe that the single annotation results in an increased cost. From our experimental evaluations, we observe that the cost increases if the number of choices per category is small or if the combination strength is small. In case the number of choices per category is large and the strength of the combination is also larger than one, i.e., at least Pairwise, the introduction of single annotations (+S) results in reduced cost: e.g., the industrial case studies and the NextDate case study have larger numbers of choices per category as compared to Triangle and so they have resulted in reduced cost with single annotations. On the other hand, in all our experiments, Single annotations with the Each Choice criterion have resulted in a greater or similar cost.
We further observe that the annotation of choices as Single is only advantageous if the combinatorial strength is less than $N$ where $N$ is the total number of categories in the CP specification. In case the strength of combination is $N$ (i.e., All Combinations), the test suite obtained for the CP specification that has Single annotations does not show any new/different test frames from the test suite obtained from the CP specification in which Single annotations are not used. For example, in Table 7-VII for the Three-way criterion, since the total number of categories is three making the selection criterion All combination, the –S test suite (Table 7-VII (a)) will have all possible combinations. When we annotate $b_2$ as Single and generate test frames using the All Combination (Three-way) criterion we observe that no new test frame is obtained because all the test frames from the +S suite (Table 7-VII (b)) are already present in the –S test suite (Table 7-VII (a)). Therefore, a Single annotation in this case does not introduce any new test frame but certainly results in reducing the cost of the test suite. In this example, we observe a cost reduction of 41.6%.

Similar to the example CP specification discussed above, single annotations also had an impact on our case studies. We observed similar behavior with the Triangle, the NextDate and the industrial case studies. In the Triangle case study while generating test frames for the Pairwise criterion using CASA (and Melba) we observed that annotating choices as single results in reducing the occurrence of single annotated choices and at the same time this increases the combination of other non-single choices resulting in better code coverage and mutation score. In the Triangle case study, choices that check the inequality of the triangle are annotated as single (e.g., $a>b+c$). It is therefore sufficient to have one test frame with such a choice. When choices are not annotated as single (+C, -S,
+E), this results in more occurrences of test frames for checking the inequality of the sides of the triangle, resulting in more test cases with invalid sides, e.g., test inputs (15, 4, 4) and (16, 5, 6). On the other hand, when choices are marked as single (+C, +S, +E) there would be only one occurrence of test frame to check the triangle inequality. Any additional test frame would correspond to a valid triangle. For example, instead of test input (16, 5, 6) in the (-S) test suite, a test input (7, 5, 6) will be added in the (+S) test suite, which will be a test for a valid scalene triangle rather than an invalid triangle. This would consequently lead to a better test suite quality. We also observed this behaviour for industrial case study CS_L1_C: a single annotation in its CP specification and generation of test frames for the Pairwise criterion using both CASA and ACTS. With these single annotations, we clearly observed better code coverage and a reduced cost.

We can summarize our findings as follows:

- The introduction of single annotations improves code coverage and mutation score and therefore the quality of the test suite because of the increased combinations among non-single annotated choices.
- Single annotations always result in increasing the cost for criteria with a low combination strength (t=1, Each Choice).
- For other combination strength (t>1), if there are few choices per category, using single annotations results in increasing the cost e.g., triangle case study. However, for large numbers of choices per category, single annotations reduce cost e.g., CS_L1_C.
- If the strength of combination is equal to the number of categories in the CP specification, then single annotations would only result in reducing the cost of the
test suite (number of test frames) and would not introduce any additional/new test frame.

7.4.3 RQ3. What is the impact of constraining choices in a CP specification to prevent invalid combinations?

Figure 7-13 shows the impact of introducing constraints among choices on mutation score when error and single annotations are not used and when they are. We observe that introducing constraints among choices in the absence of all other annotations improves mutation score for Each Choice but not much for Pairwise. In the case of Pairwise we observe that introducing constraints among choices, i.e., from (-C, -S, -E) to (+C, -S, -E), leads to more occurrences of could-be error and single choices in order to satisfy all the pairs. More occurrences of these choices, particularly error choices, leads to more infeasible combinations hence leading to a drop in quality of test frames. Instead, in case of (+S, +E) there is one occurrence of such error choices hence quality is maintained. Therefore, in the absence of all other annotations, adding constraints among choices does not significantly affect mutation score. We observed with CS_L1_C that using constraints in the presence of Single annotations is more effective than their absence: an observation inline with our academic case studies. We see CASA (Each Choice) in Figure 7-7 performing abruptly whereas ACTS followed the pattern. This can also be due to CASA’s non-deterministic behaviour and subsequent executions of CASA can lead to an outcome similar to ACTS. We also observe that for case studies with complex constraints (Triangle, CS_L1_C and CS_L2_A), constraints among choices (+C) result in an increased cost specifically for the Pairwise criterion.
We have some interesting observations for the cost of the test suite in the presence and absence of constraints. We observe that the presence of constraints among choices does not always result in reducing the cost of the test suite rather the cost depends on three factors: **combination strength**, **number of choices per category** and **complexity of constraints in the CP specification**. Similar to the discussions for Error and Single annotations (sections 7.4.1 and 7.4.2), the presence of constraints among choices (+C) in the presence or absence of other constraints (±S, ±E) results in an increased or the same cost for a low combination strength, i.e., Each Choice. For the higher combination strength, i.e., Pairwise criterion, we observe that the cost of the test suite further depends on the **number of choices per category** and the **complexity of constraints** in the CP specification. Recall sections 5.3.1, 5.3.2 and 5.3.3, where we measure the complexity of the CP specification and the constraints employed therein. Based on our experiments we observe that for a CP specification that has complex constraints among choices and few choices per category, criteria result in a costlier test suite. Precisely, we observe that, if there is more than one choice involved in four or more constraints and there is more than one n-tuple constraint (where \( n \geq 3 \)), then there are chances that the number of test frames
generated in the presence of constraints will be larger than those generated in their absence. Using this proposition, we can conclude that the generation of test frames using the Pairwise criterion for five constrained CP specifications (Table 7-I) results in a reduced cost for NextDate and CS_L1_A and an increased cost for Triangle, CS_L1_C and CD_L2_A in the presence of constraints.

### 7.4.4 RQ4. What kind of constraint (Single, Error or constraint among choices) has greatest impact on test suite quality?

We conclude from the experiments and discussions that among all types of constraints, Error (E), Single (S) and Constraints among choices (C), for the systems with defensive programming, Error annotations (+E) are the most effective at improving test suite quality as compared to a CP specification which has only Single annotations (+S) or only constraints among the choice (+C). For instance, Error annotations solely improved the mutation score from 20 to 84 when no other constraints are present and from 12 to 84 when all other constraints are present for Triangle, using the Pairwise criterion. Talking of pairs, CP specifications containing Error and Single annotations together are more effective (i.e., fault detection, coverage) both in the presence and absence of other constraints (+C). These types of constraints help separate out error choices, which are later added to the test suite using the Single Error Coverage Criterion. Each Single choice is also added in one test suite, which is useful in reducing redundancy. Separating out Error and Single choices, with the help of annotations, leaves more opportunities for combining other choices, which therefore leads to better coverage and effectiveness at finding faults. We observed that moving from (-C, -S, -E) to (-C, +S, +E) improves mutation score from 5% to 76% for Triangle with Each Choice, 20% to 83% for Triangle
with Pairwise, 11% to 54% for NextDate with Each Choice and 61% to 80% for NextDate with Pairwise, making combination (-C, +S, +E) the most effective.

For a system which is built through contracts rather than defensive programming, e.g., our industrial case studies, we observe that if the CP specification has choices which can be annotated as single then such annotations in the presence or absence of constraints (± C) mostly lead to better coverage at a lower cost (for combination strength t>1). On the other hand the addition of constraints among choices in the absence of single annotation (-S), if they are otherwise a part of CP specification, (+C, -S), does not always lead to better coverage, but in the presence of single annotations (+C, +S) certainly improves coverage, although with an additional cost if the choices are highly constrained. Additionally, if there is no single annotation in the CP specification, then constraints among choices are the only option to improve the quality of the test suite and cost depends on the complexity of the constraints.

7.5 Conclusion

Since the technique of applying CP is based on the expertise of the test engineer, one might begin by identifying a lot of categories and choices which when combined to form test frames generate an innumerable number of test frames which can be infeasible if the choices are not competently constrained. The analysis of the quality of the test suite containing infeasible frames, in the present work, shows that they result in lower fault detection, lower code coverage and possibly larger cost. In order to combat this issue Ostrand and Balcer [4] suggest to introduce constraints among choices together with annotating some choices as single or error, since this will ensure that the test frames are
not redundantly testing the same combinations, which are perhaps infeasible, or testing the same functionality or code more than necessary.

The question “How much of these constraints (error, single and constraints among choices) are enough?” greatly remains unanswered in the literature. We tried to answer this question using our experimental evaluation. Further using these experiments, we have also tried to discover and analyze the factors that affect the cost of the test suite when single, error and constraints among the choices are introduced.

Cohen et. al. [15] mentioned that constraints can result in increasing the size of the test suite since more frames are required to accommodate the constraints and generate an adequate test suite. However, there is no mention of how much constraints or what complexity of constraints can affect the size of a test suite. We could not find any supporting literature to the best of our knowledge. Therefore in the present work, we have precisely tried to point out, with the help of experiments, the complexity of constraints

<table>
<thead>
<tr>
<th>Error annotations</th>
<th>Single annotations</th>
<th>Constraints among choices</th>
<th>Code coverage</th>
<th>Mutation score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error impact</td>
<td>-S</td>
<td>-C</td>
<td>↗</td>
<td>↗</td>
</tr>
<tr>
<td>Error Impact</td>
<td>+S</td>
<td>+C</td>
<td>↗</td>
<td>↗</td>
</tr>
<tr>
<td>-E</td>
<td>Single impact</td>
<td>-C</td>
<td>↗</td>
<td>↗</td>
</tr>
<tr>
<td>!E</td>
<td>Single impact</td>
<td>± C</td>
<td>↗</td>
<td>↗</td>
</tr>
<tr>
<td>+E</td>
<td>Single impact</td>
<td>+C</td>
<td>↗</td>
<td>↗</td>
</tr>
<tr>
<td>-E</td>
<td>-S</td>
<td>Constraint impact</td>
<td>↗</td>
<td>↗</td>
</tr>
<tr>
<td>!E</td>
<td>-S</td>
<td>Constraint impact</td>
<td>↗</td>
<td>↗</td>
</tr>
<tr>
<td>+E</td>
<td>+S</td>
<td>Constraint impact</td>
<td>↗</td>
<td>↗</td>
</tr>
<tr>
<td>!E</td>
<td>+S</td>
<td>Constraint impact</td>
<td>↗</td>
<td>↗</td>
</tr>
</tbody>
</table>
beyond which the cost of the test suite will increase. If the complexity of the constraints is lower than the specified level then the introduction of constraints would lead to a reduction in the size of the test suite. Such a study can help a test engineer evaluate the impact of constraints on the cost of the test suite when a selection criterion is used.

The basis of our evaluation is three industrial and two academic case studies, two selection criteria, two/three technologies for the generation of test frames and twelve experiments. The results obtained from these experiments are mostly consistent and follow almost the same trends for all the case studies and both selection criteria (there are a few exceptions, which are mainly due to the selection of the single choices or the technique for test frame generation.). We compiled the results of the impact of error, single and constraints among choices on the code coverage and mutation score in Table 7-VIII taking into consideration the general trends. Column 1, 2 or 3 in Table 7-VIII shows the impact of a specific constraint when the remaining two constraints are kept constant. The last two columns show the impact of constraint on code coverage and mutation score. An upward arrow (↑) depicts a rise in mutation score and code coverage whereas both upward and downward arrows (↑↓) show mixed results which do not allow us to reach any conclusion. The combination of an upwards and an equal arrow (↑⇔) symbolises a rise or an identical code coverage and mutation score.

We make our conclusions as follows:

- For defensive programming code, if one constraint is to be used, the most effective one is Error annotations because this results in separating out the error (out of bound) choices resulting in a greater chance of having feasible test frames (rows 1, 2 in Table 7-VIII)
• For code with no defensive programming, Single annotations perform well or equal regardless of the presence of constraints among choices, provided single annotations are selected wisely (rows 4 in Table 7-VIII).

• In the presence of could-be error choices that are not annotated as such, single annotations are not as effective because this results in constraining the ‘single choice contained’ test frame to one occurrence hence increasing the chance of occurrence of could-be error choice in test frames (rows 3 in Table 7-VIII). However if single annotations are used along with error ones and constraints among choices, the results are better than with only error annotations (rows 5 in Table 7-VIII).

• For defensive programming code, if two types (out of three) of constraints are to be used in a CP specification, Error and Single annotations used together is the most effective selection. The quality of the generated test suite with only Error annotations (-S, +E) is improved with both Error and Single annotation (+S, +E). Needless to say that the single choices should be selected wisely and their selection should be in accordance to their purpose, i.e., it should correspond to a functionality that is required to be tested just once; otherwise, this can result in reducing the quality of the test suite.

• The number of test cases contributing to test suite effectiveness, i.e., the number of frames contributing to the killing of mutants, increases as more constraints are introduced hence reducing the number of useless test frames.
• Specifying complex constraints and a large number of Single or Error choices can result in improving the quality of test suites (rows 8, 9 in Table 7-VIII) and in an increase in the number of test frames (cost).

• The annotation of choices as Single or Error results in increasing the cost when using the Each Choice criterion.

• If the criterion used for the generation of test frames is Pairwise then test frames generated using Single and Error annotations would result in an increased cost if there are few choices per category. If there is a large number of choices per category then Single and Error annotations will reduce the cost.

• In the presence of constraints among choices, the cost increases for Each Choice whereas for the Pairwise criterion the cost of the test suite depends on two more factors: the complexity of constraints in the CP specification and the number of choices per category. If there is more than one choice involved in four or more constraints and there is more than one n-tuple constraint, where \( n \geq 3 \), then there are chances that the number of test frames generated in the presence of constraints will be larger than those generated in their absence. Further, if the number of choices per category is small, cost is high. If both the factors are positive, i.e., complex constraints and smaller choices per category, the cost for the Pairwise criterion in the presence of constraints is more than in their absence. If either of the factors is negative, the results can vary. This study can help a tester decide the tradeoff between the complexity of constraint and the size of the test suite.

• We also observe that the current definition of CP is not adequate to provide extended support for robustness. A Category Partition specification is mainly
based on the functionality of the system under test where limited number of Error choices can be introduced for out of bound testing. In order to provide extended support for robustness, the Category Partition technique can be extended by introducing specifications (categories and choices) based on robustness testing of the system similar to the current definition where specifications are based on functionality. The extent of robustness testing of the system will undoubtedly depend on the criticality of the system and the expertise of the tester.

- We used three combinational testing tools for the generation of test frames. We conclude that CASA, which is based on a metaheuristic technique, generates the same or a smaller number of test frames than ACTS and PICT, which are based on a greedy algorithm. Additionally, the time taken by CASA to generate test frames is greater than the time taken by ACTS or PICT, which is not surprising, though execution times are not detrimental to the use of the tools. This was evident during the generation of test frames for the industrial case study.

- While comparing the quality of the test suites when all kinds of constraints are satisfied, to the test suites when only Single and/or Error annotations are used, we conclude that the results do not have major differences. The mutation score, code coverage, test suite cost and number of effective test cases in both cases differ by only up to ±13% approximately.

To conclude, briefly, for software with or without good error handling code, specifying all kinds of constraints, i.e., Single, Error (for error handling code) and Constraints among choices, certainly results in better quality (better fault detection, code coverage and reduced test suite cost) than without using these constraints at all. However,
if a test engineer has limited resources and the functionality of the system allows her to annotate Single and Error choices, meticulously, she is likely to obtain an equally effective test suite with not more than approximately 13% reduction in quality.
Chapter 8—An Extension of Category Partition Testing for Highly Constrained Systems

Generating test frames with the Each Choice and Pairwise criteria is akin to 1-way and 2-way combinatorial testing [11]. Constraints ensure that only valid combinations of inputs are given to the system under test. A lot of literature is available on constraint handling in combinatorial testing [15, 20, 41, 53, 54], as a result, a number of tools and algorithms are available for supporting constraints during test frame generation [16]. Grindal et. al. [55] also proposed some constraint handling mechanism used with the t-way coverage criterion but there is no mention of constraint handling for the Base Choice criterion.

Grindal [13] mentioned that Base Choice has been found to detect different types of faults as compared to Pairwise. This is essentially because of domain knowledge that leads to the identification of base choices. Grindal also mentioned that Base Choice performed better when there were limited number of candidates for a base choice in a category. Although Base Choice looks promising, there is a lack of literature on how to handle complex constraints, Ammann and Offutt being the exception.

Ammann and Offutt [1, 6] proposed a method for handling infeasible combinations during the generation of test frames using Base Choice. If an infeasible combination is found in a base choice test frame then they suggest to change a conflicting choice with some other choice of the category so that the test frame becomes a feasible combination. They illustrate their idea on a simple example containing two conflicting choices. We find their procedure is not precise enough and there is no guarantee it would work on
more complex constraints (we will actually show using examples that this statement is true). This motivated us to improve the definition of the Base Choice criterion, which resulted in two different flavours of the criterion.

To summarize, there is no published work, to the best of our knowledge, that can help someone deal with constraints on choices in a systematic way when producing a Base Choice adequate test suite in the context of Category Partition.

Contrary to the Each Choice and Pair-Wise criteria, which, similarly to many other selection criteria (e.g., structural ones), have a descriptive definition, the Base Choice criterion has a prescriptive definition [1]. Indeed, the former tell us which test objectives to achieve without telling us how to do that whereas the latter tells us how to proceed to obtain a set of adequate test frames. Specifically [1], given the specification of a base choice for each category, the Base Choice criterion proceeds as follows. A first test frame, which we refer to as a base test frame, is obtained by selecting base choices for all the categories. Given base choices indicate the most likely situations (for categories) that would be exercised during a typical execution of the system under test, this first test case is somewhat a quintessential test case. This base test frame is therefore assumed to be feasible, i.e., it is possible to find input values to concretize it. The subsequent test frames are obtained by changing one base choice to a non-base choice per test frame at a time until all the non-base choices are used at least once in test frames. The changes from a base choice to a non-base choice is always made in the base test frame ensuring that the new test frame is as close as possible to the base choices. We note that, the intent is therefore to ensure that the Base Choice criterion subsumes the Each Choice criterion, i.e., any Base Choice adequate test suite is also Each Choice adequate. Those additional
test frames are therefore slight changes from the initial one. Further, the original
definition of the criterion allows slight deviations to the requirement that only one base
choice be changed into a non-base choice for that category when creating test frames
from the base test frame: if two choices in a test frame are constrained, subsequent test
frames can be obtained by moving away from the base choices for more than one
category in a test frame, while accommodating constraints. We note that when there are
constraints on choices, the Base Choice criterion does not necessarily ensure that each
choice is exercised in the set of test frames which is somewhat counter-intuitive [11].

This Chapter presents two criteria, inspired by Base Choice, to solve these issues.
Given the prescriptive nature of the Base Choice criterion definition, it is not surprising
that our two extensions of the criterion are also prescriptive. Before implementing the
criteria the constraints on each choice are converted to CNF, i.e., conjunction of
disjunctions as discussed in section 4.3.5. For example, the constraint \(!!(p22 && p51) &&
!(p21 && p52)\) on a specific choice will be changed to \(((!p22 \lor !p51) \land (!p21 \lor !p52))\]
which is a logically equivalent conjunction of disjunctions.

We next discuss these two new criteria (sections 8.1 and 8.2) and then illustrate them
on an example (section 8.3). We conclude this Chapter in section 8.4.

8.1 Constrained Base Choice (CBC)

Similarly to the Base Choice (BC) criterion, the Constrained Base Choice (CBC)
criterion starts with the creation of the first test frame that combines all the base choices
(step 1 in Figure 8-1): the base test frame. It is worth noting that BC, and therefore CBC
thereby assume that such an initial test frame is feasible, i.e., one can find test inputs that
satisfy that test case specification. Although nothing can be found about this assumption
<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1</td>
<td>Make the first test frame with all the base choices ensuring the constraints are satisfied.</td>
</tr>
<tr>
<td>Step 2</td>
<td>To obtain the next test frame change one (base) choice of a category to a non-base choice while keeping all the other (base) choices unchanged.</td>
</tr>
<tr>
<td>Step 3</td>
<td>Check the feasibility of the newly created test frame, i.e., the combination of newly selected non-base choice with the other base choices and their associated constraints.</td>
</tr>
<tr>
<td>Step 4</td>
<td>If the test frame is feasible, move to step 6.</td>
</tr>
<tr>
<td>Step 5</td>
<td>If this test frame is infeasible, i.e., the constraints of its choices conflict with each other, minimally change the other base choices to accommodate the new non-base choice by repeatedly applying the following steps until there is no conflicting choices:</td>
</tr>
<tr>
<td>Step 5.i</td>
<td>If a constraint leading to infeasibility contains an OR (disjunct) between choices, satisfy any one clause in the disjunction by changing one base choice in the clause into a non-base choice that resolves the conflict. Select that clause that results in minimum changes.</td>
</tr>
<tr>
<td>Step 5.ii</td>
<td>If a constraint leading to infeasibility contains an AND (conjunct) between choices, satisfy all the clauses involved in the conjunction by changing as few base choices as possible into non-base choices such that the conflict disappears.</td>
</tr>
<tr>
<td>Step 5.iii</td>
<td>If a constraint leading to infeasibility contains conjunctions of disjunctions (CNF) between choices, proceed as in step 5.i for clauses involved in disjunction and step 5.ii for clauses involved in conjunction.</td>
</tr>
<tr>
<td>Step 6</td>
<td>Follow steps 2-5 repeatedly until all the non-base choices have been involved at least once in the set of test frames.</td>
</tr>
<tr>
<td>Step 7</td>
<td>This procedure may create duplicate test frames, which needs to be removed from the set of test frames.</td>
</tr>
</tbody>
</table>

Figure 8-1: Constrained Base Choice (CBC) adequate test suite construction procedure

in literature, we believe it is a reasonable one since base choices are set to represent the value of a category that would most likely occur when the program executes. This is an assumption that we have confirmed with academic examples we have found in the literature as well as in case studies provided by our industry partner.
The procedure to create a CBC adequate test suite is iterative (steps 2 to 6 in Figure 8-1) and, if no conflicting choice combination is encountered (this is checked at step 3), then the result is identical to the original BC criterion. In case conflicting choices in a test frame are detected (step 5), then such conflicts are solved in an iterative manner: steps 5.i, 5.ii and 5.iii. Since the newly created test frame (step 2), with conflicting choices as identified in step 5, has been created by changing one base choice into a non-base choice from the feasible base test frame, unfeasibility is necessarily due to the constraint on this non-base choice or a constraint on a base choice. Regardless, such a constraint, which leads to unfeasibility, involves that non-base choice as well as at least one base choice; and there might be more than one such constraint, in which case more than one change may be required, thus the possible repeated modifications on step 5 (i.e., its sub-steps).

Satisfying CBC proceeds differently on step 5 depending on whether this constraint is a disjunction (step 5.i), a conjunction (step 5.ii) or a conjunction of disjunctions (step 5.iii) of choices. Since the new test frame contains a non-base choice (step 2), since the base test frame contains all the base choices, since we want CBC to subsume BC, we need to involve more non-base choices. Sub-steps of step 5 therefore change at least one (additional) base choice into a non-base choice of the same category. When there is a disjunction, we only need to make a change in a choice involved in one clause whereas when there is a conjunction we need to change a choice involved in each clause. If the constraint involves a conjunction of disjunctions (CNF) we have to ensure that any one of the choices involved in the disjunction is changed whereas all the choices involved in the conjunction are changed. Regardless, the procedure is to make wise decisions so that as few changes as possible are performed to make the test frame feasible; this typically
requires looking ahead to evaluate the impact of changes (base choices into non-base choices) to adjust decisions and ensuring that there are a minimum deviations from the base choices.

Because the procedure looks at one test frame at a time, trying to solve conflicting choice constraints, and those constraints do not change (they come from the CP specification), changes applied to make different test frames feasible may involve changes to the same choices, which will result in duplicate test frames. Duplicate test frames are removed in step 7. Note that removing duplicates can also happen during the procedure: a new test frame is added to the list of already created test frames unless it is a duplicate of a test frame already in the list of created ones.

This procedure is iterative and the question of its termination arises. In case the loop on steps 2-7 does not terminate, this means that there exist a choice in the CP specification that cannot be combined in any way in a feasible test frame with other choices. This denotes a problem (a fault) in the CP specification. For example, consider the base test frame 14, 23, 34, 41, 103, 152 (Table 8-IV). The first change from ch_152 to ch_151 will need to satisfy constraint (p31 ||p32 ||p33) on ch_151 (Table 8-I). Assume that ch_31, ch_32 and ch_33 further have a constraint (!ch_151). This would be an issue with the CP specification and the test engineer would need to reconsider the constraints. Such situations can easily be detected with the help of SAT solvers. Literature [126] shows that SAT solvers like zChaff [127] can be used to check the feasibility and such solvers work on the CNF format, similar to the format that our algorithm supports.

By construction, CBC subsumes BC and subsumes Each Choice.
8.2 Extended Constrained Base Choice (ECBC)

The procedure to obtain an Extended Constrained Base Choice (ECBC) adequate test suite begins with the construction of a first test frame consisting of all the base choices, similarly to BC and CBC: step 1 in Figure 8-2. One important difference with CBC, right from the construction of the first test frame but also in further steps (see below) is to recognize that in the event a constraint on a choice is a disjunction, several combinations of choices are worth considering, each one satisfying one clause of the disjunction. In such an event, CBC considers only one combination, i.e., one clause, whereas ECBC will consider them all.

Base choices may have constraints that are disjunctions. These disjunctions and corresponding choice combinations are not necessarily exercised in test frames produced by other steps of the ECBC procedure. To solve this issue, the ECBC procedure differs from CBC in step 2, where we select a base choice and consider its constraint. If there is no constraint or the constraint is a conjunction, then the procedure continues with step 3. The beginning is then identical to CBC. If the constraint is a disjunction, we change the base test frame by changing one or more other base choice than the one having a disjunctive constraint into non-base choices such that each disjunction is exercised once.

Similarly to BC and CBC, each base choice in the base test frame will be eventually considered thanks to the iteration over steps 2-6 (see step 7).

Thereafter, we proceed similarly to CBC, by changing the selected base choice (from step 2) to a non-base choice (step 3), checking the feasibility of the resulting test frame (step 4) and in case of an infeasible combination, further iterating over step 6 and its sub steps to produce a feasible test frame. Since ECBC is an extension to CBC, we resolve
constraints similarly to how we did in CBC but use all the possibilities offered by disjunctions rather than looking for a minimal change from the base choices as in CBC. Further, we also assume that the constraints are feasible and a SAT solver can ensure that, similar to an assumption we made in case of CBC.

We have various sub steps in step 6 in order to systematically cover all the possibilities in the disjunction. There can be situations where the constraints leading to infeasibility have choices tied together with the OR disjunct and those choices belong to the same category (step 6.i(a)), i.e., we keep on generating test frames by satisfying all clauses (choices) but one at a time and generating multiple test frames. This is easily achievable because a test frame can only have one choice per category. However, if the constraint has choices from different categories grouped together with a disjunction then we follow step 6.i(b). In this case, we begin by satisfying one clause in the disjunction, at a time (which is doable because of disjunction), and generate test cases by combining the newly changed clause with the other unchanged clauses (belonging to other categories) in the disjunction, until all the clauses in the disjunction are exhausted. This will result in multiple test frames. In case the constraint has a conjunction (step 6.ii) we will proceed similarly to CBC, changing all the clauses and satisfying the conjunction. We also consider the scenario where the constraint is complex and is a conjunction of disjunctions (step 6.iii) (recall that we convert the constraints to CNF format). When the choices involved in a disjunction belong to the same category, we proceed as in step 6.i(a) and simultaneously make combinations with the conjunct clauses, after changing the conjunctive clauses (step 6.ii). A test frame is generated after each change. Similarly, if the choices in a constraint belong to different categories, we proceed as in step 6.i(b) and
make their combinations with the conjunctive clauses after each change, thereby resulting in multiple test frames.

While considering each possibility offered by the disjunctions, we are also resolving the constraints introduced due to the new non-base choices or constraints they have with already existing base choices. In this process, we will move farther away from BC as compared to CBC and at the same time adding more test frames.

The process iterates over steps 2 to 6 (step 7) until all the non-base choices are involved in test frames at least once, followed by a duplicate removal step (step 8).

Similarly to CBC, the ECBC procedure terminates unless there is an issue in the CP specification. ECBC differs from CBC in how it handles disjunctions in constraints. By construction, ECBC subsumes CBC.

We perform the complexity (Big-O) analysis of the ECBC analysis for the worst-case scenario in Appendix E. We discuss the time complexity in the presence of both conjunctions and disjunctions in Appendix E.

<table>
<thead>
<tr>
<th>Step 1</th>
<th>Make the first test frame with all the base choices ensuring the constraints are satisfied.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 2</td>
<td>Select a base choice, which is a candidate for change to a non-base choice, in the base test frame produced in step 1. If the choice does not have a disjunctive constraint, then move to step 3. If the choice has a disjunctive constraint and the disjunction is between the choices of the same category then move to step 6.i(a). If the disjunction is between the choices of the different categories move to step 6.i(b). Satisfying each clause using these steps will result in a feasibility check of that clause and its associated constraints with all the other choices of the test frame. This would generate multiple test frames, one new test frame per change in the disjunction.</td>
</tr>
<tr>
<td>Step 3</td>
<td>To obtain the next test frame, change the base choice selected in step 2 to a non-base choice while keeping all the other (base) choices</td>
</tr>
</tbody>
</table>
Step 4  Check the feasibility of the newly created test frame, i.e., the combination of the newly selected non-base choice with the other base choices, and their associated constraints.

Step 5  If the test frame is feasible, move to step 7.

Step 6  If the test frame is infeasible, i.e., the constraints of its choices conflict with each other, change the other base choices to accommodate the new non-base choice by repeatedly applying the following steps until there is no conflicting choices. Satisfying each clause using these steps will result in a feasibility check of that clause (choice combination) and its associated constraints with all the other (base) choices of the test frame. This can result in changing one or more base choice into a non-base choice in an attempt to satisfy that clause and obtain a feasible test frame.

Step 6.i(a)  If a constraint leading to infeasibility contains an OR (disjunct) between choices belonging to the same category, consider all the possible ways to make this constraint true by satisfying all the clauses in the disjunction, one at a time, and obtaining multiple test frames.

Step 6.i(b)  If a constraint leading to infeasibility contains an OR (disjunct) between choices belonging to different categories, consider all the possible ways to make this constraint true by satisfying all the clauses in the disjunction, one at a time, and combining the newly changed choice with the existing unchanged choices of the other categories in that constraint until all the choices in the constraint have been changed thereby resulting in multiple test frames.

Step 6.ii  If a constraint leading to infeasibility contains an AND (conjunct) between choices of same or different categories, satisfy all the clauses involved in the conjunction by changing associated base choices to a non-base choice, if required to satisfy the constraint; otherwise change a minimum number of choices.

Step 6.iii  If a constraint leading to infeasibility contains conjunctions of disjunctions (CNF) proceed as in step 6.i(a) if choices in disjunction belonging to the same category and step 6.i(b) if choices in the disjunction belong to different categories. Follow step 6.ii for conjunctive clauses and concurrently make their combinations with the newly changed disjunctive clauses, one at a time, whilst satisfying the
Step 7  
Follow steps 2-6 repeatedly until all the non-base choices have been involved at least once in the set of test frames.

Step 8  
This procedure may create duplicate test frames, which need to be removed from the set of test frames.

Figure 8-2 Extended Constrained Base Choice (ECBC) adequate test suite construction procedure

8.3  Illustrative Examples

The newly proposed selection criteria are illustrated using two examples. Example 1 is a subset CP specification obtained from industrial case study CS_L2_A and example 2 is a subset of the NextDate case study. The test frames in tables are color coded for better clarity. The yellow background color depicts the categories whose base choice is flipped to a non-base choice in order to obtain new test frames. The test frames in pink background are the feasible test frames obtained using the base choice criterion. These test frames have choices that do not require repair using the CBC and ECBC criteria because a change from a base choice to a non-base choice, in order to obtain the next test frame, does not introduce any conflict. The choices in the blue background are changes from a base choice resulting from the constraints in the base choice or in the non-base choice. Choices in green background depict the choices, and hence the test frames, which are introduced due to disjunctions in constraints; this is specific to ECBC.

8.3.1  Example 1

The Example 1 CP specification has five parameters, six categories, 23 choices, nine of which have a constraint (Table 8-I). Parameter 1 has two categories (Cat 1 and Cat2), which have four and three choices, respectively. The base choices are ch_14 (for Cat 1), ch_23 (Cat 2), ch_34, ch_41, ch_103, ch_152: they are highlighted in red in the table.
Table 8-I is an example CP specification to illustrate the BC, CBC and ECBC selection criteria in the presence of complex constraints.

### 8.3.1.1 Test frames using the Base Choice criterion

Table 8-II shows the test frames one obtains when using the Base Choice criterion. The initial implementation of BC (assuming that there are no constraints among choices) will result in 18 test frames. This number is based on the total number of choices per category and can be obtained from the formula mentioned by Grindal et. al. [7], i.e., the number of test cases in a BC adequate test suite is equal to \(1 + \sum_{i=1}^{N}(v_i - 1)\), where \(N\) is the number of categories and \(v_i\) is the number of choices in category \(i\).

#### Table 8-I: CP specification for example 1

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Categories</th>
<th>Choices</th>
<th>Properties</th>
<th>Constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>P1</td>
<td>Cat 1</td>
<td>ch_12</td>
<td>p12</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ch_13</td>
<td>p13</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ch_14</td>
<td>p14</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ch_15</td>
<td>p15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cat 2</td>
<td>ch_16</td>
<td>p21</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ch_17</td>
<td>if (p12</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ch_18</td>
<td>p22</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ch_19</td>
<td>if (p12</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ch_20</td>
<td>p23</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ch_21</td>
<td>if (p32</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ch_22</td>
<td>If (p15</td>
</tr>
<tr>
<td>2</td>
<td>P2</td>
<td>Cat 3</td>
<td>ch_31</td>
<td>p31</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ch_32</td>
<td>p32</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ch_33</td>
<td>p33</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ch_34</td>
<td>p34</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ch_35</td>
<td>p35</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ch_36</td>
<td>p36</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ch_37</td>
<td>p37</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ch_38</td>
<td>p38</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ch_39</td>
<td>p39</td>
</tr>
<tr>
<td>3</td>
<td>P3</td>
<td>Cat 4</td>
<td>ch_41</td>
<td>p41</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ch_42</td>
<td>p42</td>
</tr>
<tr>
<td>4</td>
<td>P7</td>
<td>Cat 10</td>
<td>ch_101</td>
<td>p101</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ch_102</td>
<td>p102</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ch_103</td>
<td>if (p32</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ch_104</td>
<td>if (p32</td>
</tr>
<tr>
<td>5</td>
<td>P11</td>
<td>Cat 15</td>
<td>ch_151</td>
<td>p151</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ch_152</td>
<td>if (p34</td>
</tr>
</tbody>
</table>
The first test frame in Table 8-II consists of all the base choices. The subsequent test frames are obtained by changing one base choice at a time to a non-base choice, as shown by TF2, TF3 etc. The choices shown in yellow background color are changes from base choice to a non-base choice thereby resulting in additional test frames. Assuming that we start changing a base choice to a non-base choice starting from category 15, this technique will add one test frame for category 15 (because category 15 has only one non-base choice), three test frames for category 10 (because it has three non-base choices), one test frame for category 4, seven test frames for category 3, two test frames for category 2 and three test frames for category 1, resulting in a total of 18 test frames.

Applying the constraints shown in Table 8-I, only five out of the 18 test frames are feasible. Thirteen test frames are infeasible because the change from a base choice to a non-base choice results in a conflict with the existing base choices: constraints on choices involved in the test frames are not satisfiable together, i.e., it is not possible to find test frames using Base choice criterion containing feasible frames

<table>
<thead>
<tr>
<th>TF</th>
<th>Cat1</th>
<th>Cat2</th>
<th>Cat3</th>
<th>Cat4</th>
<th>Cat10</th>
<th>Cat15</th>
<th>Frame Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>14</td>
<td>23</td>
<td>34</td>
<td>41</td>
<td>103</td>
<td>152</td>
<td>Feasible</td>
</tr>
<tr>
<td>2</td>
<td>14</td>
<td>23</td>
<td>34</td>
<td>41</td>
<td>103</td>
<td>151</td>
<td>Infeasible</td>
</tr>
<tr>
<td>3</td>
<td>14</td>
<td>23</td>
<td>34</td>
<td>41</td>
<td>101</td>
<td>152</td>
<td>Infeasible</td>
</tr>
<tr>
<td>4</td>
<td>14</td>
<td>23</td>
<td>34</td>
<td>41</td>
<td>102</td>
<td>152</td>
<td>Infeasible</td>
</tr>
<tr>
<td>5</td>
<td>14</td>
<td>23</td>
<td>34</td>
<td>41</td>
<td>104</td>
<td>152</td>
<td>Infeasible</td>
</tr>
<tr>
<td>6</td>
<td>14</td>
<td>23</td>
<td>34</td>
<td>42</td>
<td>103</td>
<td>152</td>
<td>Infeasible</td>
</tr>
<tr>
<td>7</td>
<td>14</td>
<td>23</td>
<td>31</td>
<td>41</td>
<td>103</td>
<td>152</td>
<td>Infeasible</td>
</tr>
<tr>
<td>8</td>
<td>14</td>
<td>23</td>
<td>32</td>
<td>41</td>
<td>103</td>
<td>152</td>
<td>Infeasible</td>
</tr>
<tr>
<td>9</td>
<td>14</td>
<td>23</td>
<td>33</td>
<td>41</td>
<td>103</td>
<td>152</td>
<td>Infeasible</td>
</tr>
<tr>
<td>10</td>
<td>14</td>
<td>23</td>
<td>36</td>
<td>41</td>
<td>103</td>
<td>152</td>
<td>Feasible</td>
</tr>
<tr>
<td>11</td>
<td>14</td>
<td>23</td>
<td>37</td>
<td>41</td>
<td>103</td>
<td>152</td>
<td>Feasible</td>
</tr>
<tr>
<td>12</td>
<td>14</td>
<td>23</td>
<td>38</td>
<td>41</td>
<td>103</td>
<td>152</td>
<td>Infeasible</td>
</tr>
<tr>
<td>13</td>
<td>14</td>
<td>23</td>
<td>39</td>
<td>41</td>
<td>103</td>
<td>152</td>
<td>Feasible</td>
</tr>
<tr>
<td>14</td>
<td>14</td>
<td>21</td>
<td>34</td>
<td>41</td>
<td>103</td>
<td>152</td>
<td>Infeasible</td>
</tr>
<tr>
<td>15</td>
<td>14</td>
<td>22</td>
<td>34</td>
<td>41</td>
<td>103</td>
<td>152</td>
<td>Infeasible</td>
</tr>
<tr>
<td>16</td>
<td>12</td>
<td>23</td>
<td>34</td>
<td>41</td>
<td>103</td>
<td>152</td>
<td>Infeasible</td>
</tr>
<tr>
<td>17</td>
<td>13</td>
<td>23</td>
<td>34</td>
<td>41</td>
<td>103</td>
<td>152</td>
<td>Infeasible</td>
</tr>
<tr>
<td>18</td>
<td>15</td>
<td>23</td>
<td>34</td>
<td>41</td>
<td>103</td>
<td>152</td>
<td>Feasible</td>
</tr>
</tbody>
</table>
inputs for such test frames. For example, consider changing base choice ch_152 of Cat 15 to non-base choice ch_151. This results in an infeasible test frame because the constraint on choice ch_151 allows a combination of this choice with ch_31, ch_32 or ch_33 of Cat 3. These choices are all non-base choices and therefore different from already existing choice ch_34, which is already in the test frame (it is the base choice of category 3).

In such a case, following Ammann and Offutt solution [6], to handle infeasible test frames produced in the BC procedure, we can change base choice ch_34 into either non-base choice ch_31, ch_32 or ch_33 to make this change a feasible change and hence a feasible test frame. Ammann and Offutt, however, do not provide guidance as to whether one should choose ch_31, ch_32 or ch_33. In other words, their description lacks guidance on how to select a choice in case of multiple options. Furthermore, obtaining a feasible test frame after such a change is not a guarantee as other constraints may still be unsatisfied. For instance, changing ch_34 into ch_31 will require that we additionally change base choice ch_103 to non-base choice ch_101 to satisfy other constraints, whereas changing ch_34 into ch_32 will result in no further change (i.e., all constraints are satisfied). Ammann and Offutt do not mention the need to look ahead at possible ripple effects on feasibility of base-choice to non-base-choice changes. As a consequence, in our highly constrained situations, we could not decide how to proceed with the implementation of the Base Choice criterion in the presence of complex constraints by following Ammann and Offutt solution. Therefore in the given circumstances, we are relying on one possible implementation of BC [11] where the infeasible test frames, i.e., the frames that do not satisfy the constraints mentioned in Table 8-I, are removed. There are five feasible test frames that are combined using the
Base Choice criterion suggested by Amman and Offutt (Table 8-II) and some choices (e.g., ch_151, ch_101, ch_102, ch_104, ch_42 etc.) corresponding to infeasible test frames are not exercised. All the infeasible test frames in Table 8-II will be repaired in section 8.3.1.2 and 8.3.1.3 using the CBC and ECBC criteria.

**8.3.1.2 Test frames using the Constrained Base Choice (CBC) Criterion**

Table 8-III shows the test frames obtained using the CBC selection criterion. The first step when creating a CBC adequate test suite (Figure 8-1) is to create a base test frame, i.e., a test frame with only base choices. This is test frame (TF) 1 in Table 8-III. Remember that since the selection of base choices is based on the tester’s expertise, we assume that this first test frame is feasible. On the example CP specification, we need to iterate over steps 2-6 (Figure 8-1) 17 times, as discussed below.

In the first iteration, starting from the last category (because it has an interesting constraint, useful to illustrate CBC), we change ch_152 with the only non-base choice of the category, namely ch_151 (step 2 of Figure 8-1). We obtain the combination of

<table>
<thead>
<tr>
<th>TF</th>
<th>Cat1</th>
<th>Cat2</th>
<th>Cat3</th>
<th>Cat4</th>
<th>Cat10</th>
<th>Cat15</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>14</td>
<td>23</td>
<td>34</td>
<td>41</td>
<td>103</td>
<td>152</td>
</tr>
<tr>
<td>2</td>
<td>14</td>
<td>23</td>
<td>32</td>
<td>41</td>
<td>103</td>
<td>151</td>
</tr>
<tr>
<td>3</td>
<td>14</td>
<td>23</td>
<td>31</td>
<td>41</td>
<td>101</td>
<td>151</td>
</tr>
<tr>
<td>4</td>
<td>14</td>
<td>23</td>
<td>32</td>
<td>41</td>
<td>102</td>
<td>151</td>
</tr>
<tr>
<td>5</td>
<td>14</td>
<td>23</td>
<td>38</td>
<td>41</td>
<td>104</td>
<td>152</td>
</tr>
<tr>
<td>6</td>
<td>15</td>
<td>23</td>
<td>34</td>
<td>42</td>
<td>103</td>
<td>152</td>
</tr>
<tr>
<td>7</td>
<td>14</td>
<td>23</td>
<td>33</td>
<td>41</td>
<td>102</td>
<td>151</td>
</tr>
<tr>
<td>8</td>
<td>14</td>
<td>23</td>
<td>36</td>
<td>41</td>
<td>103</td>
<td>152</td>
</tr>
<tr>
<td>9</td>
<td>14</td>
<td>23</td>
<td>37</td>
<td>41</td>
<td>103</td>
<td>152</td>
</tr>
<tr>
<td>10</td>
<td>14</td>
<td>23</td>
<td>39</td>
<td>41</td>
<td>103</td>
<td>152</td>
</tr>
<tr>
<td>11</td>
<td>14</td>
<td>22</td>
<td>37</td>
<td>42</td>
<td>103</td>
<td>152</td>
</tr>
<tr>
<td>12</td>
<td>12</td>
<td>21</td>
<td>37</td>
<td>41</td>
<td>103</td>
<td>152</td>
</tr>
<tr>
<td>13</td>
<td>15</td>
<td>23</td>
<td>34</td>
<td>41</td>
<td>103</td>
<td>152</td>
</tr>
<tr>
<td>14</td>
<td>13</td>
<td>21</td>
<td>37</td>
<td>41</td>
<td>103</td>
<td>152</td>
</tr>
</tbody>
</table>
choices: ch_14, ch_23, ch_34, ch_41, ch_103, ch_151. Checking feasibility (step 3), we notice the constraint on ch_151 indicates it can only co-exist with ch_31 OR ch_32 OR ch_33 (all choices of category 3); unfortunately, the newly created combination involves ch_34 (also from category 3), which is a base choice but makes this combination infeasible. We need to run step 5, in fact step 5.i because the constraint on ch_151 is a disjunction. The base choice for category 3 is ch_34, which needs to be changed into either one of ch_31, ch_32 or ch_33 to make the choice combination feasible. The selection of the non-base choice should be such that it should lead to minimal changes to the test frame. Let us investigate the selection of any of these three choices one after the other.

Suppose we replace ch_34 with ch_31: the test frame becomes ch_14, ch_23, ch_31, ch_41, ch_103, ch_151. The next step is to check the feasibility of this test frame. We observe that this test frame is infeasible because of the constraint on ch_103, which cannot be combined with ch_31 (only with ch_32, ch_34 …). Selecting ch_31 requires changing another base choice, i.e., ch_103, into a non-base choice, specifically ch_101, thereby resulting in two base choice to non-base choice changes. Test frame ch_14, ch_23, ch_31, ch_41, ch_101, ch_151 is feasible though.

If instead we select ch_32, the test frame becomes ch_14, ch_23, ch_32, ch_41, ch_103, ch_151. We observe that the test frame is feasible. Only one base to non-base choice change is required to obtain this feasible test frame.

Last, if we select ch_33, the test frame becomes ch_14, ch_23, ch_33, ch_41, ch_103, ch_151. Choices ch_33 and ch_103 cannot be combined, making this test frame
infeasible; we need to change ch\_103 into ch\_102. Similarly to the first alternative, we obtain a feasible test frame with two changes.

Considering the three alternatives, selecting ch\_32 is the change selected in step 5.i because it results in a minimal number of changes to base choices. This iteration leads to test frame 2 (Table 8-III).

In a second iteration of steps 2-6, we change (step 2) the base choice of category 10 (ch\_103) into a non-base choice, such as ch\_101. We obtain test frame ch\_14, ch\_23, ch\_34, ch\_41, ch\_101, ch\_152. Since ch\_101 can only co-exist with ch\_31 (constraint on ch\_101), the test frame is infeasible (step 3), and we execute step 5.i (only one clause in the constraint). We replace ch\_34 with ch\_31. After making the suggested change to ch\_31 we check the feasibility of the test frame. We observe that ch\_31 cannot be combined with ch\_152 and therefore the infeasibility still persists: ch\_14, ch\_23, ch\_31, ch\_41, ch\_101, ch\_152 is infeasible. We change ch\_152 into ch\_151. We again check the feasibility of the test frame. We have obtained a feasible test frame: the third test frame in Table 8-III.

Similarly, iterations 3 and 4 of steps 2-6, which change ch\_103 into ch\_102 and ch\_104, respectively, will lead to feasible test frames 4 and 5 (Table 8-III).

In iteration 5, base choice ch\_41 of category 4 is changed to ch\_42 (the only non-base choice). After making this change we check the feasibility of the test frame (step 3). We observe that the test frame ch\_14, ch\_23, ch\_34, ch\_42, ch\_103, ch\_152 is infeasible as ch\_42 is constrained with ch\_23 (step 4). We execute step 5.iii because the constraint involves a conjunction of disjunctions. For both the clauses in the conjunction (p15 || p14) && (p15 || !p42) we follow step 5.ii and for individual clauses in the disjunction we
follow step 5.i. In order to satisfy the second clause using step 5.i we satisfy p15 as we cannot change p42 because that is the current non-base choice we are dealing with. Because of that, the only possible change for the first clause is p15 so we change ch_14 into ch_15 to obtain a feasible test frame. This change results in satisfying both the clauses and we obtain feasible test frame 6 (Table 8-III).

For iterations 6 to 12, we change the choices of category 3 from base choice ch_34 to non-base choices ch_31, ch_32…ch_39. Changing the base choices to ch_31, ch_32 and ch_38 results in duplicate frames similar to test frames 3, 2 and 5 respectively. Test frames 7 to 10 are obtained using the same procedure mentioned above.

In iteration 13, we change the base choice ch_23 to non-base choice ch_22 (step2). The feasibility check (step 3) discovers that ch_22 is constrained with (p12 ||p13 ||p14) && (p42) && (p37 ||p38 ||p39). Therefore, the test frame ch_14, ch_22, ch_34, ch_41, ch_103, ch_152 is infeasible. Since the constraint is a conjunction of disjunctions (step 5.iii) we execute step 5.i to satisfy either one of the disjunctive clause and step 5.ii to satisfy all the conjunctive clauses. The first clause, involving choices of category 1 does not require a change from a base choice to a non-base choice as one element of the disjunction ch_14 is a base choice (any one element should satisfy). For the second clause, we change the base choice ch_41 to a non-base choice ch_42 (step 5.ii). We further check the feasibility of ch_42 with the constraints of all the other choices. It is feasible, therefore, ch_42 is selected. In the third clause, none of the choices (ch_37, ch_38, ch_39) is a base choice, therefore ch_34 should be changed to any one of them to get a feasible test frame (step 5.i).
Suppose we select ch_37 to satisfy this part of the constraint. Checking the feasibility of ch_37 with all the other constraints, we discover that the test frame is feasible. Selecting choice ch_38 would result in a change of ch_103 into ch_104, and selecting ch_39 would result in no other change. We can select either ch_37 or ch_39: we select ch_37 and we obtain test frame 11 (Table 8-III).

Similarly, from iterations 14 we can obtain test frame 12. Iteration 15, 16 and 17 will result in test frames 13 and 14 respectively (Table 8-III). One of the test frame, obtained by changing ch_14 to ch_12 is removed, since it is a duplicate of test frame 12.

The total number of frames obtained using CBC for this example is 14.

8.3.1.3 Test frames using the Extended Constrained Base Choice (ECBC) criterion

This section illustrates ECBC: Figure 8-2. As mentioned earlier ECBC is an extension to CBC, begins similarly but takes better care of choice constraints that are disjunctions. We discuss only those steps that are specific to ECBC. The rest of the steps proceed similarly to CBC. The resulting test frames are in Table 8-IV.

The first test frame is the base test frame, which is a combination of all the base choices (step 1). In step 2, we select a base choice which is a candidate to be changed into a non-base choice. Assume we select ch_152. Before we actually change it to a non-base choice, we consider its constraint and observe (Table 8-I) it is a disjunction between the choices of the same category: p34 || p36 || p37 || p38 || p39. Step 2 is to involve each of the choices in each clause of the disjunction into a new test frame. Since these are all choices of category 3 (Table 8-I) we follow step 6.i(a). This category has base choice ch_34, each new test frame replaces ch_34 with each of the other four non-base choices while at the
same time checking the feasibility of the change with other choices. For instance, while changing ch_34 to ch_38 we observe that ch_38 is constrained with base choice ch_103 and is only possible with ch_104. Therefore, we make this change and further check the feasibility of ch_104 with other base choices. This results in test frames 2, 3, 4 and 5, which is the change from base choice ch_34 of category 3 to ch_36, ch_37, ch_38 and ch_39, respectively (Table 8-IV).

Next, step 3 changes the base choice selected in step 2 (ch_152) to a non-base choice: it can only be ch_151 (Table 8-I). The test frame is therefore ch_14, ch_23, ch_34, ch_41, ch_103, ch_151. We check the feasibility of the test frame (step 4), which

<table>
<thead>
<tr>
<th>TF</th>
<th>Cat1</th>
<th>Cat2</th>
<th>Cat3</th>
<th>Cat4</th>
<th>Cat10</th>
<th>Cat15</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>14</td>
<td>23</td>
<td>34</td>
<td>41</td>
<td>103</td>
<td>152</td>
</tr>
<tr>
<td>2</td>
<td>14</td>
<td>23</td>
<td>36</td>
<td>41</td>
<td>103</td>
<td>152</td>
</tr>
<tr>
<td>3</td>
<td>14</td>
<td>23</td>
<td>37</td>
<td>41</td>
<td>103</td>
<td>152</td>
</tr>
<tr>
<td>4</td>
<td>14</td>
<td>23</td>
<td>38</td>
<td>41</td>
<td>104</td>
<td>152</td>
</tr>
<tr>
<td>5</td>
<td>14</td>
<td>23</td>
<td>39</td>
<td>41</td>
<td>103</td>
<td>152</td>
</tr>
<tr>
<td>6</td>
<td>14</td>
<td>23</td>
<td>31</td>
<td>41</td>
<td>101</td>
<td>151</td>
</tr>
<tr>
<td>7</td>
<td>14</td>
<td>23</td>
<td>32</td>
<td>41</td>
<td>103</td>
<td>151</td>
</tr>
<tr>
<td>8</td>
<td>14</td>
<td>23</td>
<td>33</td>
<td>41</td>
<td>102</td>
<td>151</td>
</tr>
<tr>
<td>9</td>
<td>14</td>
<td>23</td>
<td>32</td>
<td>41</td>
<td>102</td>
<td>151</td>
</tr>
<tr>
<td>10</td>
<td>14</td>
<td>23</td>
<td>32</td>
<td>41</td>
<td>104</td>
<td>151</td>
</tr>
<tr>
<td>11</td>
<td>15</td>
<td>23</td>
<td>34</td>
<td>42</td>
<td>103</td>
<td>152</td>
</tr>
<tr>
<td>12</td>
<td>15</td>
<td>23</td>
<td>34</td>
<td>41</td>
<td>103</td>
<td>152</td>
</tr>
<tr>
<td>13</td>
<td>14</td>
<td>22</td>
<td>37</td>
<td>42</td>
<td>103</td>
<td>152</td>
</tr>
<tr>
<td>14</td>
<td>14</td>
<td>22</td>
<td>38</td>
<td>42</td>
<td>104</td>
<td>152</td>
</tr>
<tr>
<td>15</td>
<td>14</td>
<td>22</td>
<td>39</td>
<td>42</td>
<td>103</td>
<td>152</td>
</tr>
<tr>
<td>16</td>
<td>12</td>
<td>22</td>
<td>37</td>
<td>42</td>
<td>103</td>
<td>152</td>
</tr>
<tr>
<td>17</td>
<td>12</td>
<td>22</td>
<td>38</td>
<td>42</td>
<td>104</td>
<td>152</td>
</tr>
<tr>
<td>18</td>
<td>12</td>
<td>22</td>
<td>39</td>
<td>42</td>
<td>103</td>
<td>152</td>
</tr>
<tr>
<td>19</td>
<td>13</td>
<td>22</td>
<td>37</td>
<td>42</td>
<td>103</td>
<td>152</td>
</tr>
<tr>
<td>20</td>
<td>13</td>
<td>22</td>
<td>38</td>
<td>42</td>
<td>104</td>
<td>152</td>
</tr>
<tr>
<td>21</td>
<td>13</td>
<td>22</td>
<td>39</td>
<td>42</td>
<td>103</td>
<td>152</td>
</tr>
<tr>
<td>22</td>
<td>12</td>
<td>21</td>
<td>37</td>
<td>41</td>
<td>103</td>
<td>152</td>
</tr>
<tr>
<td>23</td>
<td>12</td>
<td>21</td>
<td>38</td>
<td>41</td>
<td>104</td>
<td>152</td>
</tr>
<tr>
<td>24</td>
<td>12</td>
<td>21</td>
<td>39</td>
<td>41</td>
<td>103</td>
<td>152</td>
</tr>
<tr>
<td>25</td>
<td>13</td>
<td>21</td>
<td>37</td>
<td>41</td>
<td>103</td>
<td>152</td>
</tr>
<tr>
<td>26</td>
<td>13</td>
<td>21</td>
<td>38</td>
<td>41</td>
<td>104</td>
<td>152</td>
</tr>
<tr>
<td>27</td>
<td>13</td>
<td>21</td>
<td>39</td>
<td>41</td>
<td>103</td>
<td>152</td>
</tr>
</tbody>
</table>
means we consider the constraint associated to ch_151: ch_31 || ch_32 || ch_33. Since the test frame contains ch_34 and ch_151 cannot be combined with it, the test frame is infeasible. Since the constraint is a disjunction with the choices of the same category, we run step 6.i(a). Unlike CBC where we select one disjunctive clause, here we make multiple test frames each one involving one of the clauses in the disjunction. We look at each clause of the disjunctive constraint to produce several test frames.

We proceed by selecting ch_31 and the test frame becomes: ch_14, ch_23, ch_31, ch_41, ch_103, ch_151. We check its feasibility and observe the constraint on ch_103 specifies it cannot be combined with ch_31: the choice combination is infeasible. Therefore, in order to accommodate this constraint, we further change ch_103 to ch_101 and obtain the test frame: ch_14, ch_23, ch_31, ch_41, ch_101, ch_151. Checking the feasibility of this frame we observe that it is feasible and we obtain test frame 6.

We now select the second disjunctive clause: ch_32. We get the test frame ch_14, ch_23, ch_32, ch_41, ch_103, ch_151. This test frame is feasible; this is test frame 7.

On selecting the third disjunctive clause, ch_33, the test frame becomes ch_14, ch_23, ch_33, ch_41, ch_103, ch_151. On checking the feasibility of this test frame we observe that the constraint on ch_103 does not accept ch_33. Ch_33 can only exist with choice ch_102, which is not a base choice. Therefore, ch_103 is changed to ch_102 and we obtain the test frame ch_14, ch_23, ch_33, ch_41, ch_102, ch_151. We check the feasibility of this test frame and observe no conflict. Therefore, we obtain test frame 8. This ends the first iteration of steps 2-6.

Similarly, we consider the base choice of category 10 (step 2), i.e., ch_103 and observe its constraint is a disjunction with choices of the same category: (p32 || p34 || p36 }
On creating test frames while satisfying the disjunction, we observe that these test frames are already covered in the previous iteration and therefore we do not add them. (Note here that we illustrate the removal of duplicates during the iteration rather than at the very end, in step 8.) We then (step 3) change the base choice ch_103 to non-base choice ch_101 and observe that the resulting test frame it again a duplicate, which is therefore not added. Ch_103 is next changed to ch_102. Having two clauses in the disjunctive constraint for ch_102 (step 6.i (a)) we change the base choice ch_34 to ch_32 and in order to satisfy the otherwise infeasible choice combination, we change ch_152 to ch_151. We obtain test frame 9: ch_14, ch_23, ch_32, ch_41, ch_102, ch_151. The test frame created by changing ch_34 to ch_33 is identical to test frame 8.

Assume a change from base choice ch_23 to non-base choice ch_22 and ch_21 to form the next set of test frames. Before making a change from a base choice to a non-base choice we begin by step 2 and check the constraints on ch_23. The choice has constraints which is a conjunction of disjunctions and has choices from the same as well as different categories (step 6.iii), i.e., (p15 || p14) & (p15 || !p42). We follow step 6.i (a) for the first clause in the conjunction (p15 || p14) and satisfy both clauses in the disjunction, one by one, and form a test frame. Considering ch_14, we observe that it is already a base choice and is satisfied (TF1). We change ch_14 to ch_15 and form a test frame; we get ch_15, ch_23, ch_34, ch_41, ch_103, ch_152 (TF 12). By making this change we observe that we are also satisfying the second clause in the conjunction (p15||!p42). We now have to consider all possible combinations in the second clause as per step 6.i (b) and satisfy the disjuncts, one at a time. Currently both the clauses are satisfied. TF1 satisfies the second clause and not the first clause and as the third
combination, we satisfy the first clause and not the second clause and make a combination of p15 with p42. Therefore, we obtain a test frame ch_15, ch_23, ch_34, ch_42, ch_103, ch_152, which is test frame 11.

Changing base choice ch_23 to ch_22 we observe that ch_23 is constrained with a conjunction of disjunctions (step 6.iii); (p12 ||p13 ||p14) &&(p42) &&(p37 ||p38 ||p39). We will first begin by satisfying the choice that is alone in the term of the CNF, which is p42, and change base choice ch_41 to ch_42. Checking the feasibility of ch_42 with all other base choices we observe that it is feasible. Now for the choices involved in the disjunction, we follow step 6.i(a). We will consider each choice in the disjunction and make a test frame while not changing every other choice. Consider the first choice in the disjunction, i.e., ch_12, therefore making a combination ch_12, ch_22, ch_37 (satisfying the third conjunctive clause), ch_42, ch_103, ch_152. We check the feasibility of this test frame and it is feasible (test frame 16). Now we change ch_12 to the next disjunctive clause ch_13, keep ch_37 un-changed, and check the feasibility, we get feasible test frame 19. We change to ch_14 and get feasible test frame 13. In the next set of test frames we change ch_37 to ch_38 and make combinations again with ch_12, ch_13 and ch_14, we will get test frames 14, 17 and 20 after performing the feasibility check. We do the same for ch_39.

The steps from 2 to 6 are recursively followed to obtain 27 test frames: Table 8-IV. Analyzing the test frames in Table 8-III and Table 8-IV we observe that all the test frames generated for CBC are also part of the ECBC test suite since ECBC differs from CBC in how it handle disjunctions in constraints.
8.3.2 Example 2

We would again illustrate CBC and ECBC using a partial CP specification shown in Table 8-V containing 4 categories and 12 choices; this is a subset of the CP specification of the NextDate case study in appendix B.1. We have ignored the error choices in this partial specification since they are added at the end using the Single Error Choice criterion. The table shows constraint on choice ch4.4, ch4.5 and ch4.6. Constraints specify for instance that if ch4.4 is combined with ch2.2 then ch3.3 should not be present in that test frame and if ch4.4 is combined with ch3.3 then ch2.2 shouldn’t be present in that test frame.

Table 8-VI shows the result of test frame generation using the Base Choice criterion (BC) and the two extensions we introduced earlier: CBC and ECBC. The first test frame of the BC set is only made of base choices. The second, third and fourth test frames are copies of the first one except that the second choice is a non-base choice for category number 3. When changing the base choice for category 2 into a non-base choice, keeping

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Categories</th>
<th>Choices</th>
<th>Constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>Year</td>
<td>Range</td>
<td>[ch1.2] 1582&lt;=Year&lt;=2100</td>
<td></td>
</tr>
<tr>
<td>Type</td>
<td></td>
<td>[ch2.1] isLeapYear</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[ch2.2] isCommonYear</td>
<td></td>
</tr>
<tr>
<td>Month</td>
<td>Length</td>
<td>[ch3.1] 30Days (4, 6, 9, 11)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[ch3.2] 31Days(except December)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1, 3, 5, 7, 8, 10)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[ch3.3] February (2)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[ch3.4] December (12)</td>
<td></td>
</tr>
<tr>
<td>Day</td>
<td>Range</td>
<td>[ch4.1] 1&lt;=Day&lt;=28</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[ch4.4] Day==29 If (!2.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[ch4.5] Day==30 If (!3.3)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[ch4.6] Day==31 If (!3.3 &amp; &amp; !3.1)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[ch4.7] Day==28</td>
<td></td>
</tr>
</tbody>
</table>

Table 8-V: Partial CP specification of NextDate Case study.
the other base choices one obtains combination ch2.2, ch3.3, ch.4.4, which is not feasible because of the constraint on choice ch4.4. Similarly, constraints on category 4’s choices prevent some combinations. Note that choice ch2.2 does not appear in the set of test frames; BC does not subsume Each Choice. The definition of BC being not precise enough regarding the handling of infeasible test frames because of constraints, the procedure above, whereby an infeasible test frame is simply dropped, is one possibility among others. Ad-hoc procedures to handle such situations can be considered; our contribution is two precise, systematic such procedures.

<table>
<thead>
<tr>
<th>Table 8-VI: Test frames for Example 2 using BC, CBC and ECBC</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>BC</strong></td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>9</td>
</tr>
<tr>
<td>10</td>
</tr>
<tr>
<td>11</td>
</tr>
<tr>
<td>12</td>
</tr>
<tr>
<td>13</td>
</tr>
<tr>
<td>14</td>
</tr>
<tr>
<td>15</td>
</tr>
<tr>
<td>16</td>
</tr>
</tbody>
</table>

CBC introduces the combinations of choices that are missing with BC while at the same time satisfying constraints. For instance, in test frame 2, changing base choice ch2.1 to choice ch2.2 is only possible if the constraint on ch4.4 is satisfied, which is achieved by replacing ch3.3 with ch3.1 or ch3.2 or ch3.4 or changing ch4.4 to ch4.1 or ch4.7. The decision is made such that minimum changes are done while satisfying the constraints. So
any one element in the OR (disjunct) constraints is a candidate. We chose ch3.1. CBC has a larger number of test frames than BC, as expected.

ECBC produces as many alternative outcomes as possible when there are disjunctions between choices, as opposed to CBC that selects only one alternative, which results in minimum changes. ECBC proceeds similar to CBC except that we select a base choice that has to be converted to a non-base choice (step 2, Figure 8-2) and check if that choice is involved in any disjunctive clause. We begin by selecting ch2.1 and this choice is not involved in any constraints. We then change ch2.1 to ch2.2 and check the feasibility of the test frame. The test frame ch1.2, ch2.2, ch3.3, ch4.4 is infeasible and the constraint on ch4.4 needs to be satisfied. We can use either ch3.1, ch3.2, or ch3.4 instead of base choice ch3.3 which will give us test frames 2, 3 and 4. Further, we will also use ch4.1 and ch4.7 and do not change ch3.3 and obtain test frames 5 and 6.

Thereafter, we change the base choice ch3.3 to non-base choices ch3.1, ch3.2 and ch3.4 and obtain test frames 7, 8 and 9. Since there are no constraints, these test frames are feasible.

Next, we consider the choices of category 4. Before changing the base choice ch4.4 to non-base choices we first consider the constraints involved with choice 4.4. This choice involves a disjunctive constraint: !ch2.2||!ch3.3. This constraint can be elaborated as C2.1||C3.1||C3.2||C3.4. Since this constraint involves choices belonging to two different categories (step 6.i(b)), we have to satisfy different clauses of the disjunction, one at a time, and form multiple test frames. The Base test frame (TF1) already satisfies C2.1. Therefore, we will now begin by satisfying !C3.3 and not satisfying !C2.2 and we get test frames identical to frames 2, 3 and 4 which will be removed because of
duplication. We then change the base choice ch4.4 to other non-base choices and form test frames 10 to 16. We obtained 16 test frames for ECBC. As expected, ECBC produces more test frames than CBC and subsumes CBC, which subsumes BC.

### 8.4 Conclusion

The original definition of the Base Choice criterion does not account for complex constraints. We extended this definition in two different ways, referred to as Constrained Base Choice (CBC) and Extended Constrained Base Choice (ECBC), to combine choices strategically similar to the original definition of BC while considering constraints. Briefly, the choices affected by constraints are also changed to their respective non-base choice in order to satisfy the constraints. There can be scenarios where the choices have complex constraints: e.g., ORs among the choices. CBC selects any one candidate among the ORs such that it results in minimum changes to other base choices. ECBC however selects all the OR candidates and forms test frames. By construction, CBC subsumes BC and ECBC subsumes CBC. In the next chapter, we empirically compare the proposed selection criteria with already existing criteria using academic and industrial case studies.
Chapter 9 — Comparison of CBC and ECBC with Existing Selection Criteria

In this chapter, we compare the quality of the test suites obtained using the CBC and ECBC criteria with the test suites obtained using other criteria like Base Choice, Each Choice etc. For the purpose of comparison, we obtain test frames using two covering array generation tools for generating test frames for the Each Choice, Pairwise and 3-way selection criteria. The chosen tools, CASA and ACTS, use different technologies for the generation of test frames; metaheuristic and greedy technique. Both techniques have their pros and cons as we discussed in Chapter 4. We did not want to rely on only one technique for the generation of test frames and their further comparison with CBC and ECBC. Rather we are interested in using both technologies, obtain two different test suites, determine their quality and select the best quality test suite to compare it with the test suite obtained using CBC and ECBC. We in fact went a step further. Realizing that a basic covering array generation tool does not employ single annotation, we used both tools to generate test frames in the presence and in the absence of single annotations. This way we want to compare our proposed criteria with the results akin to a combinatorial testing tool like behaviour (without using single annotations) as well as with the behaviour which is nearer to Category Partition (using single annotations). This will result in four test suites for each selection criterion. We will then compare the best of those four test suites with the results of CBC and ECBC.

In the next section, we begin by formulating research questions (section 9.1) and devise experiments to answer them (section 9.2). We discuss results of individual
experiments in section 9.3 and summarize answers to research questions in section 9.4. We conclude in section 9.5.

9.1 Research Questions (RQs)

To compare the new criteria (i.e., CBC and ECBC) with existing selection criteria (i.e., BC, EC, Pairwise and 3-way), we identify four research questions. The comparison will be done using the experiments proposed in section 9.2.

RQ1: How do CBC and ECBC perform as compared to the Base Choice criterion?
RQ2: How do CBC and ECBC perform as compared to the Each Choice criterion?
RQ3: How do CBC and ECBC perform as compared to the Pairwise criterion?
RQ4: How do CBC and ECBC perform as compared to the 3-way criterion?

RQ1 will be answered by comparing the Base Choice criterion while accounting for constraints using CASA integrated with Melba [11] with CBC and ECBC. RQ2 will be answered by comparing the Each Choice criterion (1-way) with CBC and ECBC. The test frames using the Each Choice criterion will be obtained using CASA and ACTS, both in the presence and in the absence of single annotations, as explained further in section 9.2. Similarly, RQ3 (resp. RQ4) will be answered by comparing a pairwise (resp. 3-way) adequate test suite generated with CASA and ACTS in the presence and in the absence of single annotations, with CBC and ECBC. In order to answer RQ2, RQ3 and RQ4 we are comparing CBC and ECBC with the best result obtained from the four executions of CASA and ACTS in order to make assertive conclusions.
9.2 Design of Experiments

In this section, we discuss the experiments we put together to compare the quality of the test suites obtained using CBC and ECBC with the test suites obtained using existing criteria like Base Choice, Each Choice etc.

For the purpose of comparison, we will obtain test frames using two covering array generation tools CASA [20] and ACTS [19]. Besides using different technologies, i.e., metaheuristic and greedy algorithm, for the generation of test frames, both tools have pros and cons [16]. In our context, experimenting with both tools is interesting because they have different capabilities and characteristics that, we suspect, may influence the test frames they generate. Realizing that a basic covering array generation tool does not employ single annotation, we used both tools to generate test frames in the presence and in the absence of single annotations. In doing so we study two other points of variation in the semi-automated support of CP, which is another contribution of this work: specifically, the tool used to automatically generate test frames, the presence or not of single constraints. In our previous study [128] discussed in Chapter 7, we were able to prove successfully with experimentation that annotation of choices as single results in a better quality test suite. Therefore, in this work we are comparing our criteria with both versions of CP specifications. This will result in four test suites for each selection criterion. This will be followed by selecting the best quality test suite and its comparison with the results of CBC and ECBC.

9.2.1 Experimental setup

We used three academic case studies: NextDate, Triangle and PackHexChar (detailed in section 5.1); and three industry case studies CS_L1_A, CS_L1_C and
CS_L2_A (detailed in section 5.2). We chose these three industrial case studies out of the total 13 because of the complexity of their CP specification. The CP specifications of these case studies have constraints among choices and single annotations. The constraints among the choices would help us see the impact of CBC and ECBC as the results would differ from the generic Base Choice criterion. Further, we can also see the impact of adding and ignoring single annotations for these case studies. We generated two versions of CP specifications for each case study and both versions differ by single annotations, i.e., one version had the required choices annotated as single whereas in the other version the ‘could-be’ single choices are not annotated as such. Four of the six case studies have two versions of CP specifications. PackHexChar and CS_L2_A do not have single annotations for any choice in the CP specification. Table 9-I compiles the characteristics of the CP specifications for the case studies used in the following experiments (detailed in sections 5.3.1, 5.3.2.1, 5.3.2.3, 5.3.3). We then generate test frames and test cases

| Case study   | LOC  | Parameters | Categories | Choices | Single Choices | Error Choices | X = all constraints | X = 1 constraint | X = 2 constraints | X = 3 constraints | X = 4 constraints | X = 5 constraints | X = 6 constraints | X = 7 constraints | X = 8 constraints | X = 11 constraints | No. of terms in CNF | 2-tuple constraints | 3-tuple constraints | 4-tuple constraints | 5-tuple constraints | 6-tuple constraints | % of choices constrained | Constraint per choice |
|--------------|------|------------|------------|---------|----------------|---------------|--------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|-------------------|-------------------|------------------|------------------|
| Triangle     | 38   | 3          | 9          | 18      | 3              | 3              | 9                  | 3                | 3                | 0                | 0                | 0                | 0                | 0                | 0                | 12               | 9                 | 3                 | 0                 | 0                 | 66               | 1.5               |
| NextDate     | 179  | 3          | 4          | 18      | 1              | 6              | 6                  | 4                | 1                | 1                | 0                | 0                | 0                | 0                | 4                | 3                | 1                 | 0                 | 0                 | 72               | 0.84              |
| PackHexChar  | 211  | 3          | 7          | 32      | 0              | 4              | 26                 | 13               | 5                | 1                | 2                | 3                | 1                | 1                | 0                | 0                | 26               | 22                | 0                 | 3                 | 0                 | 1                 | 94               | 1.0               |
| CS_L1_A      | 65   | 5          | 5          | 16      | 1              | 0               | 11                 | 7                | 1                | 2                | 1                | 0                | 0                | 0                | 0                | 0                | 11               | 10                | 1                 | 0                 | 0                 | 75               | 1.0               |
| CS_L1_C      | 329  | 6          | 6          | 21      | 1              | 0               | 11                 | 0                | 6                | 1                | 1                | 0                | 1                | 1                | 0                | 1                | 12               | 2                 | 2                 | 6                 | 2                 | 0                 | 52               | 1.18              |
| CS_L2_A      | 1060 | 11         | 15         | 46      | 0              | 0               | 39                 | 21               | 8                | 5                | 0                | 3                | 2                | 0                | 0                | 0                | 27               | 13                | 5                 | 7                 | 0                 | 2                 | 85               | 0.7               |
We designed 15 experiments and categorized them in four different categories as shown in Table 9-II.

The first category of experiments generate test frames using different flavours of the Base Choice criterion, i.e., BC, CBC and ECBC. Test frames for BC are generated using Melba in combination with CASA [11]. While accounting for constraints among the choices, the generation of test frames using BC might not exercise each choice because of the removal of infeasible test frames from the test suite. The test frames using CBC and ECBC are generated manually using the algorithms proposed in sections 8.1 and 8.2.

The second, third and fourth categories of experiments deal with the Each Choice, Pairwise and Three-way selection criteria. Since we use two technologies for the generation of test frames (CASA and ACTS) and each technique generates test frames in the presence and in the absence of single annotations, we have four experiments to accommodate these four configurations, which will result in four Each Choice adequate test suites, four Pairwise adequate test suites and four Three-way adequate test suites.

Since there are four test suites for each selection criterion (i.e., 1, 2, 3-way), we select the best test suite for each criterion on the basis of its measurements and compare its result with base choice variants (BC, CBC, ECBC). In addition to mutation score, structural control flow coverage (statement, term and branch, loop coverage) and cost, we will also use structural data flow coverage to measure the quality of the test suite. Data flow coverage is measured as Def Use (DU) associations with the help of Ba-Dua (section 5.6.3). To select the best test suite, we give priority to mutations score, i.e., the
test suite which has the highest mutation score is selected. If there are two or more test suites with the same mutation score, we calculate the average of all four types of control flow coverage, i.e., statement, branch and term coverage and select the test suite with highest average. In case of similar control flow coverage, we select the test suite with higher data flow coverage (DU associations). If the data flow coverage is also similar, the suite with the lowest cost (lesser number of test frames) is selected. The quality of the test suite hence selected is compared with BC, CBC and ECBC. Concisely, we are comparing our proposed criterion (BC, CBC and ECBC) with the best of the outcomes of CASA and ACTS, when they are working as combinatorial testing tools (i.e., in the absence of single annotations) or when they are given additional abilities related to the Category Partition technique (i.e., in the presence of single annotations).

<table>
<thead>
<tr>
<th>Experiment type</th>
<th>Experiment</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type 1: Experiments using BC, CBC and ECBC</td>
<td>Exp 1</td>
<td>BC adequate test suite in the presence of constraints among choices in the CP specification.</td>
</tr>
<tr>
<td></td>
<td>Exp 2</td>
<td>CBC adequate test suite</td>
</tr>
<tr>
<td></td>
<td>Exp 3</td>
<td>ECBC adequate test suite</td>
</tr>
<tr>
<td>Type 2: Experiments using Each Choice Criterion</td>
<td>Exp 4</td>
<td>EC adequate test suite in the absence of single annotations using CASA</td>
</tr>
<tr>
<td></td>
<td>Exp 5</td>
<td>EC adequate test suite in the presence of single annotations using CASA</td>
</tr>
<tr>
<td></td>
<td>Exp 6</td>
<td>EC adequate test suite in the absence of single annotation using ACTS</td>
</tr>
<tr>
<td></td>
<td>Exp 7</td>
<td>EC adequate test suite in the presence of single annotations using ACTS</td>
</tr>
<tr>
<td>Type 3: Experiments using Pairwise criterion</td>
<td>Exp 8</td>
<td>Pairwise adequate test suite in the absence of single annotations using CASA</td>
</tr>
<tr>
<td></td>
<td>Exp 9</td>
<td>Pairwise adequate test suite in the presence of single annotations using CASA</td>
</tr>
<tr>
<td></td>
<td>Exp 10</td>
<td>Pairwise adequate test suite in the absence of single annotation using ACTS</td>
</tr>
<tr>
<td></td>
<td>Exp 11</td>
<td>Pairwise adequate test suite in the presence of single annotations using ACTS</td>
</tr>
<tr>
<td>Type 4: Experiments using 3-way criterion</td>
<td>Exp 12</td>
<td>3-way adequate test suite in the absence of single annotations using CASA</td>
</tr>
<tr>
<td></td>
<td>Exp 13</td>
<td>3-way adequate test suite in the presence of single annotations using CASA</td>
</tr>
<tr>
<td></td>
<td>Exp 14</td>
<td>3-way adequate test suite in the absence of single annotation using ACTS</td>
</tr>
<tr>
<td></td>
<td>Exp 15</td>
<td>3-way adequate test suite in the presence of single annotations using ACTS</td>
</tr>
</tbody>
</table>
9.3 Result of experiments

We begin by discussing the experimental results for each case study separately in sections 9.3.1, 9.3.2, 9.3.3, 9.3.4, 9.3.5 and 9.3.6. In each section, i.e., for each case study, we compare the measurements obtained from experiment 1 to experiment 15. Precisely, we compare the results of 1-way, 2-way and 3-way and Base Choice criteria with CBC and ECBC.

9.3.1 The NextDate case study

All results are available in Figure 9-1 (experiments 4, 5, 6 and 7 compared to experiments 1, 2 and 3 in Table 9-II), Figure 9-2 (experiments 8, 9, 10 and 11 vs. 1, 2 and 3) and Figure 9-3 (experiments 12, 13, 14 and 15 vs. 1, 2 and 3), and discussed in sections 9.3.1.1, 9.3.1.2 and 9.3.1.3 respectively. MuClipse creates 113 mutants and Ba-Dua observes a total (maximum) of 72 DU associations to be exercised for the NextDate case study, which has one class and one method. The legend of each figure is self-explanatory; what differs is the criterion, which application is automated with CASA and ACTS (first four bar charts in each figure), that is compared to base choice variants (last three bar charts in each figure).

9.3.1.1 NextDate Each Choice vs BC variants

Figure 9-1: First looking at base choice variants, we observe control flow coverage (statement, branch and term) improves consistently from BC to CBC to ECBC (e.g., statement increases from 60.9% to 69.6% to 80.4%) although with an added number of test frames (e.g., 12 to 15 to 22). The mutation score also improves from 60% to 78% as the number of killed mutants increases from 68 to 89. The reason why CBC is unable to kill as many mutants as ECBC is that CBC does not have a test case with month Dec and
The Data flow coverage also improves: from 46 DU pairs (63.9%) covered out of 72 with Base Choice, the number improved to 53 (73.6%) in CBC to 61 (84.7%) for ECBC.

The number of test frames created using all the four experiments involving CASA and ACTS is the same, i.e., 11, showing that single annotations have not helped lowering the cost. We observe that ACTS leads to a marginal increase in mutation score and DU coverage as compared to CASA (54% instead of 53% for mutation score and 62.5% instead of 58.3% for DU coverage). We also observe that single annotations in ACTS led to a rise in statement coverage and DU coverage. There is one additional DU pair coverage when single annotations are used. Since CASA is non-deterministic, a different run may lead to the same result as what we obtain with ACTS. For our experiments, we relied on the results obtained from one execution of CASA. Studying the impact of CASA’s non-determinism is out of the scope of this thesis.
Comparing EC with base choice variants, we observe that base choice variants consistently lead to higher mutation score and DU coverage than EC regardless of tooling (ACTS, CASA) or presence of single annotations. Coverage achieved with base choice variants is also higher, with the exception of Each Choice when using ACTS with single annotation: even though EC (with ACTS) covers more statements than BC, it kills fewer mutants, which is due to lower branch coverage. Higher coverage, mutation score and DU coverage is achieved with base choice variants at the expense of increased cost; whether this additional cost is worth it is a difficult question to address as it relates, for instance, to the severity of faults; this issue is out of the scope of this thesis.

9.3.1.2 NextDate Pairwise vs BC variants

We observe (Figure 9-2) that in the absence of single annotations CASA and ACTS perform identically (cost, structural control and data flow coverage and mutation score).
However, in the presence of single annotations CASA performs slightly better than ACTS (visit section 7.3.2 for an explanation of this result) with better control flow coverage, DU coverage (CASA covers two additional DU pairs than ACTS) and better mutation score.

Comparing these results to base choice variants, we observe that pairwise performs better than BC (higher structural control flow coverage and DU coverage and mutation score) though at a higher cost (20 or 23 against 12): pairs of choices trigger various input conditions which trigger specific branches and DU pairs. The best pairwise test suite, i.e., CASA(+s), performs better than CBC by killing 4% more mutants and covering six more DU pairs but with an additional cost of five test cases. The better mutation score and DU coverage is resulting from a test case with Dec 31st and 28th Feb on a non-leap year, that is missing in CBC. Nevertheless, looking at sets of test frames, we observe few frames in BC and CBC test suites that do not appear in PW adequate test suites.

On the contrary, ECBC performs better than PW, regardless of PW configurations, with a better mutation score, structural control flow coverage and DU coverage at a comparable cost. The difference in mutation score is due to the absence from PW test suites, including when using CASA, of a test case with leap year and 28th Feb. This 3-way combination is present in CBC and ECBC. ECBC performs better that PW in terms of statement, branch and term coverage with some choice combination, i.e., test frames in the ECBC test suite that are not found in PW test suites. Some mutants are specifically killed by PW (because of pairwise combinations) and some mutants are specifically killed by ECBC (because of some 3-way combinations). However, all the mutants that are killed by PW are also killed by ECBC. Further ECBC covers two more DU pairs as
compared to the test suite created using CASA in the presence of single annotations, i.e., ECBC covers 61 DU associations as compared to 59 for CASA PW out of the total 72.

9.3.1.3 NextDate 3-way vs BC variants

Not using single annotations leads to better results (statement, branch and term coverage, mutation score and data flow coverage) regardless of the tool (CASA, ACTS), though at a higher cost, and CASA and ACTS produce identical results for the same configuration (e.g., using single annotations): Figure 9-3. If we compare the results of ACTS (-s), which is the best and is similar to CASA (-s) amongst all the 3-way combination test suites with base choice variants, we observe that 3-way performs better than BC and CBC in terms of mutation score, DU and statement, branch and term coverage although with almost double the cost. But comparing the results with ECBC we observe that ECBC scores equivalent to the 3-way criterion: slightly higher or equal

![Figure 9-3: NextDate—3-way vs BC variants](image-url)
mutation score (78%) and DU coverage (84.7%), slightly higher or equal statement coverage; ECBC is significantly cheaper than 3-way (22 tests as opposed to 32 or 39 tests). When mutation score is identical between 3-way and ECBC (i.e., 3-way omitting single choices, regardless of tool), the two criteria kill exactly the same mutants and cover exactly the same DU associations. When ECBC outperforms 3-way (i.e., 3-way with single choices, regardless of tool), ECBC kills all the mutants also killed by 3-way plus four additional ones. Additionally, ECBC covers all the DU associations covered by 3-way plus two more because ECBC has a combination of Feb and day less than 28 which is missing in 3-way. The combination of leap year and 28th Feb, which we said is missing in PW, is present with the 3-way criterion test suites.

9.3.2 Triangle Case Study

All results are available in Figure 9-4 (experiments 4, 5, 6 and 7 compared to experiments 1, 2 and 3 in Table 9-II), Figure 9-5 (experiments 8, 9, 10 and 11 vs. 1, 2 and 3) and Figure 9-6 (experiments 12, 13, 14 and 15 vs. 1, 2 and 3), and discussed in sections 9.3.2.1, 9.3.2.2 and 9.3.2.3 respectively. MuClipse creates 221 mutants and Ba-Dua observes 68 DU associations for the Triangle case study that has one class and two methods.

9.3.2.1 Triangle Each Choice vs BC variants

Figure 9-4: Results for BC and CBC are identical. This is because the test suite generated using BC covers each choice at least once; this is due to the fact that constraints on choices do not lead to the generation of infeasible test frames; as a result CBC did not add any more test frame. ECBC introduced an additional test frame to CBC
leading to improved mutation score (87%), control flow coverage (100%) and DU coverage (100%). The additional test frame corresponds to a test case for an equilateral triangle, which was missing in the test suites for BC and CBC.

The four Each Choice adequate test suites resulting from experiments 4, 5, 6 and 7 lead to lower mutation score, statement, branch, term and DU coverage as compared to Base Choice variants. In these cases, using single annotations resulted in better quality than not using them. Choices annotated as single are the ones corresponding to invalid triangle inequalities. Using the annotations ensures that invalid triangle inequalities are exercised separately from other choice combinations; consequently, the remaining choices are better involved in interesting combinations, leading to higher control flow coverage and DU coverage and mutation score.

When those annotations are not used, the choices corresponding to invalid triangle inequalities are combined with choices for valid inputs which, because of the invalid inequality input, do not have a chance to exercise functionally interesting pieces of code.

Figure 9-4: Triangle Each Choice vs BC variants
ACTS with single annotations killed more mutants than CASA with single annotations with an additional test case. This made CASA (+s) and ACTS (+s) as candidates for comparison with Base Choice and its variants.

Base Choice variants perform better than Each Choice, regardless of configuration (tool, presence of single annotations), with little increased cost. Comparing with ACTS (+s) shows that improved mutation score is due to improved term coverage.

9.3.2.2 Triangle Pairwise vs BC variants

Comparing results of experiments 8, 9, 10 and 11 we again observe that using Single annotations pays off (Figure 9-5). The reason for this behaviour is explained in section 7.4.2. This is clearer for CASA than for ACTS: for ACTS, mutation score increases when using single annotations because of increased Term coverage. ACTS (+s) leads to equal DU coverage but higher mutation score than BC and CBC, at the same cost, even-though BC and CBC have identical statement and branch coverage and higher term coverage.
than ACTS but ACTS (+s) kills two more mutants than BC/CBC.

In addition to the fact that both the test suites kill non-inclusive set of mutants, we observe that BC and CBC lacks the test case for equilateral triangle which is present in the test suite for ACTS (+s), therefore all the mutants that are killed by ACTS (+s) and not by BC/CBC are related to equilateral triangle inputs. We observe that there is one mutant that is killed by ACTS (+s) but is not killed by CBC and ECBC. This mutant corresponds to test input selection for an isosceles triangle. The test input given to ACTS (+s) for an isosceles triangle is (4, 4, 3) whereas that given to CBC and ECBC is (3, 3, 5). When the code (b == c) is replaced by the mutant (b ≥ c), the input (4, 4, 3) kills the mutant whereas the input (3, 3, 5) cannot. Making a similar selection gives similar results. On the other hand, we also observe that all the mutants that are not killed by ACTS (+s) are killed by the BC and CBC. In terms of DU coverage, we observe that although both ACTS (+s) and BC/CBC test suites have the same DU coverage, a small number of pairs covered by both the test suites are non-overlapping. This is essentially because they have different term coverage resulting from different test cases. ACTS (+s) performs slightly worse than ECBC as the test suite it creates does not contain a test case for a scalene triangle: such a test requires a 3-way combination rather than a pairwise combination. Both ACTS and CASA cannot generate this test frame. ECBC does. It is for the same reason that ACTS (+s) does not cover three DU pairs which are covered by the ECBC test suite. Comparing the mutants killed by ECBC and ACTS (+s) we again observe that all the mutants that are not killed by ACTS (+s) are killed by ECBC.
9.3.2.3 Triangle 3-way vs BC variants

Similar to previous experiments, we observe that using Single annotations pays off both in terms of control flow coverage (all coverage criteria reach 100%), DU coverage (100%) and mutation score (e.g., from 84% to 87% with CASA):

Figure 9-6. BC and CBC are very close to 3-way, in terms of cost, mutation score and DU coverage (difference of three DU pairs), regardless of tool and presence of single annotations. ECBC outperforms all four test suites of 3-way, especially CASA and ACTS with single annotations, even though all test suites achieve 100% control flow coverage for all three coverage criteria.

ECBC has the same DU coverage, as it covers all 68 DU pairs similar to ACTS (+s) and CASA (+s). We observe that ECBC kills one more mutant than the mutants killed by CASA (+s), which is the best quality test suite among 3-way test suites. From a qualitative analysis we attribute this to the selection of test inputs. The ECBC test suite

<table>
<thead>
<tr>
<th></th>
<th>CASA (-s)</th>
<th>CASA (+s)</th>
<th>ACTS (-s)</th>
<th>ACTS (+s)</th>
<th>BC</th>
<th>CBC</th>
<th>ECBC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Data flow coverage (%)</td>
<td>95.6</td>
<td>100</td>
<td>95.6</td>
<td>100</td>
<td>95.6</td>
<td>95.6</td>
<td>100</td>
</tr>
<tr>
<td>Mutation Score (%)</td>
<td>84</td>
<td>87</td>
<td>85</td>
<td>86</td>
<td>84</td>
<td>84</td>
<td>87</td>
</tr>
<tr>
<td>Statement Coverage (%)</td>
<td>92.3</td>
<td>100</td>
<td>92.3</td>
<td>100</td>
<td>92.3</td>
<td>92.3</td>
<td>100</td>
</tr>
<tr>
<td>Branch Coverage (%)</td>
<td>90</td>
<td>100</td>
<td>90</td>
<td>100</td>
<td>90</td>
<td>90</td>
<td>100</td>
</tr>
<tr>
<td>Term Coverage (%)</td>
<td>87.5</td>
<td>100</td>
<td>87.5</td>
<td>100</td>
<td>91.7</td>
<td>91.7</td>
<td>100</td>
</tr>
<tr>
<td>Number of frames</td>
<td>13</td>
<td>11</td>
<td>13</td>
<td>11</td>
<td>10</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>Mutants alive</td>
<td>34</td>
<td>28</td>
<td>31</td>
<td>30</td>
<td>35</td>
<td>35</td>
<td>27</td>
</tr>
<tr>
<td>Mutants Killed</td>
<td>187</td>
<td>193</td>
<td>190</td>
<td>191</td>
<td>186</td>
<td>186</td>
<td>194</td>
</tr>
</tbody>
</table>
kills this specific mutant when the test inputs is (26, 5, 6): this is an invalid triangle which satisfies one triangle inequality (a>b+c); But by replacing (b+c) in the code with mutant (b*c) the inequality is not satisfied and the triangle becomes a valid triangle resulting in the killing of the mutant. In case of CASA (+s), the random values we give to the invalid triangle is (30, 3, 3) and these values cannot kill the mutant (b*c) since the inequality is still satisfied. Hence the mutant survives. Therefore, for the triangle case study the killing of the mutants is also affected by the test input selection. For instance, selecting the test inputs for an isosceles triangle impacts how the mutants are killed.

9.3.3 PackHexChar Case Study

All the results are compiled in Figure 9-7. We have only one version of CP specifications of PackHexChar because there are no Single annotations for choices in this case study. Similar to other case studies we used CASA and ACTS for the generation of test frames and we generated Each Choice, Pairwise and 3-Way adequate test suites. While generating 3-way adequate test suites, we were able to obtain the results with ACTS but the execution with CASA kept executing for more than 24 hours and we decided to terminate the execution. So, we are reporting on resulting from 3-way test suites obtained from ACTS only. The results in Figure 9-7 corresponds to experiment 1, 2, 3 (for BC variants) together with experiment 4 and 6 (Each choice), experiment 8 and 10 (Pairwise) and experiment 14 (3-way ACTS) in Table 9-II. The results are discussed in detail in sections 9.3.3.1, 9.3.3.2 and 9.3.3.3. MuClipse created 643 mutants for this case study and Ba-Dua observed 307 DU associations for the PackHexChar case study that has one class and nine methods. Figure 9-7 shows the percentage of total DU coverage for the whole class.
9.3.3.1 PackHexChar Each Choice vs BC variants

Both the Each Choice adequate test suites obtained from ACTS and CASA have comparable results (Figure 9-7). They have similar cost and similar control flow coverage. There is however a difference of about 1% in mutation score and data flow coverage. CASA has 1% lower mutation score but covers one additional DU association. An additional DU association is resulting from a specific test frame combination that is present in the CASA test suite but is missing in the ACTS test suite. This combination resulted in an RLEN substring where the first character is a non-hexadecimal. Although this resulted in a bit higher DU coverage, its effect is not very significant in killing mutants. ACTS however killed more mutants because it has a test input selection where hexadecimal character F exists in the RLEN substring. CASA lacks such an input selection.

![Figure 9-7: PackHexChar Each Choice vs Pairwise vs 3-way vs BC variants](image-url)

<table>
<thead>
<tr>
<th></th>
<th>EC_CASA</th>
<th>EC_ACTS</th>
<th>PW_CASA</th>
<th>PW_ACTS</th>
<th>3W_ACTS</th>
<th>BC</th>
<th>CBC</th>
<th>ECBC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data flow coverage (%)</td>
<td>75.2</td>
<td>74.9</td>
<td>80.1</td>
<td>80.1</td>
<td>80.1</td>
<td>71</td>
<td>77.2</td>
<td>80.1</td>
</tr>
<tr>
<td>Mutation Score (%)</td>
<td>77</td>
<td>78</td>
<td>81</td>
<td>81</td>
<td>82</td>
<td>76</td>
<td>79</td>
<td>82</td>
</tr>
<tr>
<td>Statement Coverage (%)</td>
<td>89.7</td>
<td>89.7</td>
<td>94.1</td>
<td>94.1</td>
<td>94.1</td>
<td>82.4</td>
<td>82.6</td>
<td>94.1</td>
</tr>
<tr>
<td>Branch Coverage (%)</td>
<td>78.3</td>
<td>78.3</td>
<td>82.6</td>
<td>82.6</td>
<td>82.6</td>
<td>69.6</td>
<td>80.4</td>
<td>82.6</td>
</tr>
<tr>
<td>Loop Coverage (%)</td>
<td>73.3</td>
<td>73.3</td>
<td>73.3</td>
<td>73.3</td>
<td>73.3</td>
<td>66.7</td>
<td>73.3</td>
<td>73.3</td>
</tr>
<tr>
<td>Term Coverage (%)</td>
<td>73.8</td>
<td>73.8</td>
<td>81</td>
<td>81</td>
<td>81</td>
<td>67.9</td>
<td>76.2</td>
<td>81</td>
</tr>
<tr>
<td>Number of frames</td>
<td>14</td>
<td>14</td>
<td>35</td>
<td>36</td>
<td>71</td>
<td>11</td>
<td>21</td>
<td>33</td>
</tr>
<tr>
<td>Mutants alive</td>
<td>147</td>
<td>141</td>
<td>116</td>
<td>118</td>
<td>110</td>
<td>152</td>
<td>129</td>
<td>111</td>
</tr>
<tr>
<td>Mutants Killed</td>
<td>496</td>
<td>502</td>
<td>527</td>
<td>525</td>
<td>533</td>
<td>491</td>
<td>514</td>
<td>532</td>
</tr>
</tbody>
</table>
Looking at BC variants, we observe that the control flow coverage, mutation score and DU coverage improves consistently from BC to CBC to ECBC. Because of the complexity of constraints (Table 9-I), the Base Choice test suite is not Each Choice adequate, thereby resulting in lower measurements than both CASA and ACTS. The CBC criterion resulted in an Each Choice adequate test suite while satisfying the constraints which resulted in better mutation score, DU coverage along with higher control flow coverage. The CBC test suite kills 12 to 18 more mutants than both the Each Choice test suites and covers 6 to 7 more DU pairs which are otherwise missed by Each Choice test suites. All these improvements however resulted from an additional cost of seven test cases.

ECBC test suite has control flow coverage, mutation score and DU coverage greater than the BC and CBC test suites and both the Each Choice test suites at a cost which is greater than all the above mentioned test suites. Therefore, clearly the BC variants (CBC and ECBC) performed better than Each Choice (ACTS/CASA) although at an additional cost.

9.3.3.2 PackHexChar Pairwise vs BC variants

Comparing the results of experiments 8 and 10 we observe that ACTS is slightly costlier than CASA with one additional test frame. The DU coverage and control flow coverage for both the test suites is similar. CASA however killed two more mutants than ACTS. On deeper mutation analysis, we observed that ACTS killed one mutant that is not killed by CASA or any of the BC variants. This mutant is killed only if the number of hexadecimal characters in the RLEN first characters is even but not 2 and there should be no non-hexadecimal character in the RLEN first characters. In other words, this specific
test frame results from a 3-way combination that is only present in ACTS and is absent in other BC variants. Since CASA is non-deterministic, other executions of CASA might generate this combination but we are relying on the first execution. CASA killed three more mutants that survived ACTS and the reason for their survival is a specific test input. For instance, when a test case specification required odd hexadecimal characters, we randomly opted for five characters for ACTS and three for CASA. These sorts of selections led to the survival of the mutants. Given different test input ACTS could also kill the three mutants that are killed by CASA.

Comparing the Pairwise adequate test suites with Base Choice variants we observe that the PW test suite performs better than the Base Choice and CBC test suites with a larger difference with the former but lesser difference with the latter. Comparing CASA with CBC, we observe that with about 40% more cost CASA kills just 2% more mutants and covers 3% more DU associations.

Comparing ECBC with PW test suites we observe that ECBC performs better than both the PW suites by killing 1% more mutants at a lesser cost (Figure 9-7). ECBC killed five more mutants than CASA with two lesser test frames and killed seven more mutants than ACTS with three lesser test frames. We further analyzed the mutants that are killed by ECBC but survived PW test frames. We observe that the difference is because of the test input selection. Although we ensure that all the test suites have input strings with hexadecimal characters from A to F, but we did not ensure the same in each RLEN substring. The presence of all the characters would also depend on the fact that the size of the RLEN substring should be greater than or equal to six in combination with other choices as per the constraints. The ECBC test suite has test inputs in RLEN substring that
range from A to F hexadecimal characters whereas both PW test suite have A to F characters in the input string but the RLEN substring closely missed F. It is because of this difference in test inputs that the ECBC test suite killed five more mutants than the CASA and ACTS test suites. Nevertheless, it is essential to know that ECBC obtained these results at a cost that is less than CASA and ACTS.

9.3.3.3 PackHexChar 3-way vs BC variants

As mentioned earlier, we have results of 3-way combinations only from ACTS. We did not get results from CASA, which exceeded 24 hours of execution without any outcome, so we terminated the execution. ACTS outperformed Base Choice and CBC in terms of mutation score, DU coverage and control flow coverage but at a cost that is tremendously higher. ACTS has 71 test frames compared to 11 for Base Choice and 21 for CBC (Figure 9-7)

We have interesting conclusions from the comparison of ACTS with ECBC. We observe that ACTS performs similarly to ECBC but with 71 test frames as compared to 33 test frames for ECBC. Both the ECBC test suite and ACTS test suite cover an equal number of DU associations (80.1%) and achieve equal control flow coverage (statement 94.1%, branch 82.6%, loop 73.3% and term 81%). There is however a difference of one mutant out of 643 which is killed by the ACTS test suite and which survived the ECBC test suite leading to a mutation score of 82%. This mutant, which is also killed by the ACTS Pairwise test suite (discussed in section 9.3.3.2), requires a specific three-way combination that exists in ACTS three-way but not in ECBC. Therefore, three-way by ACTS obtained all the comparable results at a cost that is 54% higher than ECBC.
The results from all the experiments for industrial case studies are compiled as one figure.

In Figure 9-8 the results of the experiments in the presence and absence of single annotations for both CASA and ACTS are similar. All the selection criteria except Base Choice result in 100% statement coverage because the Base Choice in the presence of constraints does not cover every permitted choice. Every choice is covered in CBC and ECBC, resulting in better coverage than Base Choice. The cost of the test suite is also comparable and no major difference is observed.

9.3.5 Industrial case study CS_L1_C

The quality of the test suite in the presence of Single annotations is better than in their absence for both combinatorial testing tools and for all selection criteria (Figure 9-9): e.g., 97% and 100% statement coverage for ACTS (-s) and ACTS (+s) respectively, for PW. Identifying single choices restricts their presence in other combinations, resulting in more opportunities for other choices to be involved in interesting combinations. The cost of test suites generated by CASA is always less than that of ACTS test suites,
regardless of configuration and criterion. We observe that CBC performs better than EC with CASA and ECBC performs better than EC in the absence of single annotation, i.e., when a regular application of a combinatorial testing tool is taken into consideration, for both CASA and ACTS.

A Pairwise and 3-way adequate test suite, in the presence or absence of single annotations performs better than Base Choice and its variants for this case study. The reduced coverage of CBC/ECBC as compared to PW is attributed to the fact that there can be more than one suitable candidate to be a base choice for each category in this CP specification; choosing one such base choice and applying BC/CBC/ECBC privileges this particular choice whereas PW does not and considers all the choices in the same way. As a result, selecting a particular choice as base choice results in fewer combinations involving this choice and other choices, resulting in lower coverage. Grindal et. al. [7] explain this phenomenon by stating that if there are too many candidates for base choice then PW is a better criterion to choose than BC. However, a qualitative analysis of the ECBC test suite shows, similarly to previous case studies, that its test frames show traits of not only pairwise but also 3-way and 4-way selection criteria. We observed that a

![Figure 9-9: CS_L1_C Each Choice vs Pairwise vs 3-way vs BC variants](image)

- Number of frames: 6 7 7 8 31 26 27 91 74 97 77 9 13 24
- Statement Coverage (%): 74 77 85 92 97 100 97 100 100 100 74 82 87
reason Pairwise test suites obtained from CASA (-s) and ACTS (-s) cannot reach 100% structural coverage was a specific missing combination of choices. +S with ACTS and CASA result in this combination and therefore 100% code coverage and so does 3-way.

We confirm the presence of this combination in the test suite generated using CBC and ECBC. Therefore, we conclude that the test suite generated using CBC and ECBC shows the presence of some important combinations of choices that are otherwise not possible in one single n-way selection criteria but can be obtained from a variable strength selection criterion.

### 9.3.6 Industrial case study CS_L2_A

For case study CS_L2_A we used three combinatorial testing tools; CASA, ACTS, PICT selected from our study [16] instead of the previous two tools. All three tools differ in the technique they use for the generation of test frames. There are no Single annotations for this case study, therefore we have results from 12 experiments which includes three different tools: Figure 9-10.

The cheapest of all the selection criteria, i.e., Each Choice, results in 100% statement

![Figure 9-10: CS_L2_A Each Choice vs Pairwise vs 3-way vs BC variants](image)
coverage for this case study, so all subsequent executions, for other selection criteria will help us study the cost of the test suite and compare it with BC and its variants. Since this case study is highly complex (see CP specification in Appendix C.11), the generation of test frames on the basis of Base Choice in the presence of constraints results in a lot of invalid test frames. These invalid frames are removed resulting in low code coverage since the resulting test suite is then not Each Choice adequate. However, with CBC and ECBC, since both criteria subsume Each Choice, the code coverage improved to 100%, although with almost double the cost as compared to Base Choice.

Comparing BC and its variants with Each Choice we observe that CBC and ECBC are more costly than Each Choice. However, comparing CBC and ECBC with Pairwise and 3-way, we observe that the cost of test frames generated using CBC and ECBC is significantly lower than that of Pairwise and 3-way.

If we compare the technologies for the generation of test frames, we observe that CASA is cheaper than ACTS and PICT for all three criteria. This can be attributed to the fact that CASA uses a metaheuristic technique for the generation of test frames whereas the other two use a greedy algorithm. On the other hand, CASA takes longer to generate test frames.

### 9.4 Discussion on research question

This section answers the research questions identified in section 9.1. We begin by selecting the best Each Choice, Pairwise and 3-way adequate test suites out of the four test suites (i.e., ACTS (-s) ACTS (+s), CASA (-s), CASA (+s)) for each case study as already discussed in the previous sections. The selected suite and BC is compared with CBC and ECBC. Finally, on the basis of results from all the case studies we draw our
final conclusions and answer the research questions. Figure 9-11, Figure 9-12, Figure 9-13, Figure 9-14 compile the results for mutation score, data flow coverage, number of test frames and control flow coverage obtained from the best test suite for all the case studies and the results are compared with CBC and ECBC. Figure 9-11 has results for mutation score and Figure 9-12 has the results for data flow coverage for only academic case studies, i.e., Triangle, NextDate and PackHexChar, since we could not perform mutation and data flow analyses on the proprietary software. Figure 9-13 has results for cost, i.e., number of test frames, for all the case studies. Figure 9-14 shows the results for control flow coverage for all the case studies. Recall that for academic case studies, we have three types of code coverage (statement, branch, term and loop coverage) and for industrial case studies, we have measurement for only statement coverage. For the purpose of representation on the graph and comparisons, we calculated the average of all the three types of coverage measures for academic case studies and represented them along with statement coverage obtained for industrial case studies.

<table>
<thead>
<tr>
<th></th>
<th>Each Choice</th>
<th>Pairwise</th>
<th>Triplet</th>
<th>Base Choice</th>
<th>CBC</th>
<th>ECBC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Next Date</td>
<td>54</td>
<td>75</td>
<td>78</td>
<td>60</td>
<td>71</td>
<td>78</td>
</tr>
<tr>
<td>Triangle</td>
<td>79</td>
<td>85</td>
<td>87</td>
<td>84</td>
<td>84</td>
<td>87</td>
</tr>
<tr>
<td>PackHexChar</td>
<td>78</td>
<td>81</td>
<td>82</td>
<td>76</td>
<td>79</td>
<td>82</td>
</tr>
</tbody>
</table>

Figure 9-11: Comparing mutation score of CBC and ECBC with other criteria
9.4.1 RQ1: How do CBC and ECBC perform as compared to BC

We observe (Figure 9-11, Figure 9-12, Figure 9-13, Figure 9-14) specifically for the Triangle case study, that CBC performs at least as well as BC. In the CP specification where base choices do not have constraints involving each other and a Base Choice adequate test suite is therefore Each Choice adequate (recall from the introduction that BC does not necessarily subsume EC), CBC yields results similar to BC. However, when base choices have constraints involving each other and their combinations as per the Base Choice criterion lead to invalid test frames thereby resulting in the removal of those frames from the test suite, CBC performs better than BC. ECBC subsumes CBC, and we observe that ECBC performs better than CBC.

Cost increases constantly from BC to CBC to ECBC: Figure 9-13. If base choices are not constrained and applying BC results in feasible test frames, then BC and CBC have the same cost: Triangle case study. If applying BC results in discarding choice combinations that are found infeasible, CBC costs more than BC (e.g., NextDate), but also has better effectiveness at finding faults than BC. In case of complex constraints, ECBC costs much more than CBC (e.g., CS_L2_A) whereas without complex constraints, ECBC is slightly more expensive than CBC (e.g., Triangle).

We observe in Figure 9-12 that the Data flow coverage of CBC is the same as BC when the BC adequate test suite is Each Choice adequate; otherwise, CBC covers more DU pairs than BC. Further, ECBC leads to greater data flow coverage than BC and CBC.

We observe (Figure 9-14) that control flow coverage constantly improves from BC to CBC to ECBC, except for Triangle where the BC adequate test suite is also EC
adequate. We see coverage improves to 100% from BC to ECBC for two case studies and a considerable improvement in the remaining two.

We conclude that the test suite generated using CBC always performs better in terms of mutation score, data and control flow coverage than BC with a higher cost when the test suite generated using BC is not Each Choice adequate (because of constraints). In case the BC adequate test suite is also EC adequate, CBC performs similarly to BC. A test suite generated using ECBC always performs better than those generated using CBC and BC with higher mutation score, data and control flow coverage but with higher cost. As mentioned previously, whether the increased performance is worth the increased cost is out of the scope of this thesis.

9.4.2 RQ2: How do CBC and ECBC perform as compared to EC

We compared the quality of CBC and ECBC adequate test suites with the best EC adequate test suite among the four suites generated by CASA and ACTS in the presence

<table>
<thead>
<tr>
<th>Each Choice</th>
<th>Pairwise</th>
<th>Triplet</th>
<th>Base Choice</th>
<th>CBC</th>
<th>ECBC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Next Date</td>
<td>62.5</td>
<td>81.9</td>
<td>84.7</td>
<td>63.9</td>
<td>73.6</td>
</tr>
<tr>
<td>Triangle</td>
<td>91.2</td>
<td>95.6</td>
<td>100</td>
<td>95.6</td>
<td>95.6</td>
</tr>
<tr>
<td>PackHexChar</td>
<td>74.9</td>
<td>80.1</td>
<td>80.1</td>
<td>71</td>
<td>77.2</td>
</tr>
</tbody>
</table>

Figure 9-12: Comparing Data flow coverage of CBC and ECBC with other criteria
and in the absence of single annotations, for each case study. In order to select the best test suite, similar to section 9.3, we gave highest priority to mutation score followed by control flow coverage, data flow coverage and cost.

The mutation score obtained with CBC is always better than that obtained with EC for the three academic case studies for which we measure mutation score (Figure 9-11). Similarly, ECBC kills more mutants than BC and CBC and performs better. CBC and ECBC always cover more DU pairs than the best Each Choice test suite (Figure 9-12). For the Triangle case study, the DU coverage improved to 100% for the ECBC test suite.

CBC and ECBC are always more costly than EC (Figure 9-13). We observe this result for all the case studies. The increased cost for CBC and ECBC is the result of deviation from base choices while satisfying the constraints. CBC and ECBC perform

![Figure 9-13: Comparing cost of CBC and ECBC with other criteria](image)

<table>
<thead>
<tr>
<th></th>
<th>Each Choice</th>
<th>Pairwise</th>
<th>Triplet</th>
<th>Base Choice</th>
<th>CBC</th>
<th>ECBC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Next Date</td>
<td>11</td>
<td>20</td>
<td>39</td>
<td>12</td>
<td>15</td>
<td>22</td>
</tr>
<tr>
<td>Triangle</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>10</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>PackHexChar</td>
<td>14</td>
<td>35</td>
<td>71</td>
<td>11</td>
<td>21</td>
<td>33</td>
</tr>
<tr>
<td>CS_L1_A</td>
<td>9</td>
<td>11</td>
<td>11</td>
<td>9</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>CS_L1_C</td>
<td>8</td>
<td>26</td>
<td>74</td>
<td>9</td>
<td>13</td>
<td>24</td>
</tr>
<tr>
<td>CS_L2_A</td>
<td>8</td>
<td>50</td>
<td>181</td>
<td>13</td>
<td>24</td>
<td>43</td>
</tr>
</tbody>
</table>
better than or equally to EC in terms of control flow coverage in five out of six case studies (Figure 9-14). For industrial case study CS_L1_C, CBC and ECBC cover less than EC. As explained in section 9.3.5, CS_L1_C is a better candidate for a combinatorial criterion than the Base Choice criterion (and variations) because more than one choice in each category is suitable for being a base choice. For such a CP specification, BC is not always useful.

We conclude that CBC and ECBC provide better test suite quality than EC, in terms of coverage and fault detection, at the expense of higher cost. One should however be careful since the performance of Base Choice, and its variations, depends on whether one can identify one unique base choice for each category.

![Figure 9-14: Comparing control flow coverage of CBC and ECBC with other criteria](image)

<table>
<thead>
<tr>
<th>Each Choice</th>
<th>Pairwise</th>
<th>Triplet</th>
<th>Base Choice</th>
<th>CBC</th>
<th>ECBC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Next Date</td>
<td>61.73</td>
<td>79.4</td>
<td>81.9</td>
<td>64.63</td>
<td>72.9</td>
</tr>
<tr>
<td>Triangle</td>
<td>88.53</td>
<td>89.93</td>
<td>100</td>
<td>91.93</td>
<td>91.93</td>
</tr>
<tr>
<td>PackHexChar</td>
<td>78.78</td>
<td>82.75</td>
<td>82.75</td>
<td>71.65</td>
<td>80.63</td>
</tr>
<tr>
<td>CS_L1_A</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>88.8</td>
<td>100</td>
</tr>
<tr>
<td>CS_L1_C</td>
<td>92</td>
<td>100</td>
<td>100</td>
<td>74</td>
<td>82</td>
</tr>
<tr>
<td>CS_L2_A</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>85</td>
<td>100</td>
</tr>
</tbody>
</table>
9.4.3 RQ3: How do CBC and ECBC perform as compared to PW?

We observe that CBC performs slightly worse than PW, whereas ECBC performs better than PW for the academic case studies. We conclude these results from mutation analysis (Figure 9-11) and data flow coverage (Figure 9-12).

The cost of CBC is in general significantly lower than PW (Figure 9-13), whereas the cost of ECBC is usually on par with that of PW unless the CP specification has complex constraints in which case ECBC is less expensive than PW, i.e., PackHexChar, CS_L1_C and CS_L2_A. Recall that for case studies where ECBC is more expensive than PW, we are considering the execution of PW in the presence of single annotations which are comparatively less expensive than the executions in their absence, in which case the cost would be at par with PW.

We observe (Figure 9-14) that for CS_L1_C case study, CBC and ECBC cover less than PW. We have already explained this difference in coverage in section 9.3.5. For NextDate and PackHexChar, CBC covers less than PW because of insufficient combinations among choices. For the other case studies, ECBC has coverage equal or greater than PW thereby showing that ECBC always performs better or equal to PW.

We conclude that the quality of a test suite created using CBC is equal to or lower than that created using PW at a smaller cost, unlike a test suite created using ECBC, which has a greater or equal quality, at comparable cost. A test suite generated using ECBC has greater mutation score, greater data flow coverage and greater or equal control flow coverage, and almost comparable cost, than a test suite generated using PW.
9.4.4 RQ4: How do CBC and ECBC perform as compared to 3-way?

CBC finds fewer faults and covers fewer DU associations than 3-way while ECBC finds exactly equal faults and covers exactly similar DU associations as 3-way (Figure 9-11, Figure 9-12), suggesting that ECBC has a behavior similar to a 3-way selection criterion.

The cost of CBC and ECBC is always lower than 3-way with one exception, when the CP specification is simple leading to one or two more test frames (Figure 9-13). For instance, for the NextDate case study, ECBC is 44% cheaper than 3-way and for PackHexChar, ECBC is 54% cheaper while producing the same mutation score, data and control flow coverage. For the industrial case studies, ECBC is much cheaper than 3-way: about three times cheaper for CS_L1_C and four times cheaper for CS_L2_A.

CBC covers less control flow than 3-way for academic case studies and covers equally to 3-way for industrial case studies with one exception (Figure 9-14). Remarkably, ECBC has shown results similar to 3-way for all but one case study, i.e., CS_L1_C. For CS_L1_C the code coverage of the ECBC test suite is lower than the 3-way test suite for the reason explained in section 9.3.5. For all other case studies ECBC has control flow coverage equal to 3-way.

We conclude that the quality of a test suite created using CBC is equal to or lower than that of a test suite created using 3-way, i.e., lower mutation score and data flow coverage, lower or equal control flow coverage with a reduced cost. The quality of a test suite created using ECBC is equivalent to 3-way, i.e., similar mutation score, similar data and control flow coverage but at a much lower cost than a 3-way test suite.
9.5 Conclusion

The Category Partition technique is a specification based software testing technique [4]. Various selection criteria have been defined for this technique for generating test frames. Unlike other criteria, the Base Choice criterion is based on domain knowledge, on the expertise of the user and generates tests which are different from other criteria [13]. The importance of the Base Choice criterion and the limited literature on constraint handling with this criterion led to the current work.

The original definition of the Base Choice criterion (BC) does not account for complex constraints on choices. We extended the definition of BC in two different ways, referred to as Constrained Base Choice (CBC) and Extended Constrained Base Choice (ECBC), to combine choices strategically as in the original definition of BC while considering constraints. By construction, CBC subsumes BC and ECBC subsumes CBC.

We selected six case studies, three academic and three industrial, from the case studies described in Chapter 5, for the evaluation of the proposed criteria. The case studies varied in terms of size of the CP specification and number and complexity of constraints. We conducted 15 experiments and obtained 15 test suites for four out of six case studies. These test suites were obtained by n-way selection criteria, which used different technologies for test frame generation (CASA and ACTS), Base Choice and its variants (BC, CBC or ECBC) and used two different versions of CP specifications that differed in the presence and absence of single annotations. In order to draw assertive conclusions, we compared the quality of the test suites obtained from the proposed criteria (CBC, ECBC) with that of the existing criteria (Base Choice, Each Choice, Pairwise, 3-way combinations). We conducted primarily a quantitative analysis of cost
(i.e., number of test frames) and effectiveness at covering the source code (control and data flow) and at detecting faults, and complemented it with a qualitative analysis. We summarize our observations as follows:

- CBC and ECBC perform better than BC when a BC adequate test suite, because of inadequately handled constraints, is not Each Choice adequate. In case BC covers each choice of the CP specification, CBC performs similarly to BC, and ECBC continues to perform better. CBC and ECBC always perform better than Each Choice in terms of control and data flow coverage and fault detection, although at an additional, reasonable cost.

- For those case studies where it is easier to choose one appropriate choice as base choice in each category of the CP specification, ECBC performs better than Pairwise with better mutation score, control and data flow coverage with similar cost. ECBC performs equally to Pairwise where Each Choice is capable of 100% code coverage. For such CP specifications, ECBC performs equally to 3-way with similar mutation score, control and data flow coverage, though at a potentially significantly lower cost.

- We also observe that the quality of test frames obtained for a CP specification with Single annotations on select choices is better than when Single annotations are not used. We also observed a reduced cost when Single annotations are used in the CP specification for the Pairwise and 3-way criteria.

- We further performed a qualitative analysis and observed that some of the test frames generated by CBC and ECBC are never generated by Pairwise and on further investigation we discovered that they were generated by 3-way. Therefore,
we can conclude based on our study that CBC and more so ECBC exercise pairs and triplets one can find with 2-way and 3-way criteria, showing that the proposed criteria produce results similar to Variable Strength Covering Arrays [65] without incurring additional cost in terms of number of test frames.

- We used two combinatorial testing tools for the generation of test frames. We conclude that CASA, which is based on a metaheuristic technique, generates the same or smaller number of test frames than ACTS, which is based on a greedy algorithm.
Chapter 10 — Threats to validity

We foresee some threats to validity to the orchestrated survey that we performed in Chapter 4. We believe that the list of tools/algorithms we have identified (see complete list in appendices A.1 and A.2) is the most extensive one until March 2014, and definitely more extensive than the literature we surveyed at the time. We cannot however ignore the possibility of missing a tool or algorithm. One threat that we foresee in our work is that if a specific tool/algorithm is not compared, referred to or mentioned in a surveyed work, thesis or website there are chances that we have missed it. We however believe the risk is small since we captured publications by the main actors in the field.

While assigning a suitable category to a technique used by the algorithm for generating a combinatorial test suite, we encountered situations when the algorithms were not mentioned in detail or not mentioned at all. When we could not find the algorithms we have categorized them as “information not available”, and for some research papers, which lacked proper explanations, we made the nearest possible guess for the type of algorithm. Data may therefore not be entirely accurate. We however show there are a very few number of those occurrences and therefore the threat to our general observations and conclusions is small.

While looking for the maximum strength a tool supports we have considered two types of research work: work in which that tool/algorithm is proposed and the work in which that specific tool is used for comparison. Whichever strength is greater has been included in our analysis. We are aware of the fact that even while making an extensive search we might have missed some research work which would have given us a yet higher strength for a specific algorithm/tool. That can be a threat to the validity of our
work. In addition to that the tools/algorithms proposed after March 2014 have not been included. Last, we detailed our measurement framework and we believe our characterizations are robust enough to be reliable, thus leading to trustworthy results. Our report includes the search and analysis procedures, which should allow replications, for instance to update the search beyond 2014.

Similar to any experimental study our experimental work in Chapter 7 and Chapter 9, which is based on the academic and industrial case studies discussed in Chapter 5 and proposal of new criteria in Chapter 8, is also prone to validity threats. We discuss those threats in light of the framework proposed by Wohlin et. al. [129].

We foresee some internal validity threats to our work. This threat can occur when the outcome of the experiment is not impacted by the experimental set up but is caused by factors, which cannot be controlled during the experimental setup. The first internal validity threat we foresee is the non-deterministic results produced by CASA for test frame generation, i.e., each execution can lead to different test frames leading to better or worst results. All our results are based on one (the first) execution of CASA. We however used ACTS, which gives deterministic results, to compensate for CASA’s non-determinism and we observed that results do not differ very significantly. We documented observed differences in results. Furthermore, we used different case studies, both academic in nature and provided by our industry partner, of varying complexity; we used different measures of test suite quality.

Another internal validity threat can be the selection of test inputs. We were very careful when selecting input values. We created priority classes to ensure the test inputs were selected as systematically as possible in an attempt to avoid introducing a bias. We
were very careful in reporting as many deviations as possible and explaining them through qualitative analyses. We however made some arbitrary decisions, although in permissible limits in Chapter 9, which resulted in varied mutation scores. We accompanied such results with explanations describing the reasons for those deviations. In fact, we were very careful in reporting as many deviations as possible. There could have been other factors, which we might have missed although we were very cautious when conducting the experiments.

There can be threats to conclusion validity in the present work. These threats correspond to the inability to draw valid conclusions. One reason for such a threat can be insufficient data to draw valid conclusions. In order to minimize this threat, along with academic case studies, which are well known to the testing community, we also selected industrial case studies provided by our industry partner Ericsson Inc. so that the results are outcome of a real scenario. These case studies have varied complexity in terms of constraints and the characteristics of CP specifications that reduces the threat to this validity. Further, in order to draw assertive conclusions, we compared our proposed criteria with the best quality test suite as discussed in Chapter 9, so our results are based on the outcome of four test suites rather than one and we concluded on the basis of trends observed from all of them. We also confirmed quantitative results with qualitative analysis.

Another threat to conclusion validity can be the variations in results that can be obtained when using CBC. Recall that during the prescriptive use of the criterion a decision is made at one point to make an initially infeasible test frame feasible by minimally changing it and there might be alternative series of changes to achieve this
goal. The alternatives may lead to different structural (control or data flow) coverage results, to different fault detection results; yet, using CBC only asks that one alternative be chosen. Only additional experiments will tell us the extent, if any, of this threat. There is no such threat when using ECBC since all the alternatives are investigated and considered. Another threat to conclusion validity can be the non-determinism of CASA. Different sets of test frames generated by CASA could have led to different conclusions. In order to combat this threat we used ACTS along with CASA which is representative of different technologies for the generation of test frames and concluded the results on the basis of more than one selection criteria (Each Choice etc.), used different surrogate measures for test suite quality and drove conclusions on the basis of similar trend.

Another threat to conclusions validity can be based on the implementation of the functionality and the outcomes of the test execution on the implemented functionality. If the source code is not robust to handle out-of-bound values either because of the requirement of the module or because of a poor design and implementation, the results and hence the conclusion can vary.

Construct validity is concerned with the way we defined our measurements. The number of test frames (i.e., test cases) and code coverage are reliable and established measurements of test suite quality. For measuring fault detection effectiveness, we used mutations. There can be concerns whether these mutants are representative of real faults. In order to reduce this threat we used both class and method level mutants. There is support in literature [118] which limits the likelihood of this threat [116]. Another threat can be the selection of equivalent mutants. We selected those mutants that were not killed by any test case as equivalent mutants. We also accompanied the decisions for the
selection for equivalent mutants with proper documentation where possible. The execution of our experiments using different selection criteria and different tools has led to a large number of test suites. Since all these test suites left alive the same set of mutants we argue that there are very weak chances that we have made an incorrect selection for equivalent mutants. This procedure to identify and discard equivalent mutants has been used by others before us [118]. Another threat related to mutation analysis can be the presence of redundant mutants. Redundant mutants can result in an increased runtime during mutation analysis or can lead to a mutation score which is not representative of the actual number of mutants killed [130]. Our work compares the test suite obtained using different selection criteria. A redundant mutant, if present, will impact the result of every test suite but the comparison will still come out to be the same. Another possible threat to construct validity is related to the limited amount of structural coverage we were able to collect with the industry case studies. Fortunately, results from academic case studies, for which we have much more coverage information, overall match results from industry case studies. Another threat to the measurement of structural coverage is the use of different code coverage tool for academic and industrial case studies. Due to proprietary concerns, we could not use CodeCover for industrial case studies.

There can be threats to external validity as well. These threats are related to the external aspects of the experiments that can limit the generalizations of the results. This threat is mainly related to the case studies selected for performing the experiments and the CP specifications derived for them. For this reason, we selected academic and industrial case studies and found that the results are in agreement. Therefore, there are
good chances of generalization, though additional experiments are needed. Further, there can be various ways of deriving a CP specification for a system, for instance depending on the expertise of the tester. A tester can annotate different error or single choices based on a CP specification and the requirements of the system. We tried to be as comprehensive as possible while creating CP specifications and while assigning constraints among choices and selecting error and single choices. But there can still be differences in the decisions made by testers, which could lead to different results and hence different conclusions. We also acknowledge that the CP specifications can be improved to account for better code coverage and hence better results for one of the case studies i.e., NextDate. This improvement will be mainly to support robustness testing; which can be an outcome of the extension of the Category Partition technique.

We foresee one threat to external validity in the selection of base choices. In the definition of CBC and ECBC, we mentioned that the first test frame, which is formed with the combination of base choices, should be a valid test frame. However, in larger systems with many categories and choices, the tester/expert might select base choices that cannot be combined with one another. Although this goes against the intuition of the expert, we consider this as a threat to validity. In practice, a software tool can automatically detect an infeasible combination of base choices.
Chapter 11 – Conclusions and Contributions

The Category Partition (CP) method is a specification based software testing technique [4]. The process of applying CP begins by identifying parameters (and environment variables), categories and choices for a system under test. Since the technique is based on the expertise of the test engineer, one might begin by identifying a lot of categories and choices which when combined to form test frames generate an innumerable number of test frames which are infeasible if the choices are not competently constrained. The analysis of the quality of the test suite containing infeasible frames, in the present work, shows that they result in low fault detection, low code coverage and large cost. In order to combat this issue Ostrand and Balcer [4] suggest to introduce constraints among choices together with annotating some choices as Single or Error, since this will ensure that the test frames are not redundantly testing the same combinations which are perhaps infeasible.

But a question remains unanswered in the literature: “How much of these constraints (Error, Single and Constraints among choices) are enough?” We decided to answer this question.

Contribution 1: The basis of our evaluation is three industrial and two academic case studies, two selection criteria, two/three technologies for the generation of test frames and twelve experiments. We conclude that for defensive programming code if one constraint is to be used, Error annotations are most effective and if a tester decides on a pair of constraints, a pair of Single and Error annotations is most effective. For code with no defensive programming, Single annotations perform well regardless of the presence of constraints among choices, provided Single annotations are selected wisely. We also
conclude that the number of test cases contributing to test suite effectiveness, i.e., the number of frames contributing to the killing of mutants, increases as more constraints are introduced hence reducing the number of useless test frames.

Therefore, we conclude that, for software with or without good error handling code, specifying all kinds of constraints, i.e., Single, Error (for error handling code) and constraints among choices, certainly results in better quality (better fault detection, control and data flow coverage and reduced test suite cost) than without using these constraints at all. However, if a test engineer has limited resources and the functionality of the system allows her to meticulously annotate Single and Error choices, she is likely to obtain an equally effective test suite with these annotations.

**Contribution 2:** We also contribute by recognizing, based on one of our case studies, that the current definition of Category Partition technique is inadequate for extended robustness testing. We suggest that the CP technique can be extended by introducing specifications (categories and choices) for robustness, similar to the current definition where we have specifications based on the functionality. This extension can be similar to the extension of the use case model with negative use cases called Misuse cases [131].

**Contribution 3:** We conclude from the experiments that the cost of the test suite depends on three factors: **combination strength, number of choices per category and complexity of the constraints.** We conclude that specifying complex constraints and a large number of Single or Error choices results in an increased cost when the Each Choice (strength = 1) selection criterion is used. However, if the Pairwise criterion (strength = 2) is used with Single and Error annotations, the cost increases if there are
few choices per category and vice versa. If the Pairwise criterion is used with constraints among choices, the cost depends on two factors: the complexity of constraints in the CP specification and the number of choices per category. If there is more than one choice involved in four or more constraints and there is more than one n-tuple constraint, where n=>3, then there are chances that the number of test frames generated in the presence of constraints will be more than those generated in their absence. Further, if the number of choices per category is small, cost is high. This study can help a tester decide the tradeoff between the complexity of constraints and the size of the test suite.

Numerous selection criteria can be used for the generation of test frames as mentioned in literature [7, 47, 58]. Unlike other criteria, the Base Choice criterion is based on domain knowledge, on the expertise of the user and generates tests which are different from other criteria [13]. The importance of the Base Choice criterion and the limited literature on constraint handling with this criterion drives the next contributions.

**Contribution 4:** The Base Choice criterion uses the base choice for each category to form one test frame, which we refer to as base test frame. Other test frames are then created by moving away from the base choice, one choice at a time. This original definition of the criterion does not account for complex constraints. We extended the definition of the Base Choice (BC) criterion in two different ways, referred to as **Constrained Base Choice (CBC)** and **Extended Constrained Base Choice (ECBC)**, to combine choices strategically as in the original definition of BC while taking constraints into consideration. Briefly, the choices affected by constraints are also changed to their respective non-base choice in order to satisfy the constraints. There can be scenarios where the choices have complex constraints: e.g., ORs among the choices. CBC selects
any one candidate among the ORs such that it results in minimum change to other base choices. ECBC however selects all the OR candidates and forms multiple test frames. By construction, CBC subsumes BC and ECBC subsumes CBC. Also, CBC subsumes Each Choice.

**Contribution 5:** We selected six case studies, three academic and three industrial, for the evaluation of the proposed CBC and ECBC criteria. The case studies varied in terms of size of the CP specification and number and complexity of constraints. We conducted 15 experiments and obtained 15 test suites for each case study. These test suites were either obtained by n-way selection criteria, which used different technologies for test frame generation (CASA and ACTS) or Base Choice and its variants, i.e., BC, CBC or ECBC. We compared the results obtained from CBC and ECBC with the best results from two combinatorial testing tools (CASA and ACTS), when they were performing as combinatorial tools (in the absence of Single annotations) or when they are used to handle CP specific features (in the presence of Single annotations). We conclude that CBC and ECBC perform better than BC when a BC adequate test suite is not Each Choice adequate because of inadequately handled constraints. Further, we conclude that CBC and ECBC always perform better than Each Choice in terms of code (control and data flow) coverage and fault detection, although at an additional, reasonable cost.

For those case studies where it is easier to choose one appropriate choice as base choice in each category of the CP specification, ECBC performs better than Pairwise and equally to 3-way with similar mutation score and control and data flow coverage, though at a potentially significantly lower cost. However, ECBC performs equally to Pairwise when Each Choice is capable of 100% code (statement) coverage. From our qualitative
analysis we conclude that CBC and ECBC generate test frames which are present in Pairwise and 3-way adequate test suites hence showing results similar to variable strength covering arrays [65] without incurring additional cost in terms of number of test frames.

**Contribution 6:** Implementing the CP technique on large systems results in large number of categories (parameters) and choices (values). The choices are then combined, automatically, using Covering Array generation algorithms to generate test frames. Covering arrays come in various forms and have various capabilities and it is difficult to identify which covering array generation technique is the most suitable to the problem of generating test cases for the Category Partition technique. There are some characteristics specific to the CP technique and we could not find suitable literature to make informed decisions. Therefore, we performed an orchestrated survey on the available tools and algorithms for combinatorial test frame generation. Using our selection procedure, we obtained 75 tools and algorithms and categorized them on the basis of comparison criteria which are more specific to the CP technique. Our comparison framework allowed us to make a number of observations, e.g., on selection criteria support or constraint support of each tool or algorithm.

We observe that although metaheuristic, adaptive random/adhoc and algebraic techniques form a smaller part of the tool supporting covering array construction, they are equally focused on advance features for creating covering arrays as greedy based technologies. On the other hand, tools/algorithms based on greedy techniques are plenty in number, which can be attributed to the fact that they are flexible to implement. They support large system configurations including constraints, selection criteria, mixed
covering arrays and higher strengths, which is an essential requirement for software testing.

**Contribution 7:** The thesis also contributes a large number of experiments conducted using different case studies (academic and industrial), using different constraints representations (for different combinatorial testing tools), using different selection criterion and different test frame generation algorithms. We conclude, based on these experiments that, a metaheuristic technique generates a smaller number of test frames than a technique based on a greedy algorithm but in a greater amount of time, which was evident in the case study with complex constraints. We also conclude, similar to many before us, that the results obtained from ACTS are deterministic whereas those obtained from CASA are not and these results have an impact on the quality of the test suite.

**Contribution 8:** We also conclude on the implementation of the Category Partition technique on the industrial case studies that we obtained from Ericsson Inc. We implemented the CP technique on 11 real industrial case studies and compared the results of the CP generated test suite with the test suite created by the engineers at Ericsson using no formal specification based technique. We observed that the statement coverage improved with the implementation of the CP technique from 92.4 % to 95.6 %. On the other hand, the cost reduced drastically. The total number of test cases in the original test suite was 966 and with the CP technique the number of test cases came down to 81, which is a 91.6 % reduction in cost. We also conclude that since the industrial case studies have choices, which mostly take discrete values, the quality of the test suite can largely depend on the selection of a test frame generation algorithm.
**Future Work**

There is of course a lot that remains to be done to better understand the criteria we have introduced in this thesis as well as the Category Partition testing technique as a whole. Almost every aspect of its use, as illustrated earlier in the thesis in Figure 1-2, which we repeat in Figure 11-1 for convenience, should be subject to further investigations. Future work should at least include replications of the experiments we conducted for this thesis, attempting to address the threats to validity (e.g., additional case studies, consistent coverage measurement). Tools to support the (semi) automated use of CP should also be studied (decision 4 in Figure 11-1).

We have scratched the surface of a couple of variation points in the use of CP, specifically, criteria to produce test frames (decisions 3 in Figure 11-1). We have introduced two new criteria (CBC and ECBC) for the generation of test frames. The test suite obtained using these criteria show different n-way combinations. A future work can be a study of Pairwise and 3-way adequacy of the test suite obtained using the new criteria. Another extension to CBC and ECBC can be their support for Single annotations, so as a future work, CBC and ECBC can be extended to handle Single annotations. We have also suggested an extension of CP technique to support extended robustness testing. A future work can be such an extension for safety critical systems and more experiments to observe the results of the extension.

Another future work can be a study of the impact of the initial CP specification (decisions 1 and 2 in Figure 11-1) on the quality of the test suite. We predicted three factors that impact the cost of a test suite when Error annotations, Single annotations and constraints among choices are used in a CP specification. One of these factors is the
number of choices per category for which we did not give any accurate threshold value. Researching on accurate threshold values can be an extension to this work. The selection of input values satisfying the conditions imposed by test frames (decision 5 in Figure 11-1) can also be a future work, among other.

Figure 11-1 Different decisions made while implementing the Category Partition technique
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Appendix A An Orchestrated survey on the available algorithms and tools for combinatorial testing

A.1 List of tools/algorithms for generating test suites using combinatorial testing categorized on the basis of techniques

<table>
<thead>
<tr>
<th>Generation Strategy</th>
<th>Greedy Techniques</th>
<th>Meta heuristic Techniques</th>
<th>Adaptive Random Techniques</th>
<th>Hybrid Techniques</th>
<th>Algebraic Techniques</th>
</tr>
</thead>
</table>
| Test Based Generation | • AETG Web Service [12, 75, 80]  
• Test Case Generator [132]  
• mAETG_SAT [15, 41]  
• ATGT[37]  
• PICT [21]  
• PictMaster[133]  
• Exhaustive search-Intelligent Test case handler (WHITCH)[134]  
• Jenny [105]  
• Test Vector Generator (TVG) [135, 136]  
• GVS [103]  
• Union [50]  
• Greedy [137]  
• Density [138]  
• ReqOrder in [139]  
• CATS [140]  
• Deterministic density algorithm [141]  
• Density Based Greedy [142]  
• DA-RO[143]  
• DA-FO [143]  
• ITTDG [104]  
• AURA [144]  
• Sequence Covering Array | • Particle Swarm Based Algorithm (OTAT)[151]  
• Extremal optimization based algorithm [152]  
• CASA [15, 20, 53]  
• Genetic Algorithms–GAPTS [153]  
• Genetic Algorithm Based [154, 155]  
• GA based -P WiseGen[156]  
• Ant Colony algorithms[154]  
• Ant Colony System(ACS) [157]  
• Harmony search strategy [65]  
• Particle Swarm Test Generator VS-PSTG [85]  
• HSTCG [158]  
• Tabu Search [159] | • IRPS [160]  
• R2Way [94]  
• ART-CT [93]  
• Distance Based Technique [79]  
• AllPairs [95] | • Greedy Algorithm with Hill Climbing [86]  
• Greedy Algorithm with Simulated annealing [86]  
• Greedy Algorithm with Great Flood [86]  
• Greedy Algorithm with Tabu Search [86] |
<table>
<thead>
<tr>
<th>Generation Strategy</th>
<th>Greedy Techniques</th>
<th>Meta heuristic Techniques</th>
<th>Adaptive Random and Adhoc Techniques</th>
<th>Hybrid Techniques</th>
<th>Algebraic Techniques</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Particle Swarm Based Algorithm(OPAT) [151]</td>
<td>IPOD (IPOG and Algebraic Technique) [81]</td>
<td>Augmented Annealing-combines Simulated Annealing and Algebraic Technique [75, 96]</td>
<td>Tconfig [88]</td>
</tr>
<tr>
<td>Parameter based generation</td>
<td>PairTest [84], ParaOrder [138]</td>
<td>ACTS [19], tTuples [106], CTWC [107], MIPOG [161], VpTag [162], TConfig (IPO based) [163], EXACT [164, 165], Branch and Bound [166]</td>
<td>Test Cover [168], Algebraic method [169]</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### A.2 Tools/algorithms found with no technical information

<table>
<thead>
<tr>
<th>S.no</th>
<th>Name of Tool Algorithm</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>T-Gen -SYS/3 - a Software Development Tool</td>
<td>[92]</td>
</tr>
<tr>
<td>2</td>
<td>Hexawise</td>
<td>[170]</td>
</tr>
<tr>
<td>3</td>
<td>ProTest</td>
<td>[171]</td>
</tr>
<tr>
<td>4</td>
<td>SmartTest</td>
<td>SmartTest [172]</td>
</tr>
<tr>
<td>5</td>
<td>ATD</td>
<td>[100]</td>
</tr>
<tr>
<td>6</td>
<td>BenderRBT</td>
<td>BenderRBT [173]</td>
</tr>
<tr>
<td>7</td>
<td>Teases</td>
<td>[174]</td>
</tr>
</tbody>
</table>
## A.3 Selection criteria supported by each tool/algorithm

<table>
<thead>
<tr>
<th>S. No</th>
<th>Algorithm/tool</th>
<th>Each Choice</th>
<th>Base Choice</th>
<th>Variable Strength</th>
<th>Uniform strength</th>
<th>Input output based</th>
<th>Distance based</th>
<th>Random Input</th>
<th>All Combinations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>AETG Web Service [12, 75, 80]</td>
<td></td>
<td></td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>PairTest [84]</td>
<td></td>
<td></td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>mAETG SAT [15, 41]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>ATGT [37]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>ACTS [19]</td>
<td></td>
<td></td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>tTuples [106]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Particle Swarm Based Algorithm (OTAT) [151]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Extremal optimization based algorithm [152]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>CASA [15, 20, 53]</td>
<td></td>
<td></td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Particle Swarm Based Algorithm (OPAT) [151]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>CTWC [107]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>PICT [21]</td>
<td></td>
<td></td>
<td>Yes (weights)</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>MT2Way [149]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>EPS2way [150]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>IRPS [160]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>G2way [148]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>GTWay [102]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>Intelligent Test case handler (WHITCH) [134]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>Jenny [105]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>Test Vector Generator (TVG) [135, 136]</td>
<td></td>
<td></td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>Tconfig [88]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>TConfig (IPO based) [163]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>GVS [103]</td>
<td></td>
<td></td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>Union [50]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>Greedy [137]</td>
<td></td>
<td></td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>ReqOrder in [139]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>Density [138]</td>
<td></td>
<td></td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>ParaOrder [138]</td>
<td></td>
<td></td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>Genetic Algorithms [154, 155]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>Ant Colony algorithms [154]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S. No</td>
<td>Algorithm/tool</td>
<td>Each Choice</td>
<td>Base Choice</td>
<td>Variable Strength</td>
<td>Uniform strength</td>
<td>Input based</td>
<td>output based</td>
<td>Distance based</td>
<td>Random Input</td>
</tr>
<tr>
<td>-------</td>
<td>----------------</td>
<td>-------------</td>
<td>-------------</td>
<td>-------------------</td>
<td>------------------</td>
<td>-------------</td>
<td>--------------</td>
<td>----------------</td>
<td>--------------</td>
</tr>
<tr>
<td>31</td>
<td>Genetic Algorithm - GPTS [153]</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>Ant Colony System(ACS) [157]</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>Greedy Algorithm with Hill Climbing [86]</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>Greedy Algorithm with Simulated annealing [86]</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>Greedy Algorithm with Great Flood [86]</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>Greedy Algorithm with Tabu Search [86]</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>37</td>
<td>Combinatorial Test Services (CTS) [167]</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>38</td>
<td>Augmented Annealing-combines Simulated Annealing and Algebraic Technique [96]</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>39</td>
<td>IPOD (IPOG and Algebraic Technique) [81]</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>CATS [140]</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>41</td>
<td>Test Cover [168]</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>42</td>
<td>Algebraic method [169]</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>43</td>
<td>Deterministic density algorithm [141]</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>44</td>
<td>Density Based Greedy [142]</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>DA-RO [143]</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>46</td>
<td>DA-FO [143]</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>47</td>
<td>Test Case Generator [132]</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>48</td>
<td>R2Way [94]</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>49</td>
<td>ART-CT [93]</td>
<td>Yes</td>
<td></td>
<td>Yes</td>
<td></td>
<td></td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>MIPOG [161]</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>51</td>
<td>ITTDG [104]</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>52</td>
<td>AURA [144]</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>53</td>
<td>Harmony search strategy [65]</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>54</td>
<td>Particle Swarm Test Generator VS-PSTG [85]</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55</td>
<td>HSTCG [158]</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>56</td>
<td>EXACT [164, 165]</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>57</td>
<td>Branch and Bound [166]</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>58</td>
<td>Tabu Search [159]</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>59</td>
<td>Distance Based Technique [79]</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>T-Gen SYS/3 - a Software Development Tool [92]</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>61</td>
<td>Sequence Covering Array Generator [145]</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S. No</td>
<td>Algorithm/tool</td>
<td>Each Choice</td>
<td>Base Choice</td>
<td>Variable Strength</td>
<td>Uniform strength</td>
<td>Input based</td>
<td>output based</td>
<td>Distance based</td>
<td>Random Input</td>
</tr>
<tr>
<td>-------</td>
<td>--------------------</td>
<td>-------------</td>
<td>-------------</td>
<td>------------------</td>
<td>------------------</td>
<td>-------------</td>
<td>--------------</td>
<td>----------------</td>
<td>--------------</td>
</tr>
<tr>
<td>62</td>
<td>Hexawise [170]</td>
<td></td>
<td></td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63</td>
<td>QICT [146]</td>
<td></td>
<td></td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>Cascade [147]</td>
<td></td>
<td></td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65</td>
<td>AllPairs [95]</td>
<td></td>
<td></td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>66</td>
<td>ProTest[171]</td>
<td></td>
<td></td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>67</td>
<td>VpTag[162]</td>
<td></td>
<td></td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>68</td>
<td>PictMaster[133]</td>
<td></td>
<td></td>
<td>Yes (weights)</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>69</td>
<td>SmartTest [172]</td>
<td></td>
<td></td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>70</td>
<td>ATD [100]</td>
<td></td>
<td></td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>71</td>
<td>BenderRBT [173]</td>
<td></td>
<td></td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>72</td>
<td>IBM Focus [91]</td>
<td></td>
<td></td>
<td>Yes (weights)</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>73</td>
<td>P WiseGen[156]</td>
<td></td>
<td></td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>74</td>
<td>VarDens [51]</td>
<td></td>
<td></td>
<td>Yes*</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>75</td>
<td>Teases [174]</td>
<td></td>
<td></td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* Information Not Available
### A.4 Maximum coverage strength support

<table>
<thead>
<tr>
<th>S.No</th>
<th>Algorithm/tool</th>
<th>Maximum Strength support (t)</th>
<th>Configurations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>AETG Web Service [12, 75, 80]</td>
<td>2</td>
<td>MCA(N, t, 4^1, 3^9, 2^35)</td>
</tr>
<tr>
<td>2</td>
<td>PairTest [84]</td>
<td>2</td>
<td>MCA(N, t, 4^1, 3^9, 2^35)</td>
</tr>
<tr>
<td>3</td>
<td>mAETG SAT [15, 41]</td>
<td>3</td>
<td>CCA(N, t, 2^18, 3^8, 4^1, 5^1, 6^1, F)</td>
</tr>
<tr>
<td>4</td>
<td>ATGT[37]</td>
<td>2</td>
<td>MCA(N, t, 4^1, 3^9, 2^35)</td>
</tr>
<tr>
<td>5</td>
<td>ACTS [19]</td>
<td>6</td>
<td>MCA(N, t, 10^2, 4^1, 3^2, 2^7)</td>
</tr>
<tr>
<td>6</td>
<td>tTuples [106]</td>
<td>6</td>
<td>MCA(N, t, 4^5, 2^13)</td>
</tr>
<tr>
<td>7</td>
<td>Particle Swarm Based Algorithm(OTAT) [151]</td>
<td>2</td>
<td>MCA(N, t, 4^1, 3^9, 2^35)</td>
</tr>
<tr>
<td>8</td>
<td>Extremal optimization based algorithm [152]</td>
<td>2</td>
<td>CCA(N, t, 2^18, 3^8, 4^1, 5^1, 6^1, t)</td>
</tr>
<tr>
<td>9</td>
<td>CASA [15, 20, 53]</td>
<td>3</td>
<td>CCA(N, t, 3^1, 2^4,F)</td>
</tr>
<tr>
<td>10</td>
<td>Particle Swarm Based Algorithm (OPAT) [151]</td>
<td>2</td>
<td>MCA(N, t, 4^1, 3^9, 2^35)</td>
</tr>
<tr>
<td>11</td>
<td>CTWC [107]</td>
<td>5*</td>
<td>Information Not Available</td>
</tr>
<tr>
<td>12</td>
<td>PICT [21]</td>
<td>6</td>
<td>VSCA(N,3,3^15{CA(6,3^9)})</td>
</tr>
<tr>
<td>13</td>
<td>MT2Way [149]</td>
<td>2</td>
<td>CA(N, t, 3^6)</td>
</tr>
<tr>
<td>14</td>
<td>EPS2way [150]</td>
<td>2</td>
<td>CA(N, t, 3^6)</td>
</tr>
<tr>
<td>15</td>
<td>IRPS [160]</td>
<td>2</td>
<td>MCA(N, t, 5^1, 3^8, 2^2)</td>
</tr>
<tr>
<td>16</td>
<td>G2way [148]</td>
<td>2</td>
<td>MCA(N, t, 5^1, 3^8, 2^2)</td>
</tr>
<tr>
<td>17</td>
<td>GTWay(OTAT iterative) [102]</td>
<td>&lt;=12</td>
<td>MCA(N, t, 10^2, 4^1, 3^2, 2^7)</td>
</tr>
<tr>
<td>18</td>
<td>Intelligent Test case handler (WHITCH) [134]</td>
<td>6</td>
<td>VSCA(N, 2, 10^3, 9^1, 8^1, 7^1, 6^1, 5^1, 4^1, 3^1, 2^1, {MCA(6, 7^1, 6^1, 5^1, 4^1, 3^1, 2^1)})</td>
</tr>
<tr>
<td>19</td>
<td>Jenny [105]</td>
<td>&lt;=8</td>
<td>MCA(N, t, 10^2, 4^1, 3^2, 2^7)</td>
</tr>
<tr>
<td>20</td>
<td>Test Vector Generator (TVG) [135] [136]</td>
<td>6</td>
<td>VSCA(N, 2, 10^3, 9^1, 8^1, 7^1, 6^1, 5^1, 4^1, 3^1, 2^1, {MCA(6, 7^1, 6^1, 5^1, 4^1, 3^1, 2^1)})</td>
</tr>
<tr>
<td>21</td>
<td>Tconfig [88]</td>
<td>2</td>
<td>MCA(N, t, 4^1, 3^9, 2^35)</td>
</tr>
<tr>
<td>22</td>
<td>TConfig (IPO based) [163]</td>
<td>&lt;=4</td>
<td>MCA(N, t, 10^2, 4^1, 3^2, 2^7)</td>
</tr>
<tr>
<td>23</td>
<td>GVS [103]</td>
<td>&lt;=12</td>
<td>MCA(N, t, 10^2, 4^1, 3^2, 2^7)</td>
</tr>
<tr>
<td>24</td>
<td>Greedy [137]</td>
<td>3</td>
<td>MCA(N, t, 10^1, 6^2, 4^3, 3^1)</td>
</tr>
<tr>
<td>25</td>
<td>Density [138]</td>
<td>3</td>
<td>MCA(N, t, 10^1, 6^2, 4^3, 3^1)</td>
</tr>
<tr>
<td>26</td>
<td>ParaOrder [138]</td>
<td>3</td>
<td>MCA(N, t, 10^1, 6^2, 4^3, 3^1)</td>
</tr>
<tr>
<td>27</td>
<td>Genetic Algorithms- GAPTS [153]</td>
<td>2</td>
<td>MCA(N, t, 3^4, 3^13, 2^100, 10^20)</td>
</tr>
<tr>
<td>28</td>
<td>Ant Colony algorithms(ACA) [154]</td>
<td>3</td>
<td>MCA(N, t, 10^1, 6^2, 4^3, 3^1)</td>
</tr>
<tr>
<td>29</td>
<td>Genetic algorithm based algorithm [154, 155]</td>
<td>3</td>
<td>MCA(N, t, 10^1, 6^2, 4^3, 3^1)</td>
</tr>
<tr>
<td>S.No</td>
<td>Algorithm/tool</td>
<td>Maximum Strength support (t)</td>
<td>Configurations</td>
</tr>
<tr>
<td>------</td>
<td>----------------</td>
<td>-----------------------------</td>
<td>----------------</td>
</tr>
<tr>
<td>30</td>
<td>Ant Colony System(ACS) [157]</td>
<td>3</td>
<td>VSCA(N,2,3\textsuperscript{20},10\textsuperscript{2}; {MCA(3,3\textsuperscript{20},10\textsuperscript{2})})</td>
</tr>
<tr>
<td>31</td>
<td>Greedy Algorithm with Hill Climbing [86]</td>
<td>4</td>
<td>MCA(N, t, 2\textsuperscript{10},3\textsuperscript{4},2\textsuperscript{5})</td>
</tr>
<tr>
<td>32</td>
<td>Greedy Algorithm with Simulated annealing [86]</td>
<td>4</td>
<td>MCA(N, t, 2\textsuperscript{10},3\textsuperscript{4},2\textsuperscript{5})</td>
</tr>
<tr>
<td>33</td>
<td>Greedy Algorithm with Great Flood [86]</td>
<td>4</td>
<td>MCA(N, t, 2\textsuperscript{10},3\textsuperscript{4},2\textsuperscript{5})</td>
</tr>
<tr>
<td>34</td>
<td>Greedy Algorithm with Tabu Search [86]</td>
<td>4</td>
<td>MCA(N, t, 2\textsuperscript{10},3\textsuperscript{4},2\textsuperscript{5})</td>
</tr>
<tr>
<td>35</td>
<td>Combinatorial Test Services (CTS) [167]</td>
<td>4</td>
<td>CA(N, t, 10\textsuperscript{5})</td>
</tr>
<tr>
<td>36</td>
<td>Augmented Annealing-combines Simulated Annealing and Algebraic Technique[96]</td>
<td>3</td>
<td>CA(N, t, 14\textsuperscript{14})</td>
</tr>
<tr>
<td>37</td>
<td>IPOD (IPOG and Algebraic Technique)[81].</td>
<td>6</td>
<td>CA(N, t, 4\textsuperscript{15})</td>
</tr>
<tr>
<td>38</td>
<td>CATS [140]</td>
<td>3</td>
<td>CA(N, t, 6\textsuperscript{5})</td>
</tr>
<tr>
<td>39</td>
<td>Test Cover [168]</td>
<td>4*</td>
<td>Information Not Available</td>
</tr>
<tr>
<td>40</td>
<td>Algebraic method [169]</td>
<td>2</td>
<td>MCA(N, t, 4, 3\textsuperscript{9}, 2\textsuperscript{15})</td>
</tr>
<tr>
<td>41</td>
<td>Deterministic density algorithm [141]</td>
<td>2</td>
<td>MCA(N, t, 4\textsuperscript{1}, 3\textsuperscript{39}, 2\textsuperscript{25})</td>
</tr>
<tr>
<td>42</td>
<td>Density Based Greedy [142]</td>
<td>6</td>
<td>CA(N, t, 5\textsuperscript{10})</td>
</tr>
<tr>
<td>43</td>
<td>DA-RO[143]</td>
<td>3</td>
<td>MCA(N, t, 10\textsuperscript{1}, 6\textsuperscript{2}, 4\textsuperscript{3}, 3\textsuperscript{i})</td>
</tr>
<tr>
<td>44</td>
<td>DA-FO [143]</td>
<td>3</td>
<td>MCA(N, t, 10\textsuperscript{1}, 6\textsuperscript{2}, 4\textsuperscript{3}, 3\textsuperscript{i})</td>
</tr>
<tr>
<td>45</td>
<td>Test Case Generator [132]</td>
<td>2 , t-wise*</td>
<td>MCA(N, t, 5\textsuperscript{1}, 3\textsuperscript{8}, 2\textsuperscript{2})</td>
</tr>
<tr>
<td>46</td>
<td>R2Way [94]</td>
<td>2</td>
<td>CA(N, t, 3\textsuperscript{6})</td>
</tr>
<tr>
<td>47</td>
<td>ART-CT [93]</td>
<td>4</td>
<td>MCA(N, t, 2\textsuperscript{5}, 3\textsuperscript{5})</td>
</tr>
<tr>
<td>48</td>
<td>MIPOG [161]</td>
<td>11</td>
<td>MCA(N, t, 5\textsuperscript{7}, 2\textsuperscript{4})</td>
</tr>
<tr>
<td>49</td>
<td>ITTDG [104]</td>
<td>12</td>
<td>MCA(N, t, 10\textsuperscript{2}, 4\textsuperscript{3}, 3\textsuperscript{2}, 2\textsuperscript{7})</td>
</tr>
<tr>
<td>50</td>
<td>AURA [144]</td>
<td>3</td>
<td>MCA(N, t, 10\textsuperscript{5}, 6\textsuperscript{3}, 4\textsuperscript{3}, 3\textsuperscript{7})</td>
</tr>
<tr>
<td>51</td>
<td>Harmony search strategy [65]</td>
<td>14</td>
<td>VSCA(N,3\textsuperscript{3},15,{CA(14,3\textsuperscript{14})})</td>
</tr>
<tr>
<td>52</td>
<td>Particle Swarm Test Generator VS-PSTG [85]</td>
<td>6</td>
<td>VSCA(N,2,3\textsuperscript{15},{CA(6,7\textsuperscript{1},6\textsuperscript{1},5\textsuperscript{1},4\textsuperscript{1},2\textsuperscript{1})})</td>
</tr>
<tr>
<td>53</td>
<td>HSTCG [158]</td>
<td>7</td>
<td>VSCA(N,2,4\textsuperscript{4}, 5\textsuperscript{3}, 6\textsuperscript{5}, {CA(7, 4\textsuperscript{4}, 5\textsuperscript{3}, 6\textsuperscript{5})})</td>
</tr>
<tr>
<td>54</td>
<td>EXACT [164, 165]</td>
<td>5</td>
<td>CA(N, t, 2\textsuperscript{5})</td>
</tr>
<tr>
<td>55</td>
<td>Tabu Search [159]</td>
<td>6</td>
<td>MCA(N, t, 2\textsuperscript{5},3\textsuperscript{3},4\textsuperscript{2},5\textsuperscript{3})</td>
</tr>
<tr>
<td>56</td>
<td>Branch and Bound [166]</td>
<td>5</td>
<td>CA(N, t, 2\textsuperscript{5})</td>
</tr>
<tr>
<td>57</td>
<td>Distance Based Technique [79]</td>
<td>5*</td>
<td>Information Not available</td>
</tr>
<tr>
<td>58</td>
<td>Sequence Covering Array Generator [145]</td>
<td>4</td>
<td>80 events</td>
</tr>
<tr>
<td>59</td>
<td>Hexawise [170]</td>
<td>6</td>
<td>Information obtained via chat with tool support</td>
</tr>
<tr>
<td>60</td>
<td>QICT [146]</td>
<td>2</td>
<td>MCA(N, t, 3\textsuperscript{4}, 3\textsuperscript{13}, 2\textsuperscript{10}; 10\textsuperscript{20})</td>
</tr>
<tr>
<td>61</td>
<td>Cascade [147]</td>
<td>2*</td>
<td>Information not available</td>
</tr>
<tr>
<td>62</td>
<td>AllPairs [95]</td>
<td>2, N-Wise*</td>
<td>MCA(N, t, 5\textsuperscript{1}, 3\textsuperscript{8}, 2\textsuperscript{2})</td>
</tr>
<tr>
<td>S.No</td>
<td>Algorithm/tool</td>
<td>Maximum Strength support (t)</td>
<td>Configurations</td>
</tr>
<tr>
<td>------</td>
<td>--------------------</td>
<td>------------------------------</td>
<td>------------------------------------------</td>
</tr>
<tr>
<td>63</td>
<td>ProTest [171]</td>
<td>2*</td>
<td>Information Not Available</td>
</tr>
<tr>
<td>64</td>
<td>VpTag[162]</td>
<td>2*</td>
<td>Information Not Available</td>
</tr>
<tr>
<td>65</td>
<td>PictMaster[133]</td>
<td>6*</td>
<td>Information Not Available</td>
</tr>
<tr>
<td>66</td>
<td>SmartTest [172]</td>
<td>2*</td>
<td>Information Not Available</td>
</tr>
<tr>
<td>67</td>
<td>ATD [100]</td>
<td>2 <em>N-wise</em></td>
<td>Information Not Available</td>
</tr>
<tr>
<td>68</td>
<td>BenderRBT [173]</td>
<td>2*</td>
<td>Information Not Available</td>
</tr>
<tr>
<td>69</td>
<td>IBM Focus [91]</td>
<td>2</td>
<td>MCA(N, t, 4^1,3^39,2^15)</td>
</tr>
<tr>
<td>70</td>
<td>PWiseGen [156]</td>
<td>2</td>
<td>MCA(N, t, 4^1,3^39,2^15)</td>
</tr>
<tr>
<td>71</td>
<td>Tcases [174]</td>
<td>3*</td>
<td>Information Not Available</td>
</tr>
<tr>
<td>72</td>
<td>VarDens [51]</td>
<td>4</td>
<td>CA(N, t, 5^10)</td>
</tr>
</tbody>
</table>

*Information Not Available
## A.5 Constraint handling support

<table>
<thead>
<tr>
<th>S.No</th>
<th>Algorithm/tool</th>
<th>Representation of the constraint <em>(Forbidden tuples, allowed tuples or full constraint (logical expression))</em></th>
<th>Constraint handling Mechanism</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>AETG Web Service [12, 75, 80]</td>
<td>Forbidden Tuples using if else expressions</td>
<td>Constraints handled by implementing algorithm</td>
</tr>
<tr>
<td>2</td>
<td>mAETG_SAT [15, 41]</td>
<td>Forbidden tuples converted into Boolean Formula</td>
<td>zChaff or MiniSAT SAT solver integrated into AETG algorithm. Solvers compute the constraints and AETG generates the test suites.</td>
</tr>
<tr>
<td>3</td>
<td>ATGT[37]</td>
<td>Full constraint support using prepositional logic</td>
<td>The combinatorial testing is represented as propositional logic problem including constraints (forbidden tuples) and SAL Constraint Solver is used to handle constraints and generate the test suite.</td>
</tr>
<tr>
<td>4</td>
<td>ACTS [19] (IPOG-C [83])</td>
<td>Full constraint support using Boolean, relational and arithmetic operators based expressions</td>
<td>CHOCO Constraint Solver is integrated with the algorithm and is frequently called to handle constraints</td>
</tr>
<tr>
<td>5</td>
<td>tTuples [106]</td>
<td>Forbidden Tuples as Logical constraints</td>
<td>Greedy algorithm modified to handle constraints</td>
</tr>
<tr>
<td>6</td>
<td>Extremal optimization based algorithm [152]</td>
<td>Not enough information available</td>
<td>MiniSat Solver integrated with the Extremal Optimization algorithm</td>
</tr>
<tr>
<td>7</td>
<td>CASA [15, 20, 53]</td>
<td>Boolean expression in CNF</td>
<td>zChaff SAT Solver is integrated with the Simulated annealing algorithm</td>
</tr>
<tr>
<td>8</td>
<td>CTWC [107]</td>
<td>Forbidden tuples</td>
<td>Constraint handled by implementing an algorithm</td>
</tr>
<tr>
<td>9</td>
<td>PICT [21]</td>
<td>Full constraint support using Logical Expressions are used to define constraints</td>
<td>Forbidden tuples are obtained from logical expressions and then an algorithm is implemented for handling constraints</td>
</tr>
<tr>
<td>10</td>
<td>Intelligent Test case handler (WHITCH) [134]</td>
<td>Forbidden tuples [15]</td>
<td>Information Not available</td>
</tr>
<tr>
<td>11</td>
<td>Jenny [105]</td>
<td>Forbidden tuples expressed as string of numbers and characters</td>
<td>Constraint handled by implementing an algorithm</td>
</tr>
<tr>
<td>12</td>
<td>Test Vector Generator (TVG) [135, 136]</td>
<td>Full Constraint support with Logical Expressions using relational operators</td>
<td>Constraint handled by implementing an algorithm</td>
</tr>
<tr>
<td>13</td>
<td>Combinatorial Test Services (CTS) [167]</td>
<td>Forbidden Tuples</td>
<td>Constraints handled by implementing an algorithm.</td>
</tr>
<tr>
<td>14</td>
<td>CATS [140]</td>
<td>Allowed Tuples</td>
<td>Constraints handled before executing test generation algorithm</td>
</tr>
<tr>
<td>S.No</td>
<td>Algorithm/tool</td>
<td>Representation of the constraint (Forbidden tuples, allowed tuples or full constraint (logical expression))</td>
<td>Constraint handling Mechanism</td>
</tr>
<tr>
<td>------</td>
<td>---------------------------------------</td>
<td>----------------------------------------------------------------------------------------------------------</td>
<td>--------------------------------</td>
</tr>
<tr>
<td>15</td>
<td>Test Cover [168]</td>
<td>Allowed Tuples</td>
<td>No description but it can be assumed that constraints are handled before giving to algorithm</td>
</tr>
<tr>
<td>16</td>
<td>Test Case Generator [132]</td>
<td>Full Constraint support as Logical Expressions</td>
<td>Constraints handled by implementing an algorithm</td>
</tr>
<tr>
<td>17</td>
<td>Harmony search strategy [65]</td>
<td>Information not available *</td>
<td>Constraints handled by implementing an algorithm</td>
</tr>
<tr>
<td>18</td>
<td>HSTCG [158]</td>
<td>Full constraint support. Paper discusses that the approach supports complex constraints with no further discussion</td>
<td>Constraints handled by implementing an algorithm</td>
</tr>
<tr>
<td>19</td>
<td>Distance Based Technique [79]</td>
<td>Forbidden tuples</td>
<td>Constraints handled by implementing an algorithm</td>
</tr>
<tr>
<td>20</td>
<td>T-Gen SYS/3 - a Software Development Tool [92]</td>
<td>Information not available *</td>
<td>No information available *</td>
</tr>
<tr>
<td>21</td>
<td>Sequence Covering Array Generator [145]</td>
<td>Forbidden tuples (excluded sequences)</td>
<td>No information available *</td>
</tr>
<tr>
<td>22</td>
<td>Hexawise [170]</td>
<td>Forbidden tuples</td>
<td>No information available *</td>
</tr>
<tr>
<td>23</td>
<td>Cascade [147]</td>
<td>Full constraint support using Boolean, relational and arithmetic operators based expressions</td>
<td>A pseudo-Boolean optimization (PBO) solver called clasp is used to handle constraints and optimize coverage. Constraint solving and optimization is integrated</td>
</tr>
<tr>
<td>24</td>
<td>ProTest [171]</td>
<td>Information not available*</td>
<td>Information not available*</td>
</tr>
<tr>
<td>25</td>
<td>VpTag[162]</td>
<td>Full constraint support. Paper discusses that the approach supports complex constraints with no further discussion</td>
<td>Information not available*</td>
</tr>
<tr>
<td>26</td>
<td>PictMaster[133]</td>
<td>Full constraint support using Logical Expressions are used to define constraints</td>
<td>Forbidden tuples are obtained from logical expressions and then algorithm is implemented for handling constraints</td>
</tr>
<tr>
<td>27</td>
<td>SmartTest [172]</td>
<td>Full constraint support using Logical Expressions are used to define constraints</td>
<td>Information not available*</td>
</tr>
<tr>
<td>28</td>
<td>BenderRBT [173]</td>
<td>Full constraint support using Logical Expressions are used to define constraints</td>
<td>Information not available*</td>
</tr>
<tr>
<td>S.No</td>
<td>Algorithm/tool</td>
<td>Representation of the constraint (<em>Forbidden tuples, allowed tuples or full constraint (logical expression)</em></td>
<td>Constraint handling Mechanism</td>
</tr>
<tr>
<td>------</td>
<td>-------------------------</td>
<td>----------------------------------------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>29</td>
<td>IBM Focus [91]</td>
<td>Full constraint support using Boolean Expressions in Java Syntax</td>
<td>Constraints handled by implementing an algorithm</td>
</tr>
<tr>
<td>30</td>
<td>Tcases [174]</td>
<td>Full constraint support. Properties are assigned to values and conditions are defined which are finally converted to Boolean expressions</td>
<td>Information not available*</td>
</tr>
<tr>
<td>31</td>
<td>AllPairs [95]</td>
<td>Information Not Available *</td>
<td>Information not available *</td>
</tr>
<tr>
<td>32</td>
<td>Augmented Annealing [75, 96]</td>
<td>Forbidden tuples</td>
<td>Constraints are handled before giving input to algorithms (as disjoint rows in the form of seeds)</td>
</tr>
</tbody>
</table>

*Information Not Available*
### A.6 Mixed covering array support

<table>
<thead>
<tr>
<th>S.No</th>
<th>Algorithm/tool</th>
<th>Mixed Covering Array</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>AETG Web Service [12, 75, 80]</td>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>2</td>
<td>PairTest [84]</td>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>3</td>
<td>mAETG SAT [15, 41]</td>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>4</td>
<td>ATGT [37]</td>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>5</td>
<td>ACTS [19]</td>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>6</td>
<td>tTuples [106]</td>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>7</td>
<td>Particle Swarm Based Algorithm (OTAT) [151]</td>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>8</td>
<td>Extremal optimization based algorithm [152]</td>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>9</td>
<td>CASA [15, 20, 53]</td>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>10</td>
<td>Particle Swarm Based Algorithm (OPAT) [151]</td>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>11</td>
<td>CTWC [107]</td>
<td></td>
<td>Information Not Available *</td>
</tr>
<tr>
<td>12</td>
<td>PICT [21]</td>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>13</td>
<td>MT2Way [149]</td>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>14</td>
<td>EPS2way [150]</td>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>15</td>
<td>IRPS [160]</td>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>16</td>
<td>G2way [148]</td>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>17</td>
<td>GTWay (OTAT iterative) [102]</td>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>18</td>
<td>Intelligent Test case handler (WHITCH) [134]</td>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>19</td>
<td>Jenny [105]</td>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>20</td>
<td>Test Vector Generator (TVG) [135, 136]</td>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>21</td>
<td>Tconfig [88]</td>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>22</td>
<td>Tconfig (IPO based) [163]</td>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>23</td>
<td>GVS [103]</td>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>24</td>
<td>Union [50]</td>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>25</td>
<td>Greedy [137]</td>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>26</td>
<td>ReqOrder in [139]</td>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>27</td>
<td>Density [138]</td>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>28</td>
<td>ParaOrder [138]</td>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>29</td>
<td>Genetic Algorithms-GAPTS [153]</td>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>30</td>
<td>Ant Colony algorithms (ACA) [154]</td>
<td></td>
<td>Yes</td>
</tr>
<tr>
<td>S.No</td>
<td>Algorithm/tool</td>
<td>Mixed Support</td>
<td>Covering Array</td>
</tr>
<tr>
<td>------</td>
<td>----------------</td>
<td>---------------</td>
<td>----------------</td>
</tr>
<tr>
<td>31</td>
<td>Genetic algorithm based algorithm [154, 155]</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>Ant Colony System (ACS) [157]</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>Greedy Algorithm with Hill Climbing [86]</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>Greedy Algorithm with Simulated annealing [86]</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>Greedy Algorithm with Great Flood [86]</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>Greedy Algorithm with Tabu Search [86]</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>37</td>
<td>Combinatorial Test Services (CTS) [167]</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>38</td>
<td>Augmented Annealing - combines Simulated Annealing and Algebraic Technique [96]</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>39</td>
<td>IPOD (IPOG and Algebraic Technique) [81]</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>CATS [140]</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>41</td>
<td>Test Cover [168]</td>
<td>Information Not Available *</td>
<td></td>
</tr>
<tr>
<td>42</td>
<td>Algebraic method [169]</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>43</td>
<td>Deterministic density algorithm [141]</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>44</td>
<td>Density Based Greedy [142]</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>DA-RO [143]</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>46</td>
<td>DA-FO [143]</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>47</td>
<td>Test Case Generator [132]</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>48</td>
<td>R2Way [94]</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>49</td>
<td>ART-CT [93]</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>MIPOG [161]</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>51</td>
<td>ITTDG [104]</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>52</td>
<td>AURA [144]</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>53</td>
<td>Harmony search strategy [65]</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>54</td>
<td>Particle Swarm Test Generator VS-PSTG [85]</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>55</td>
<td>HSTCG [158]</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>56</td>
<td>EXACT [164, 165]</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>57</td>
<td>Tabu Search [159]</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>58</td>
<td>Branch and Bound [166]</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>59</td>
<td>Distance Based Technique [79]</td>
<td>Information Not available</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>T-Gen SYS/3 - a Software Development Tool [92]</td>
<td>Information Not available</td>
<td></td>
</tr>
<tr>
<td>61</td>
<td>Sequence Covering Array Generator [145]</td>
<td>Information Not Available</td>
<td></td>
</tr>
<tr>
<td>62</td>
<td>Hexawise [170]</td>
<td>Information Not Available</td>
<td></td>
</tr>
<tr>
<td>63</td>
<td>QICT [146]</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>S.No</td>
<td>Algorithm/tool</td>
<td>Mixed Covering Array Support</td>
<td></td>
</tr>
<tr>
<td>------</td>
<td>-------------------</td>
<td>-----------------------------</td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>Cascade [147]</td>
<td>Information not available</td>
<td></td>
</tr>
<tr>
<td>65</td>
<td>AllPairs [95]</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>66</td>
<td>ProTest[171]</td>
<td>Information Not Available</td>
<td></td>
</tr>
<tr>
<td>67</td>
<td>VpTag[162]</td>
<td>Information Not Available</td>
<td></td>
</tr>
<tr>
<td>68</td>
<td>PictMaster[133]</td>
<td>Information Not Available</td>
<td></td>
</tr>
<tr>
<td>69</td>
<td>SmartTest [172]</td>
<td>Information Not Available</td>
<td></td>
</tr>
<tr>
<td>70</td>
<td>ATD [100]</td>
<td>Information Not Available</td>
<td></td>
</tr>
<tr>
<td>71</td>
<td>BenderRBT [173]</td>
<td>Information Not Available</td>
<td></td>
</tr>
<tr>
<td>72</td>
<td>IBM Focus [91]</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>73</td>
<td>P WiseGen[156]</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>74</td>
<td>Teases [174]</td>
<td>Information Not Available</td>
<td></td>
</tr>
<tr>
<td>75</td>
<td>VarDens [51]</td>
<td>No</td>
<td></td>
</tr>
</tbody>
</table>
Appendix B Category partition specification for academic case studies

B.1 Category partition specification of the Next Date case study

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Categories</th>
<th>Choices</th>
<th>Properties</th>
<th>Constraints</th>
<th>CASA</th>
<th>ACTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Year</td>
<td>Range</td>
<td>[ch1.1] Year&lt;1582</td>
<td>[error]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[ch1.2] 1582&lt;=Year&lt;=2100</td>
<td>[Base Choice]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[ch1.3] Year&gt;2100</td>
<td>[error]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Type</td>
<td>[ch2.1] isLeapYear</td>
<td>[isLeap] [Base Choice]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[ch2.2] isCommonYear</td>
<td>[isCommon]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Month</td>
<td>Length</td>
<td>[ch3.1] 30Days (4, 6, 9, 11)</td>
<td>[has30Days]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[ch3.2] 31Days(except December) (1, 3, 5, 7, 8, 10)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[ch3.3] February (2)</td>
<td>[isFeb] [Base Choice]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[ch3.4] December (12)</td>
<td>[isDec]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[ch3.5] month&lt;1</td>
<td>[error]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[ch3.6] month&gt;12</td>
<td>[error]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Day</td>
<td>Range</td>
<td>[ch4.1] 1&lt;=Day&lt;28</td>
<td>[single]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[ch4.2] Day&lt;1</td>
<td>[error]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[ch4.3] Day&gt;=31</td>
<td>[error]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[ch4.4] Day==29</td>
<td>[is29]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[ch4.5] Day==30</td>
<td>[is30]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[ch4.6] Day==31</td>
<td>[is31]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[ch4.7] Day==28</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
## B.2 Category partition specification of the Triangle case study

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Categories</th>
<th>Choices</th>
<th>Properties</th>
<th>Constraints</th>
<th>CASA</th>
<th>ACTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>SA</td>
<td>[Cat 1] Values for SA</td>
<td>[ch1.1] SA &gt; 0</td>
<td>[Base Choice]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[ch1.2] SA &lt;= 0</td>
<td>[error]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[Cat 2] SA compared to SB</td>
<td>[ch2.1] SA = SB</td>
<td>P21</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[ch2.2] SA != SB</td>
<td>P22</td>
<td>[Base Choice]</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[Cat 3] SA compared to SB and SC</td>
<td>[ch3.1] SA &lt; SB + SC</td>
<td>[Base Choice]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[ch3.2] SA &gt;= SB + SC</td>
<td>P32</td>
<td>[if !P21 &amp;&amp; !P81 &amp;&amp; !P92 &amp;&amp; !p32] [single]</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[Cat 4] Values for SB</td>
<td>[ch4.1] SB&gt; 0</td>
<td>[Base Choice]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[ch4.2] SB&lt;= 0</td>
<td>[error]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[Cat 5] SB compared to SC</td>
<td>[ch5.1] SB = SC</td>
<td>P51</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[ch5.2] SB != SC</td>
<td>P52</td>
<td>[Base Choice]</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[Cat 6] SB compared to SA and SC</td>
<td>[ch6.1] SB &lt; SA + SC</td>
<td>[Base Choice]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[ch6.2] SB &gt;=SA + SC</td>
<td>P62</td>
<td>[if !P51 &amp;&amp; !P21 &amp;&amp; !P92] [single]</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[Cat 7] Values for SC</td>
<td>[ch7.1] SC &gt; 0</td>
<td>[Base Choice]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[ch7.2] SC &lt;= 0</td>
<td>[error]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[Cat 8] SC compared to SA</td>
<td>[ch8.1] SC == SA</td>
<td>P81</td>
<td>[if !(P22 &amp;&amp; P51) &amp;&amp; !(P21 &amp;&amp; P52)] [single]</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[ch8.2] SC != SA</td>
<td>P82</td>
<td>[if !(P21 &amp;&amp; P51)] [Base Choice]</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[Cat 9] SC compared to SA</td>
<td>[ch9.1] SC &lt; SA + SB</td>
<td>[Base Choice]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[ch9.2] SC &gt;= SA + SB</td>
<td>P92</td>
<td>[if !P51 &amp;&amp; !P81]</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- SC Compared SB and SC = "greater_equal" => (!SA Compared_SB="Equal") && !(SC Compared_SA = "Equal") && !(SB_Compared_SA_and_SC = "equal") && (!SC_Compared_SA_and_SB="equal")

- SC Compared SA = "Equal" => (!SA compared_SB="Not_Equal" && SB Compared_SC="Equal") && (SC Compared_SC = "Equal") && (!SC Compared_SA_and_SC="Not_Equal")

- SC Compared SA = "Not_Equal" => (!SA Compared_SB="Equal") && (SC Compared_SC = "Equal") && (!SC Compared_SA_and_SC="Not_Equal")

- SC Compared SA and SC = "greater_equal" => (!SC Compared_SA_and_SC="Not_Equal") && (SC Compared_SC = "Equal") && (!SC Compared_SA_and_SB="Not_Equal")
### B.3 Category partition specification of the PachHexChar case study

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Category</th>
<th>Choices</th>
<th>properties</th>
<th>Constraints</th>
<th>CASA</th>
<th>ACTS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Value of RLEN</strong></td>
<td>[1.1] Less than zero</td>
<td>p11</td>
<td>[Error]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[1.3] Less than the string length</td>
<td>p13</td>
<td>[Base Choice] If p32</td>
<td>`!p13</td>
<td></td>
<td>p32`</td>
</tr>
<tr>
<td></td>
<td>[1.4] Equal to the string length</td>
<td>p14</td>
<td>If p32</td>
<td>`!p14</td>
<td></td>
<td>p32`</td>
</tr>
<tr>
<td></td>
<td>[1.5] Greater than the string length</td>
<td>p15</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Number of hex character in RLEN</strong></td>
<td>[2.1] Even</td>
<td>p21</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[2.2] Odd</td>
<td>p22</td>
<td>[Base Choice]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[2.3] Zero</td>
<td>p23</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Length</strong></td>
<td>[3.1] Zero</td>
<td>p31</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[3.2] Greater than zero</td>
<td>p32</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Type</strong></td>
<td>[4.1] All Hexadecimal</td>
<td>p41</td>
<td>!p31&amp;&amp;!p23 &amp;&amp; !p41&amp;&amp;!p41</td>
<td></td>
<td>p23&amp;&amp;!p41</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[4.4] Null String</td>
<td>p44</td>
<td>p31 &amp;&amp; p58</td>
<td>`!p44</td>
<td></td>
<td>p31&amp;&amp;!p44</td>
</tr>
<tr>
<td>String characters</td>
<td>[5.1] Hex numbers</td>
<td>p51</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------------------</td>
<td>------------------</td>
<td>-----</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[5.2] Lowercase hex alphabets</td>
<td>p52</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[5.3] Uppercase hex alphabets</td>
<td>p53</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[5.4] Mixed case hex alphabets</td>
<td>p54</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[5.5] Mixed case hex alphabets and hex numbers</td>
<td>p55</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[5.6] Mixed hex and non hex char</td>
<td>p56 [Base Choice]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[5.7] Non-hexadecimal character</td>
<td>p57</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[5.8] Null String</td>
<td>p58</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Last char in rlen</th>
<th>[6.1] Hex character</th>
<th>p61 [Base Choice]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>p41</td>
<td>p43</td>
</tr>
<tr>
<td></td>
<td>!p61</td>
<td></td>
</tr>
<tr>
<td></td>
<td>last_char_rlen=&quot;p61&quot; =&gt; (string_type=&quot;p41&quot;</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ODD_DIGIT values</th>
<th>[7.1] &lt;1</th>
<th>p71</th>
<th>error</th>
</tr>
</thead>
<tbody>
<tr>
<td>[7.2] &gt;15</td>
<td>p72</td>
<td>error</td>
<td></td>
</tr>
<tr>
<td>[7.3] -1</td>
<td>p73</td>
<td>p21</td>
<td></td>
</tr>
<tr>
<td></td>
<td>p73</td>
<td></td>
<td>p21</td>
</tr>
<tr>
<td></td>
<td>odd_digit=&quot;p73&quot; =&gt; (number_of_hex_in_rlen=&quot;p21&quot;</td>
<td></td>
<td>number_of_hex_in_rlen=&quot;p22&quot;</td>
</tr>
<tr>
<td>[7.4] number (0..9)</td>
<td>p74</td>
<td>=&quot;p23&quot;)</td>
<td></td>
</tr>
<tr>
<td>---------------------</td>
<td>-----</td>
<td>---------</td>
<td></td>
</tr>
<tr>
<td>[7.5] upper case/lowercase (10-15)</td>
<td>p75</td>
<td>[Base Choice]</td>
<td></td>
</tr>
</tbody>
</table>
Appendix C Category Partition Specification for Industrial Case Studies

This appendix contains the CP specifications of the industrial case studies. We have replaced the original name of the parameter, categories and choices due to a non-disclosure agreement. The constraints among the choices are specified using the property names of the choices. Further, the CP specifications contain the constraints among the choices which are represented in two format. The first statement corresponds to the constraints as perceived by the tester and the second statement is the format that is given as input to CASA.

C.1 Category partition specification for Case Study CS_L1_A

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Category</th>
<th>Choice</th>
<th>Properties</th>
<th>Constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>Value</td>
<td>[1.1] ch_11</td>
<td>p11</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[1.2] ch_12</td>
<td>p12</td>
<td>if (p51)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[1.3] ch_13</td>
<td>p13</td>
<td>if (p51)</td>
</tr>
<tr>
<td>P2</td>
<td>Value</td>
<td>[2.1] ch_21</td>
<td>p21</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[2.2] ch_22</td>
<td>p22</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[2.3] ch_23</td>
<td>p23</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[2.4] ch_24</td>
<td>p24</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[2.5] ch_25</td>
<td>p25</td>
<td>single</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[2.6] ch_26</td>
<td>p26</td>
<td></td>
</tr>
<tr>
<td>P3</td>
<td>Value</td>
<td>[3.1] ch_31</td>
<td>p31</td>
<td>p21</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[3.2] ch_32</td>
<td>p32</td>
<td>if (p31</td>
</tr>
<tr>
<td>P4</td>
<td>Value</td>
<td>[4.1] ch_41</td>
<td>p41</td>
<td>if (p52 &amp;&amp; p32 &amp;&amp; p11 &amp;&amp; p23)</td>
</tr>
<tr>
<td>P5</td>
<td>Value</td>
<td>[5.1] ch_51</td>
<td>p51</td>
<td>if (p23 ) &amp; &amp; !p31</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[5.2] ch_52</td>
<td>p52</td>
<td>[if !p51</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[5.3] ch_53</td>
<td>p53</td>
<td>if (p23 ) &amp; &amp; p31</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>[if !p53</td>
</tr>
</tbody>
</table>
### C.2 Category partition specifications for Case Study CS_L1_B

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Categories</th>
<th>Choices</th>
<th>Properties</th>
<th>constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>Value</td>
<td>[1.1] ch 11</td>
<td>p11</td>
<td></td>
</tr>
<tr>
<td>P2</td>
<td>Value</td>
<td>[2.1] ch 21</td>
<td>p21</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[2.2] ch 22</td>
<td>p22</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[2.3] ch 23</td>
<td>p23</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[2.4] ch 24</td>
<td>p24</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[2.5] ch 25</td>
<td>p25</td>
<td></td>
</tr>
<tr>
<td>P3</td>
<td>Value</td>
<td>[3.1] ch 31</td>
<td>p31</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[3.2] ch 32</td>
<td>p32</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[3.3] ch 33</td>
<td>p33</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[3.4] ch 34</td>
<td>p34</td>
<td></td>
</tr>
<tr>
<td>P4</td>
<td>Value</td>
<td>[4.1] ch 41</td>
<td>p41</td>
<td>if p42</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[4.2] ch 42</td>
<td>p42</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[4.3] ch 43</td>
<td>p43</td>
<td></td>
</tr>
<tr>
<td>P5</td>
<td>Value</td>
<td>[5.1] ch 51</td>
<td>p51</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[5.2] ch 52</td>
<td>p52</td>
<td></td>
</tr>
<tr>
<td>P6</td>
<td>Value</td>
<td>[6.1] ch 61</td>
<td>p61</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[6.2] ch 62</td>
<td>p62</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[6.3] ch 63</td>
<td>p63</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[6.4] ch 64</td>
<td>p64</td>
<td></td>
</tr>
<tr>
<td>P7</td>
<td>Value</td>
<td>[7.1] ch 71</td>
<td>p71</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[7.2] ch 72</td>
<td>p72</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[7.3] ch 73</td>
<td>p73</td>
<td></td>
</tr>
<tr>
<td>P8</td>
<td>Value</td>
<td>[8.1] ch 81</td>
<td>p81</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[8.2] ch 82</td>
<td>p82</td>
<td></td>
</tr>
<tr>
<td>P9</td>
<td>Value</td>
<td>[9.1] ch 91</td>
<td>p91</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[9.2] ch 92</td>
<td>p92</td>
<td></td>
</tr>
<tr>
<td>P10</td>
<td>Value</td>
<td>[10.1] ch 101</td>
<td>p101</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[10.2] ch 102</td>
<td>p102</td>
<td></td>
</tr>
<tr>
<td>P11</td>
<td>Value</td>
<td>[11.1] ch 111</td>
<td>p111</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[11.2] ch 112</td>
<td>p112</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[11.3] ch 113</td>
<td>p113</td>
<td></td>
</tr>
<tr>
<td>P12</td>
<td>Value</td>
<td>[12.1] ch 121</td>
<td>p121</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[12.2] ch 122</td>
<td>p122</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[12.3] ch 123</td>
<td>p123</td>
<td></td>
</tr>
<tr>
<td>P13</td>
<td>Values</td>
<td>[13.1] ch 131</td>
<td>p131</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[13.2] ch 132</td>
<td>p132</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[13.3] ch 133</td>
<td>p133</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[13.4] ch 134</td>
<td>p134</td>
<td></td>
</tr>
<tr>
<td>P14</td>
<td>Values</td>
<td>[14.1] ch 141</td>
<td>p141</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[14.2] ch 142</td>
<td>p142</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[14.3] ch 143</td>
<td>p143</td>
<td></td>
</tr>
<tr>
<td>P15</td>
<td>Values</td>
<td>[15.1] ch 151</td>
<td>p151</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[15.2] ch 152</td>
<td>p152</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[15.3] ch 153</td>
<td>p153</td>
<td></td>
</tr>
<tr>
<td>P16</td>
<td>Values</td>
<td>[16.1] ch 161</td>
<td>p161</td>
<td></td>
</tr>
<tr>
<td>P17</td>
<td>Values</td>
<td>[17.1] ch 171</td>
<td>p171</td>
<td></td>
</tr>
<tr>
<td>P18</td>
<td>Values</td>
<td>[18.1] ch 181</td>
<td>p181</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[18.2] ch 182</td>
<td>p182</td>
<td>if p332</td>
</tr>
<tr>
<td>P19</td>
<td>Values</td>
<td>[19.1] ch 191</td>
<td>p191</td>
<td></td>
</tr>
<tr>
<td>Parameters</td>
<td>Categories</td>
<td>Choices</td>
<td>Properties</td>
<td>constraints</td>
</tr>
<tr>
<td>------------</td>
<td>------------</td>
<td>------------------</td>
<td>------------</td>
<td>-------------</td>
</tr>
<tr>
<td>P20</td>
<td>Values</td>
<td>[20.1] ch 201</td>
<td>p201</td>
<td></td>
</tr>
<tr>
<td>P21</td>
<td>Values</td>
<td>[21.1] ch 211</td>
<td>p211</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[21.2] ch 212</td>
<td>p212</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[21.3] ch 213</td>
<td>p213</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[21.4] ch 214</td>
<td>p214</td>
<td></td>
</tr>
<tr>
<td>P22</td>
<td>Values</td>
<td>[22.1] ch 221</td>
<td>p221</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[22.2] ch 222</td>
<td>p222</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[22.3] ch 223</td>
<td>p223</td>
<td></td>
</tr>
<tr>
<td>P23</td>
<td>Values</td>
<td>[23.1] ch 231</td>
<td>p231</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[23.2] ch 232</td>
<td>p232</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[23.3] ch 233</td>
<td>p233</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[23.4] ch 234</td>
<td>p234</td>
<td></td>
</tr>
<tr>
<td>P24</td>
<td>Values</td>
<td>[24.1] ch 241</td>
<td>p241</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[24.2] ch 242</td>
<td>p242</td>
<td>if p332</td>
</tr>
<tr>
<td>P25</td>
<td>Values</td>
<td>[25.1] ch 251</td>
<td>p251</td>
<td></td>
</tr>
<tr>
<td>P26</td>
<td>Values</td>
<td>[26.1] ch 261</td>
<td>p261</td>
<td></td>
</tr>
<tr>
<td>P27</td>
<td>Values</td>
<td>[27.1] ch 271</td>
<td>p271</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[27.2] ch 272</td>
<td>p272</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[27.3] ch 273</td>
<td>p273</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[27.4] ch 274</td>
<td>p274</td>
<td></td>
</tr>
<tr>
<td>P28</td>
<td>Values</td>
<td>[28.1] ch 281</td>
<td>p281</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[28.2] ch 282</td>
<td>p282</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[28.3] ch 283</td>
<td>p283</td>
<td></td>
</tr>
<tr>
<td>P29</td>
<td>Values</td>
<td>[29.1] ch 291</td>
<td>p291</td>
<td></td>
</tr>
<tr>
<td>P30</td>
<td>Values</td>
<td>[30.1] ch 301</td>
<td>p301</td>
<td>p321</td>
</tr>
<tr>
<td>P31</td>
<td>Value</td>
<td>(31.1) ch 311</td>
<td>p311</td>
<td></td>
</tr>
<tr>
<td>P32</td>
<td>Values</td>
<td>[32.1] ch 321</td>
<td>p321</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[32.2] ch 322</td>
<td>p322</td>
<td></td>
</tr>
<tr>
<td>P33</td>
<td>Values</td>
<td>[33.1] ch 331</td>
<td>p331</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[33.2] ch 332</td>
<td>p332</td>
<td></td>
</tr>
<tr>
<td>P34</td>
<td>Values</td>
<td>[34.1] ch 341</td>
<td>p341</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[34.2] ch 342</td>
<td>p342</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[34.3] ch 343</td>
<td>p343</td>
<td></td>
</tr>
<tr>
<td>P35</td>
<td>Values</td>
<td>[35.1] ch 351</td>
<td>p351</td>
<td>if p341</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[35.2] ch 352</td>
<td>p352</td>
<td></td>
</tr>
<tr>
<td>P36</td>
<td>Values</td>
<td>[36.1] ch 361</td>
<td>p361</td>
<td>if p34</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[36.2] ch 362</td>
<td>p362</td>
<td></td>
</tr>
<tr>
<td>P37</td>
<td>Values</td>
<td>[37.1] ch 371</td>
<td>p371</td>
<td></td>
</tr>
<tr>
<td>P38</td>
<td>Values</td>
<td>[38.1] ch 381</td>
<td>p381</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[38.2] ch 382</td>
<td>p382</td>
<td></td>
</tr>
<tr>
<td>P39</td>
<td>Values</td>
<td>[39.1] ch 391</td>
<td>p391</td>
<td></td>
</tr>
<tr>
<td>P40</td>
<td>Values</td>
<td>[40.1] ch 401</td>
<td>p401</td>
<td></td>
</tr>
<tr>
<td>P41</td>
<td>Values</td>
<td>[41.1] ch 411</td>
<td>p411</td>
<td></td>
</tr>
<tr>
<td>P42</td>
<td>Values</td>
<td>[42.1] ch 421</td>
<td>p421</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[42.2] ch 422</td>
<td>p422</td>
<td></td>
</tr>
<tr>
<td>P43</td>
<td>Values</td>
<td>[43.1] ch 431</td>
<td>p431</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[43.2] ch 432</td>
<td>p432</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[43.3] ch 433</td>
<td>p433</td>
<td></td>
</tr>
<tr>
<td>P44</td>
<td>Values</td>
<td>[44.1] ch 441</td>
<td>p441</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[44.2] ch 442</td>
<td>p442</td>
<td></td>
</tr>
<tr>
<td>Parameters</td>
<td>Categories</td>
<td>Choices</td>
<td>Properties</td>
<td>constraints</td>
</tr>
<tr>
<td>-----------</td>
<td>------------</td>
<td>--------------</td>
<td>------------</td>
<td>-------------</td>
</tr>
<tr>
<td>P45</td>
<td>Values</td>
<td>[45.1] ch .451</td>
<td>p451</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[45.2] ch .452</td>
<td>p452</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[45.3] ch .453</td>
<td>p453</td>
<td></td>
</tr>
<tr>
<td>P46</td>
<td>Values</td>
<td>[46.1] ch .461</td>
<td>p461</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[46.2] ch .462</td>
<td>p462</td>
<td></td>
</tr>
</tbody>
</table>
C.3 Category partition specifications for Case Study CS_L1_C

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Category</th>
<th>Choices</th>
<th>Properties</th>
<th>Constraints implemented using ACTS and CASA</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>values</td>
<td></td>
<td>p11</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[1.1] ch_11</td>
<td>p11</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[1.2] ch_12</td>
<td>p12</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[1.3] ch_13</td>
<td>p13</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[1.4] ch_14</td>
<td>p14</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[1.5] ch_15</td>
<td>p15</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[1.6] ch_16</td>
<td>p16</td>
<td></td>
</tr>
<tr>
<td>P2</td>
<td>Values</td>
<td></td>
<td>p21</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[2.1] ch_21</td>
<td>p21</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[2.2] ch_22</td>
<td>p22</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[2.3] ch_23</td>
<td>p23</td>
<td></td>
</tr>
<tr>
<td>P3</td>
<td>Values</td>
<td></td>
<td>p31</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[3.1] ch_31</td>
<td>p31</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[3.2] ch_32</td>
<td>p32</td>
<td></td>
</tr>
<tr>
<td>P4</td>
<td>Values</td>
<td></td>
<td>p51</td>
<td>ACTS constraints ( P4 = &quot;p51&quot; ) ( \Rightarrow ) ( P5 = &quot;p61&quot; ) &amp;&amp; !(P1=&quot;p11&quot;)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[4.1] ch_41</td>
<td>p51</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[4.2] ch_42</td>
<td>p52</td>
<td>CASA ( \Rightarrow ) !p51</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[4.3] ch_43</td>
<td>p53</td>
<td>( P4 = &quot;p52&quot; ) ( \Rightarrow ) (((P5 = &quot;p63&quot;) &amp;&amp; (P1=&quot;p11&quot;))</td>
</tr>
<tr>
<td>P5</td>
<td>Values</td>
<td></td>
<td>p61</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[5.1] ch_51</td>
<td>p61</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[5.2] ch_52</td>
<td>p62</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[5.3] ch_53</td>
<td>p63</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[5.4] ch_54</td>
<td>p64</td>
<td></td>
</tr>
<tr>
<td>E1</td>
<td>range</td>
<td></td>
<td>p71</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[E.1] ch_E_1</td>
<td>p71</td>
<td></td>
</tr>
</tbody>
</table>

(E1 is an environment variable.)
C.4  Category partition specification for Case Study CS_L1_D

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Categories</th>
<th>Choices</th>
<th>Properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>Values</td>
<td>[1.1] ch_1</td>
<td>p11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[1.2] ch_2</td>
<td>p12</td>
</tr>
<tr>
<td>P2</td>
<td>Values</td>
<td>[2.1] ch_21</td>
<td>p21</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[2.2] ch_22</td>
<td>p22</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[2.3] ch_23</td>
<td>p23</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[2.4] ch_24</td>
<td>p24</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[2.5] ch_25</td>
<td>p25</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[2.6] ch_26</td>
<td>p26</td>
</tr>
<tr>
<td>P3</td>
<td>values</td>
<td>[3.1] ch_31</td>
<td>p31</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[3.2] ch_32</td>
<td>p32</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[3.3] ch_33</td>
<td>p33</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[3.4] ch_34</td>
<td>p34</td>
</tr>
<tr>
<td>P4</td>
<td></td>
<td>[4.1] ch_41</td>
<td>p41</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[4.2] ch_42</td>
<td>p42</td>
</tr>
<tr>
<td>P5</td>
<td>values</td>
<td>[5.1] ch_51</td>
<td>p51</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[5.2] ch_52</td>
<td>p52</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[5.3] ch_53</td>
<td>p53</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[5.4] ch_54</td>
<td>p54</td>
</tr>
<tr>
<td>P6</td>
<td>values</td>
<td>[6.1] ch_61</td>
<td>P61</td>
</tr>
</tbody>
</table>

C.5  Category partition specification for Case Study CS_L1_E

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Category</th>
<th>Choice</th>
<th>Properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>value</td>
<td>[1.1] ch_11</td>
<td>p11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[1.2] ch_12</td>
<td>p12</td>
</tr>
<tr>
<td>P2</td>
<td>value</td>
<td>[2.1] ch_21</td>
<td>p21</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[2.2] ch_22</td>
<td>p22</td>
</tr>
<tr>
<td>P3</td>
<td>value</td>
<td>[3.1] ch_31</td>
<td>p31</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[3.2] ch_32</td>
<td>p32</td>
</tr>
</tbody>
</table>

C.6  Category partition specifications of Case Study CS_L1_F

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Categories</th>
<th>Choices</th>
<th>Properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>Values</td>
<td>[1.1] ch_11</td>
<td>p11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[1.2] ch_12</td>
<td>p12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[1.3] ch_13</td>
<td>p13</td>
</tr>
<tr>
<td>P2</td>
<td>Values</td>
<td>[2.1] ch_21</td>
<td>p21</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[2.2] ch_22</td>
<td>p22</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[2.3] ch_23</td>
<td>p23</td>
</tr>
</tbody>
</table>

C.7  Category partition specification for Case Study CS_L1_G

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Categories</th>
<th>Choices</th>
<th>Properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>Values</td>
<td>[1.1] ch_11</td>
<td>p11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[1.2] ch_12</td>
<td>p12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[1.3] ch_13</td>
<td>p13</td>
</tr>
<tr>
<td>P2</td>
<td>Values</td>
<td>[2.1] ch_21</td>
<td>p21</td>
</tr>
</tbody>
</table>
## C.8 Category partition specification for Case Study CS_L1_H

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Categories</th>
<th>Choices</th>
<th>Properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>Values</td>
<td>[1.1] ch_11</td>
<td>p11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[1.2] ch_12</td>
<td>p12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[1.3] ch_13</td>
<td>p13</td>
</tr>
<tr>
<td>P2</td>
<td>Values</td>
<td>[2.1] ch_21</td>
<td>p21</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[2.2] ch_22</td>
<td>p22</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[2.3] ch_23</td>
<td>p23</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[2.4] ch_24</td>
<td>p24</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[2.5] ch_25</td>
<td>p25</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[2.6] ch_26</td>
<td>p26</td>
</tr>
<tr>
<td>P3</td>
<td>Values</td>
<td>[3.1] ch_31</td>
<td>p31</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[3.2] ch_32</td>
<td>p32</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[3.3] ch_33</td>
<td>p33</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[3.4] ch_34</td>
<td>p34</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[3.5] ch_35</td>
<td>p35</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[3.6] ch_36</td>
<td>p36</td>
</tr>
<tr>
<td>P4</td>
<td>Values</td>
<td>[4.1] ch_41</td>
<td>p41</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[4.2] ch_42</td>
<td>p42</td>
</tr>
<tr>
<td>P5</td>
<td>Values</td>
<td>[5.1] ch_51</td>
<td>p51</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[5.2] ch_52</td>
<td>p52</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[5.3] ch_53</td>
<td>p53</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[5.4] ch_54</td>
<td>p54</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[5.5] ch_55</td>
<td>p55</td>
</tr>
</tbody>
</table>
### C.9 Category partition specification for Case Study CS_L1_I

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Category</th>
<th>Choices</th>
<th>Properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>Values</td>
<td>[1.1] ch_11 p11</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[1.2] ch_12 p12</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[1.3] ch_13 p13</td>
<td></td>
</tr>
<tr>
<td>P2</td>
<td>Values</td>
<td>[2.1] ch_21 p21</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[2.2] ch_22 p22</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[2.3] ch_23 p23</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[2.4] ch_24 p24</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[2.5] ch_25 p25</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[2.6] ch_26 p26</td>
<td></td>
</tr>
<tr>
<td>P3</td>
<td>range</td>
<td>[3.1] ch_31 p31</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[3.2] ch_32 p32</td>
<td></td>
</tr>
<tr>
<td>P4</td>
<td></td>
<td>[4.1] ch_41 p41</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[4.2] ch_42 p42</td>
<td></td>
</tr>
</tbody>
</table>

### C.10 Category partition specification for Case Study CS_L1_J

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Categories</th>
<th>Choices</th>
<th>Properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>Value</td>
<td>[1.1] ch_11 p11</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[1.2] ch_12 p12</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[1.3] ch_13 p13</td>
<td></td>
</tr>
</tbody>
</table>

### C.11 Category partition specification for case study CS_L2_A

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Categories</th>
<th>Choices</th>
<th>Properties</th>
<th>Constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>Cat 1</td>
<td>[1.2] ch_12 p12 if(p37</td>
<td></td>
<td>p38</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[1.3] ch_13 p13 if(p37</td>
<td></td>
<td>p38</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[1.4] ch_14 p14</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cat 2</td>
<td>[2.1] ch_21 p21 if(p12</td>
<td></td>
<td>p13) &amp;&amp; p41 &amp;&amp; (p37</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[2.2] ch_22 p22 if(p12</td>
<td></td>
<td>p13</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[2.3] ch_23 p23 if(p15)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P2</td>
<td>Cat 3</td>
<td>[3.1] ch_31 p31</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[3.2] ch_32 p32</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[3.3] ch_33 p33</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[3.4] ch_34 p34</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[3.5] ch_36 p36</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[3.7] ch_37 p37</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[3.8] ch_38 p38</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[3.9] ch_39 p39</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P3</td>
<td>Cat 4</td>
<td>[4.1] ch_41 p41</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[4.2] ch_42 p42</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P3</td>
<td>Cat 5</td>
<td>[5.1] ch_51 p51 if(!p41)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[5.3] ch_53 p53 if p41</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P3</td>
<td>Cat 6</td>
<td>[6.1] ch_61 p61 if(!p41)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parameters</td>
<td>Categories</td>
<td>Choices</td>
<td>Properties</td>
<td>Constraints</td>
</tr>
<tr>
<td>------------</td>
<td>------------</td>
<td>---------</td>
<td>------------</td>
<td>-------------</td>
</tr>
<tr>
<td>P4</td>
<td>Cat 7</td>
<td>[6.2] ch 62 p62</td>
<td>if !(p41)</td>
<td></td>
</tr>
<tr>
<td>P5</td>
<td>Cat 8</td>
<td>[8.2] ch 82 P82</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P6</td>
<td>Cat 9</td>
<td>[9.1] ch 91 p91</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P7</td>
<td>Cat 10</td>
<td>[10.1] ch 101 p101</td>
<td>if (p31)</td>
<td></td>
</tr>
<tr>
<td>P8</td>
<td>Cat 11</td>
<td>[11.1] ch 111 p111</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P9</td>
<td>Cat 12</td>
<td>[12.1] ch 121 p121</td>
<td>if p112</td>
<td></td>
</tr>
<tr>
<td>P10</td>
<td>Cat 13</td>
<td>[13.1] ch 131 p131</td>
<td>if (p94</td>
<td></td>
</tr>
<tr>
<td>P11</td>
<td>Cat 14</td>
<td>[14.1] ch 141 p141</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cat 15</td>
<td>[15.1] ch 151 p151</td>
<td>p31</td>
<td></td>
</tr>
</tbody>
</table>
## Appendix D Mutation Operators

### D.1 Class level mutation operators

<table>
<thead>
<tr>
<th>Language Feature</th>
<th>Operator</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Encapsulation</td>
<td>AMC</td>
<td>Access modifier change</td>
</tr>
<tr>
<td>Inheritance</td>
<td>IHD</td>
<td>Hiding variable deletion</td>
</tr>
<tr>
<td></td>
<td>IHI</td>
<td>Hiding variable insertion</td>
</tr>
<tr>
<td></td>
<td>IOD</td>
<td>Overriding method deletion</td>
</tr>
<tr>
<td></td>
<td>IOP</td>
<td>Overriding method calling position</td>
</tr>
<tr>
<td></td>
<td>IOR</td>
<td>Overriding method rename</td>
</tr>
<tr>
<td></td>
<td>ISI</td>
<td>Super keyword insertion</td>
</tr>
<tr>
<td></td>
<td>ISD</td>
<td>Super keyword deletion</td>
</tr>
<tr>
<td></td>
<td>IPC</td>
<td>Explicit call to a parent’s constructor deletion</td>
</tr>
<tr>
<td>Polymorphism</td>
<td>PNC</td>
<td>New method call with child class type</td>
</tr>
<tr>
<td></td>
<td>PMD</td>
<td>Member variable declaration with parent class type</td>
</tr>
<tr>
<td></td>
<td>PPD</td>
<td>Parameter variable declaration with child class type</td>
</tr>
<tr>
<td></td>
<td>PCI</td>
<td>Type cast operator insertion</td>
</tr>
<tr>
<td></td>
<td>PCC</td>
<td>Cast type change</td>
</tr>
<tr>
<td></td>
<td>PCD</td>
<td>Type cast operator deletion</td>
</tr>
<tr>
<td></td>
<td>PRV</td>
<td>Reference assignment with other comparable variable</td>
</tr>
<tr>
<td></td>
<td>OMR</td>
<td>Overloading method contents replace</td>
</tr>
<tr>
<td></td>
<td>OMD</td>
<td>Overloading method deletion</td>
</tr>
<tr>
<td></td>
<td>OAC</td>
<td>Arguments of overloading method call change</td>
</tr>
<tr>
<td>Java-Specific Features</td>
<td>JTI</td>
<td>this keyword insertion</td>
</tr>
<tr>
<td></td>
<td>JTD</td>
<td>this keyword deletion</td>
</tr>
<tr>
<td></td>
<td>JSI</td>
<td>static modifier insertion</td>
</tr>
<tr>
<td></td>
<td>JSD</td>
<td>static modifier deletion</td>
</tr>
<tr>
<td></td>
<td>JID</td>
<td>Member variable initialization deletion</td>
</tr>
<tr>
<td></td>
<td>JDC</td>
<td>Java-supported default constructor creation</td>
</tr>
<tr>
<td></td>
<td>EOA</td>
<td>Reference assignment and content assignment replacement</td>
</tr>
<tr>
<td></td>
<td>EOC</td>
<td>Reference comparison and content comparison replacement</td>
</tr>
<tr>
<td></td>
<td>EAM</td>
<td>Accessor method change</td>
</tr>
<tr>
<td></td>
<td>EMM</td>
<td>Modifier method change</td>
</tr>
</tbody>
</table>

### D.2 Method level mutation operators

<table>
<thead>
<tr>
<th>Operator</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AOR</td>
<td>Arithmetic Operator Replacement</td>
</tr>
<tr>
<td>AOI</td>
<td>Arithmetic Operator Insertion</td>
</tr>
<tr>
<td>AOD</td>
<td>Arithmetic Operator Deletion</td>
</tr>
<tr>
<td>ROR</td>
<td>Relational Operator Replacement</td>
</tr>
<tr>
<td>COR</td>
<td>Conditional Operator Replacement</td>
</tr>
<tr>
<td>COI</td>
<td>Conditional Operator Insertion</td>
</tr>
<tr>
<td>COD</td>
<td>Conditional Operator Deletion</td>
</tr>
<tr>
<td>SOR</td>
<td>Shift Operator Replacement</td>
</tr>
<tr>
<td>LOR</td>
<td>Logical Operator Replacement</td>
</tr>
<tr>
<td>LOI</td>
<td>Logical Operator Insertion</td>
</tr>
<tr>
<td>LOD</td>
<td>Logical Operator Deletion</td>
</tr>
<tr>
<td>ASR</td>
<td>Assignment Operator Replacement</td>
</tr>
</tbody>
</table>
Appendix E Complexity analysis of ECBC

In this appendix, we will perform a brief algorithmic analysis of ECBC. We already mentioned in the section 8.2 that ECBC is an extension of CBC which differs in how ECBC handles disjunction. ECBC takes into consideration all the disjunct clauses whereas CBC ensures that either one of the clauses is satisfied. Since ECBC subsumes CBC, we will perform the analysis for ECBC.

The performance of an algorithm is quantified by the number of steps or operations that algorithm will require for its execution and the memory used by the algorithm as the inputs increase. This is called the time and space complexity of the algorithm [175]. This performance analysis is based on the asymptotic behaviour of the algorithm and does not require the computation of the exact run time or exact number of operations of the algorithm. An asymptotic behaviour can be a lower bound which represents the best case or an upper bound which represents the worst case scenario of an algorithm. We will use the Big-O asymptotic notation for the analysis of the ECBC algorithm.

The Big-O notation, written as \( f(n) = \mathcal{O}(g(n)) \), gives the asymptotic upper bound of the algorithm being analyzed. The function \( f(n) = \mathcal{O}(g((n)) \) (\( f(n) \) is a Big-O of \( g(n) \)) if and only if there exist positive constants \( c \) and \( n_0 \) such that \( f(n) \leq c \times g(n) \) for all \( n \), where \( n \geq n_0 \). Function \( g(n) \) provides an upper bound for the value of \( f(n) \) which is an approximation of the worst case scenario i.e., the maximum number of operations required by an algorithm for its execution. The Big-O notation, which is the order of magnitude function, therefore, focuses on the most dominant part of \( f(n) \). For example, consider an algorithm with the following \( f(n) = n^3 + 3n^2 + 45 \). For the large values of \( n \) the most dominant part will be \( n^3 \), therefore \( n^3 + 3n^2 + 45 = \mathcal{O}(n^3) \) as \( n^3 + 3n^2 + 45 \leq 10n^3 \) for \( n \geq 2 \).
Figure E.1 sketches the basic structure of the ECBC criterion. Similar to greedy algorithms, our algorithm also follow the test based strategy for the generation of test frames, i.e., it generates one test at a time while following the ECBC technique. In Figure E.1, column 3, we calculate the Big-O as we proceed.

Assume that there are N categories in the CP specification and each category has K choices. $K_{mp}$ is the $p$th choice of category $m$ and $K_{mb}$ is its base choice (Table E.1).

The process begins with the base test frame, line 1, figure E.1. As mentioned earlier, we assume that the base test frame is feasible and a good starting point for the ECBC criterion. The algorithm is repeated for all the categories (Line 2) and for $K-1$ non-base choices in each category (line 3), since one choice in each category is already involved in the base test frame. In lines 4 and 5, we change a base choice to a non-base choice in the base test frame and check the constraints involved with the non-base choice and the remaining base choices in the base test frame. At this point we are assuming that all the constraints, i.e., the constraint in the non-base choice and the constraints with other choices do not conflict with each other (line 6, figure E.1). A conflicting constraint represents a problem with the CP specification and the specification will need to be changed. For example, consider the base test frame ch_14, ch_23, ch_34, ch_41, ch_103, ch_152 from section 8.3.1. Assume that ch_152 has been changed to ch_151 and the constraint with ch_151 is $p31 \parallel p32 \parallel p33$ (Table 8-I). Assume that ch_31, ch_32 and ch_33 further has a constraint !ch_151. This would be an issue with the CP specification and the constraints would need to be reconsidered.

Line 7 will check the infeasibility of the test frame resulting from the change of the base choice of the $m$th category to the non-base choice. For example, changing ch_152 to
ch_151 in the base test frame ch_14, ch_23, ch_34, ch_41, ch_103, ch_152 will introduce infeasibility because ch_151 can only be combined with p3||p3||p3 and none of these choices are base choices (base choice is ch_34) as shown in Table 8-I. We can use a SAT solver to check this feasibility. We will however not include the complexity of calling a SAT solver in the complexity of this algorithm. If the test frame is infeasible this is necessarily due to the constraints associated with the new non-base choice.

As defined in Figure 8-2 there can be three types of constraints; conjunctions, disjunctions and conjunctions of disjunctions. Since we are considering the worst-case scenario, we will consider the maximum of each kind of constraints, which will be an assumption for calculating the Big-O of the ECBC algorithm.

Considering the constraint types separately (line 8); in the worst-case scenario, a conjunction in the constraint involved with the non-base choice can include the non-base

<table>
<thead>
<tr>
<th>Category</th>
<th>Choice</th>
<th>Constraint</th>
</tr>
</thead>
<tbody>
<tr>
<td>N1</td>
<td>K11</td>
<td>K11&amp;&amp;K31&amp;&amp;Km1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>K1b</td>
</tr>
<tr>
<td></td>
<td></td>
<td>...</td>
</tr>
<tr>
<td></td>
<td></td>
<td>K1p</td>
</tr>
<tr>
<td>N2</td>
<td>K21</td>
<td>K11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>K31</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Km1</td>
</tr>
<tr>
<td></td>
<td>K2b</td>
<td>...</td>
</tr>
<tr>
<td></td>
<td></td>
<td>K2p</td>
</tr>
<tr>
<td>N3</td>
<td>K31</td>
<td>...</td>
</tr>
<tr>
<td></td>
<td></td>
<td>...</td>
</tr>
<tr>
<td></td>
<td></td>
<td>K3p</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Nm</td>
<td>Km1</td>
<td>...</td>
</tr>
<tr>
<td></td>
<td>Kmb</td>
<td>...</td>
</tr>
</tbody>
</table>

Table E.1. Synthetic CP specification
choices of all the categories. Therefore, to make the test frame feasible, the base choices of all the N-1 categories should be changed to non-base choices in order to satisfy the constraints. We change N-1 categories because the non-base choice of one of the categories is already the basis of this constraint which was changed in line 4. For example, assume a constraint on ch_22 as 12 && 31 && 42 && 101 && 151 (Table 8-I) or consider the constraint on K11 in the table E.1. Observe that none of the choices involved in this constraint is a base choice; therefore, we will have to change the base choice of all n-1 categories to non-base choices. Recall that we are assuming the constraints are feasible (line 6) so this change will not result in any conflict.

Consider the second constraint of type disjunction; which is handled in line 12. A constraint can have multiple choices joined together with the disjunction operator (||). In ECBC we will generate multiple test frames by satisfying all these options but one at a time, as compared to CBC where one test frame which satisfies any one of the options is sufficient. This constraint handling in the presence of disjunctions makes our ECBC algorithm different from other combinatorial test frame generation algorithms specifically CASA and ACTS, which attempt to satisfy any one of the disjunctive clause while generating a test frame.

Discussing the complexity of ECBC, which will be an upper bound and considering the worst-case scenario, we are assuming that a disjunctive constraint associated with a choice of category m will have choices from all the other categories joined together with a disjunction. The total number of choices in that disjunctive constraint would be $\sum_{i=1}^{N-1}(k_i)$, which is exactly the number of times loop from lines 15 to 20 will execute. Although this is not a realistic situation and we did not observe such a constraint in any
of our case studies, it is ideal for calculating the upper bound. Therefore we are assuming that all K choices from N-1 categories, in lines 13 and 14, will be involved in a disjunctive constraint and these disjunctions are between choices of same and different categories (refer steps 6.i(a), 6.i(b) Figure 8-2), the same is also shown as an example on choice K21 in table E.1.

Line 15 will be a single operation which will satisfy the first disjunctive clause and will change the related base choice to a non-base choice. This change can result in an infeasible test frame because of the constraint associated with the most recent non-base choice change and the remaining base choices. Lines 16 to 19 will therefore ensure that the feasibility is checked and in case the test frame is infeasible a change from a base choice to a non-base choice is accordingly done. There will be N-2 base choices, associated with N-2 categories, that will be involved in the feasibility check and, in case of infeasibility, there will be at most K-1 choice changes to make the test frame feasible. There are N-2 categories because choices of the two categories resulting from line 4 and 15 have already been changed, i.e., the first non-base choice and the change of choice related to the first disjunctive clause. We now need to check if the latter change introduced any conflicts with the remaining base choices. In case of infeasibility, the base choices can be changed to K-1 other non-base choices. So the operations will proceed (K-1)*(N-2) times in a worst case scenario.

The feasibility of the test frames can be checked with the help of a SAT solver. Literature [126] shows that SAT solvers like zChaff [127] can be used to check the feasible and such solvers work on the CNF format, similar to the format we are dealing
with currently. Similarly to the previous case, we do not include the complexity of the solvers in this study.

Figure 8-2 shows that the third constraint type can be the conjunctions of disjunctions. Practically we cannot foresee and generalize the extent to which the choices will be involved in conjunctions and disjunctions in this type of constraint in order to calculate the number of operations required for handling this case. To generalize the percentage of conjunction and disjunctions in CNF is a topic of future research. However, in order to resolve this constraint, the algorithm shall follow steps 13 to 20 when the constraints contains disjunctions and steps 8 to 11 when the constraint has conjunctions. So our calculation of Big-O notation for ECBC procedure is based on the worst case scenario related to the cases when the CP specification has constraints which are either all conjunctions or all disjunctions.

The time complexity of the algorithm is greatly influenced by the number of categories, number of choices in each category and the constraints among the choices. We have however kept the constraints constant and at their maximum value and have calculated the Big-O of ECBC algorithm on the basis of categories and choices. The third column in figure E.1 shows the Big-O calculation for each step as per the previous discussion. We have ignored the constants in the calculation process. Disjunctions between the choices have a greater impact on the time complexity of the algorithm as compared to conjunctions, since they increase the number of operations required to obtain an ECBC test suite.

The Big-O calculation in the case of a conjunction is \( N^2 K \). Considering the most dominant term, the upper bound for conjunction would be \( O(N^2 K) \).
In case of disjunctions, ECBC will be more complex at line 18.

Therefore the Big-O calculation is $= N \times (K - 1) \times \sum_{i=1}^{N-1} (k_i) \times (N-2) \times (K-1)$. 

\[ -(1) \]

We simplify the number of operation in lines 13 and 14 i.e., $\sum_{i=1}^{N-1} (k_i) = (N-1) \times K$.

Therefore equation (1) becomes $= N \times (K - 1) \times (N-1) \times K \times (N-2) \times (K-1) \\
= N^3 K^3 + N^3 K - N^3 2K^2 - 3N^2 K^3 - 3N^2 K + 6N^2 K^2 + 2N^2 K + 2N^2 K - 4N^2 K^2 \\
$ Considering the most dominant term, the upper bound for disjunction would be $O(N^3 K^3)$. 

Figure E.1. Complexity analysis of ECBC algorithm

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Big-O</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Make the first test frame with all the base choices assuming that all the constraints are satisfied.</td>
<td>1</td>
</tr>
<tr>
<td>2. Repeat for all N categories</td>
<td>N</td>
</tr>
<tr>
<td>{</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Repeat for all K-1 non-base choices in each category</td>
</tr>
<tr>
<td></td>
<td>{</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>}</td>
</tr>
<tr>
<td>3. If constraint of the non-base choice contains disjunctions</td>
<td>N*K-1</td>
</tr>
<tr>
<td>4. Repeat for all N-1 categories involved in the constraints</td>
<td>( \sum_{i=1}^{N-1}(K_i) )</td>
</tr>
<tr>
<td>5. Repeat for all K choices involved in the constraint</td>
<td>N*K-1</td>
</tr>
<tr>
<td>6. Change the related base choice in the test frame to the choice mentioned in disjunctive clause</td>
<td>( \sum_{i=1}^{N-1}(K_i) )</td>
</tr>
<tr>
<td>7. Repeat for remaining n-2 base choices in the test frame</td>
<td>N*K-1</td>
</tr>
<tr>
<td>8. While test frame is infeasible</td>
<td>( \sum_{i=1}^{N-1}(K_i) )</td>
</tr>
<tr>
<td>9. change the base choice of ( m )th category to the remaining k-1 non-base choices.</td>
<td>N*K-1</td>
</tr>
<tr>
<td>10. Add choice to the test frame</td>
<td>( \sum_{i=1}^{N-1}(K_i) )</td>
</tr>
<tr>
<td>11. Generate test frame</td>
<td></td>
</tr>
<tr>
<td>12.</td>
<td>N*K-1</td>
</tr>
<tr>
<td>13.</td>
<td>( \sum_{i=1}^{N-1}(K_i) )</td>
</tr>
<tr>
<td>14.</td>
<td>N*K-1</td>
</tr>
<tr>
<td>15.</td>
<td>( \sum_{i=1}^{N-1}(K_i) )</td>
</tr>
<tr>
<td>16.</td>
<td>N*K-1</td>
</tr>
<tr>
<td>17.</td>
<td>( \sum_{i=1}^{N-1}(K_i) )</td>
</tr>
<tr>
<td>18.</td>
<td>N*K-1</td>
</tr>
<tr>
<td>19.</td>
<td>( \sum_{i=1}^{N-1}(K_i) )</td>
</tr>
<tr>
<td>20.</td>
<td>N*K-1</td>
</tr>
<tr>
<td></td>
<td>( \sum_{i=1}^{N-1}(K_i) )</td>
</tr>
</tbody>
</table>