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Abstract

Blade sailing is an aeroelastic phenomenon which can occur during the engage and disengage phases of shipboard operations. This phenomenon is characterized by large blade deflections which are known to occur mainly at low rotor rotational speeds in high wind and sea conditions. Proper examination of this phenomenon requires adequate modelling of many contributing factors, including system dynamics, ship motion, airwake modelling, and aerodynamics. The research encompassed in this thesis sought to achieve a greater understanding of the factors that affect the blade sailing phenomenon through numerical modelling of the system as a whole.

Novel models for system dynamics and ship airwake were developed under this research programme. The dynamic model is comprised of a series of rigid segments, which allows the analyst to completely define the parameters of the system, including number of blades and blade segments. The model also allows the inclusion of coupled stiffness terms, and a method for calculating the equivalent lumped stiffnesses from continuous coupled stiffness distributions. The numerical model was shown to capture non-linear, coupled, flexible beam bending behaviour through validation against published experimental data and analytical models.

The airwake model is based on experimental data, and incorporates changing mean and turbulent flow characteristics over the flight deck in space, time, and with ship deck roll angle. The experimental research showed that ship motion changes the airwake significantly. A novel approach to the modelling of spatially- and temporally-correlated turbulence was developed, which recreates the time history of turbulent velocity fluctuations as experienced by a specific point on the rotating blade.
Using these and previously developed models for ship motion and for blade aerodynamics, a comprehensive model of the system was developed and validated in combined blade sailing-like conditions through experiment. The results of the experiment support the claims that the developed numerical tools capture the important aspects of the blade sailing environment, and that the interplay between the contributors to blade sailing motion is very complex.

The goals of this research, to study the contributors to the blade sailing phenomenon, and to develop validated modelling tools for this purpose, were achieved through this research.
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Chapter 1

Introduction

Blade sailing is an aeroelastic phenomenon that can occur during the engage and disengage phases of shipboard helicopter operation. While the rotor is turning at normal operating speed, centrifugal force stiffens the blades. During engage and disengage, however, the blades transition through a range of speeds where the centrifugal stiffening is potentially low compared to the excitation from aerodynamics and ship motion. These can lead to large blade deflections, which can cause tailboom or tunnel strike, a condition in which the blades come into contact with the fuselage of the helicopter causing structural damage, danger to crew performing on-deck tasks, and high internal blade loads. These large blade deflections have been labeled blade sailing, and they are believed to stem from the interaction of a number of dynamic and aerodynamic factors. This research seeks to understand and model the blade sailing phenomenon.

1.1 Motivation and Context

Shipboard helicopter operations are an important part of national defense and of modern search and rescue. Since the first shipboard helicopter landing in 1943, the study of all phases of shipboard operations by researchers, helicopter manufacturers, and helicopter operators alike has been taking place. Shipboard operations have since become routine, even though the practice carries inherent risk. Helicopters are required to land on moving ship decks, often with small landing areas, and often in high seas. Turbulent airwake,
moving landing references and the potential for poor visibility all make shipboard landings extremely difficult.

During a typical Canadian Forces helicopter landing, the helicopter approaches the ship from port/stern, positions itself laterally alongside the landing point, and traverses laterally into high hover above the deck. Shipboard landing in elevated seas and on-deck securing is enabled by the Helicopter Hauldown and Rapid Securing Device (HHRSD). A messenger cable from the helicopter is manually connected to the Recovery Assist (RA) cable, which is used to guide the helicopter to the deck. Assisted by another trained pilot on the deck [called the landing signals officer (LSO)], the pilot of the landing aircraft transitions into low hover, and during a period of lesser ship motion known as quiescence, lands. The helicopter is immediately secured to the deck by the Rapid Securing Device (RSD) system. The rotor blades are then disengaged and the helicopter is manoeuvered into the ship's hangar.

Due to the complexity of the shipboard environment, helicopter operations are governed by Ship Helicopter Operational Limits (SHOLs), which define the allowable conditions for helicopter operations and are determined mainly by practical testing during sea trials [1]. These limits are established separately for each ship-helicopter combination, and take into account many factors including pilot workload, helicopter control input limits, and the likelihood of severe blade deflections. At each phase of operations, different challenges and factors must be considered to ensure the safety of the flight crew and the on-deck crew. In this study, the rotor engage and disengage phases of operations are of interest from a flight safety point of view, in that they can occasionally give rise to blade sailing.

1.2 Definition of Blade Sailing

Some blade deflection is expected during normal helicopter operations, therefore not all downward blade deflections are cause for concern. A specific definition allowing a clear distinction between safe and dangerous blade deflections does not exist. Indeed, this distinction depends on the geometry of the helicopter, including droop stop angle, blade flexibility, and the height of the helicopter fuselage. The purpose of this research is not to categorize blade
deflections as either safe or unsafe, but to provide tools to evaluate this on a case-by-case basis. Still, the following pieces of information should help the reader to put the magnitude of blade deflections in context.

- In 1985, the standard United States sea trial procedure involved measuring the blade-to-airframe clearance with a series of frangible pegs [1]. At that time, danger of fuselage strike during engage and disengage was measured on the Blade Clearance Scale, given in Table 1.1, where increasing BCS number indicates increasing risk.

- Flexible beam bending cannot be properly evaluated using linear models for elastic tip deflections greater than 15% of the blade length (1.35 m for a 9 m blade) [2]. Blade sailing deflections can exceed this.

- The study of blade sailing primarily considers total blade tip deflection, which includes both elastic blade deflection and rigid body motion due to hub articulation.

### 1.3 The Blade Sailing Environment

Blade sailing is commonly observed in the shipboard environment, although cases have also been documented on offshore platforms [3]. Shipboard helicopter operations take place on large ships, such as the Landing Helicopter Assault (LHA) ship and also on small aviation-compatible ships, such as frigates. In Canada, shipboard helicopter operations take place on Halifax class frigates or Iroquois class destroyers. Examples of some typical ships for helicopter operations are shown in Figure 1.1.
A variety of helicopters have been employed in the shipboard environment over the years, including: the SH-60 Sea Hawk, perhaps the most widely used; the CH-46 Sea Knight and the CH-47 Chinook, used by the United States starting in the 1960s; the Sea King, slightly different versions of which have been used in Canada (CH-124), the United States (SH-3), and the United Kingdom (WS-61); the Lynx; the SH-2 Seasprite; and the AS365 Dauphin. The Sea Knight is equivalent to the now retired Canadian Labrador (CH-113). Figure 1.2 shows photographs of some common shipboard helicopters.

Since the 1960s, Sea King helicopters have been used in Canada for maritime operations. The Maritime Helicopter Project is currently underway to replace Canada’s maritime helicopter fleet with the CH-148 Cyclone, Sikorsky’s maritime variant of the H-92 Superhawk. Canada also uses the Augusta-Westland CH-149 Cormorant, which replaced the Labrador, for search and rescue operations. In Canada, search and rescue vehicles do not currently operate in the shipboard environment.

The typical shipboard environment, as shown in Figure 1.3, is a possible blade sailing site. Blade sailing in the shipboard environment can be attributed to the following important contributors:

- helicopter and blade dynamic properties, including hub configuration;

- ship motion; and

- aerodynamic environment.
Figure 1.2: Some maritime helicopters in use [online source: wikipedia, 2008].

Figure 1.3: Typical environment for shipboard helicopter operations.
These three contributors are the important areas of focus in the research encompassed in this thesis, and are referred to many times throughout this document. Operational considerations, including pilot inputs and engage/disengage rotor speed profiles, also play a role but are included in the other three contributors.
Chapter 2

Literature and Subject Review

The shipboard helicopter environment, during all phases of operation, has been the focus of much research. These works often consider safety [4], operational limits (SHOLs) [5], or the suitability of different types of helicopters to the shipboard environment [6]. The study of blade sailing has an element of each of these considerations.

In this chapter, relevant literature is given for each contributing factor individually: dynamics, ship motion, and aerodynamics. These sections show that each contributing factor is itself a large and current research field. The current state of blade sailing study is then discussed.

2.1 Dynamics

The equations of motion for dynamic systems can be formulated using a number of methods [7]. The Newton-Euler equations, an example of technical mechanics, and Lagrange’s formulation, an example of analytical mechanics, are the two most common methods of developing dynamic equations of motion. Newton-Euler is most suited to problems where constraint forces are known and internal forces are of direct interest. Lagrange’s Equation,

\[ \frac{d}{dt} \left( \frac{\partial T}{\partial q_\nu} \right) - \frac{\partial T}{\partial q_\nu} + \frac{\partial U}{\partial q_\nu} = Q_\nu \]  

(2.1)

uses generalized coordinates, \( q_\nu \), and is developed from the expressions for the scalar quantities kinetic energy, \( T \), and potential energy, \( U \), and non-conservative work, \( Q_\nu \). This
formulation efficiently yields the equations for complex systems, but does not yield directly internal forces.

Many other dynamic formulations exist, including D'Alembert's principle, which involves using the principle of virtual work to analyze moving bodies; Hamilton's principle, which is often used for continuous systems; and Gibbs-Appell equations, which are often used for non-holonomic systems. The characteristics of the dynamic system being modelled and the desired output govern the dynamic formulation that best suits the problem.

For blade sailing, the dynamic formulation could include beam/blade flexibility, hub configuration, helicopter suspension, aerodynamics load input, and ship motion. The details of each are here discussed.

2.1.1 Blade and Beam Dynamics

Helicopter rotor blades are flexible bodies, which can deflect in a number of ways. Flap is defined as the deflection and deformation of the blade out of the plane of rotation; lead lag is defined as the deflection and deformation of the blade in the plane of rotation. Torsion or twist is the rotation of the blade about its longitudinal axis and extension is the deformation of the blade along its longitudinal axis. The cross section of helicopter blades can also undergo deformation.

The dynamic modelling of flexible helicopter rotor blades is an active field; it has been approached from a wide variety of fundamental directions over the past 50 years [9]. Rigid blade models with articulated flap hinges have been widely employed, as have models based on linearized elastic beam theory. With increasing computer power, the complexity of rotor analysis has also increased. Hodges et al. have been developing analytical non-linear flexible beam models that are valid to second order, and allow for much more versatility in beam modelling than traditional continuous analytical solutions [10]. Finite element analysis [11, 12] has also been widely applied, and is especially applicable to the complex hub configuration of helicopter rotors. Many publications in the field of continuous beam and blade dynamic modelling contain analytical or experimental data that can be used to validate other models.
Another philosophical approach to dynamic modelling exists: the idea that the behaviour of continuously flexible systems can be accurately modelled using a series of rigid bodies connected by flexible elements. This approach lends itself to relatively simple, closed-form equations of motion that are easily and quickly handled by numerical solvers. No linearizing assumptions, other than the assumption of lumped deformation characteristics, are required to achieve solvability.

The rigid body approach is seen as a compromise between accuracy and solution speed compared to continuous beam models. While a continuous beam model might more accurately reflect the physics of the system, a model in which the blades are represented as a series of rigid blade segments connected by rotational springs can be used to evaluate the blade response with excellent accuracy, and with potentially decreased solution times. The rigid-segment modelling approach is not known to have been used previously in the blade sailing context.

The rigid-segment approach is supported by the work of Huston, who has applied the rigid-body approach to a long slender beam undergoing extensional vibration [12]. This work shows agreement within five percent for the first three natural frequencies when ten rigid segments were used and for the first seven when 30 segments were used. Not surprisingly, the solution accuracy increases with segment number.

Langlois and Anderson examined a simple beam and cart problem using the rigid segment approach, finite element approach, and a flexible multibody formulation [13]. Although they noted the potential difficulty in arriving at optimal parameters for the rigid segment model, the results among the methods show good agreement, especially for the beam fundamental frequency.

Work by Haering incorporates both axial and bending flexibility into a lumped parameter model that is intended for the modelling of beams undergoing large deflections [14]. A cantilever beam attached to a rotating reference frame was modelled using a beam with four degrees of freedom: two extensional and two rotational. This lumped parameter model had two segments. The model results were compared to results for a closed-form solution for large beam deflections, where the lumped parameter model captured the trends of the
closed-form solution with increasing accuracy for two segments compared to one segment. Results from the model were also compared to those for a non-cartesian non-linear continuous beam model, where the results showed excellent agreement. With this study, Haering also used the lumped parameter model to provide insight into the important modelling considerations in the development of his continuous model.

2.1.2 Hub Dynamics

The configuration of a helicopter hub contributes significantly to the blade dynamics. Teetering rotors, always two bladed, are not presently in use in the shipboard environment. Multi-bladed rotors can be categorized as either semi-rigid, where the blades are connected to the rotor hub by structural elements with finite stiffness, or articulated, where the blades are connected to the hub by hinges, often in the lead-lag direction as well as in flap. A schematic of the hub configuration for the CH-47 Chinook is shown in Figure 2.1. This rotor is articulated.

Depending on whether the helicopter being modelled has semi-rigid or articulated rotor blades, the blade root modelling requirements change. If the blades are semi-rigid, they can be approximated by a cantilever beam-type model. Articulated blades have low or no stiffness at the root. For this reason, they are supported at low rotational speeds by droop stops that keep the blades from collapsing due to gravity. At operational speeds, centrifugal effects keep the blades from sagging due to their weight, and thus the stops are often retracted. Flap stops prevent the blade from excessive upward flapping during engage and disengage, and also retract and extend at an appropriate rotational speed. The lead/lag stops, often hydraulic or elastomeric dampers, similarly restrict blade motion outside a given acceptable range of motion; however their modelling is simplified by the fact that they do not extend or retract during operation. Large blade deflections have been shown to occur in high wind conditions for both articulated and semi-rigid rotors. However, the deflections experienced by articulated rotors are often larger owing to the fact that larger kinetic and potential energies are exchanged when a hinged blade falls onto the droop stop.

The pitch of each blade at the root is controlled by pitch links, which are connected to
the swash plate, directly controlled by the pilot. In this way, blade pitch at the root is not strictly a dynamic degree of freedom, although the linkage stiffness may be of interest and the pilot inputs may be modelled numerically.

The geometry of the rotor hub, including hinges and stops, is an important part of modelling the blade sailing phenomenon. Their treatment in other blade sailing studies is discussed in Section 2.4.

2.1.3 Helicopter Suspension

Vehicle suspension systems are intended to isolate the occupants and cargo from shock and vibration [16]. They usually consist of vertical suspension elements, such as oleos or struts, and tires which have stiffness characteristics in three orthogonal directions.

For shipboard helicopters, suspension systems come into play during landing, taxiing, and on-deck manoeuvring. They have also been shown to contribute to dynamic blade
phenomena, such as ground resonance, in which the lead/lag motion of the blades are coupled through the helicopter suspension. As such, suspension should be considered in a model used for the evaluation of on-deck blade dynamic phenomena, such as blade sailing.

Suspension elements can be modelled as linear stiffness and damping elements, or with more complicated models to capture their non-linear characteristics [17].

2.2 Ship Motion

The movement of the ship in six degrees of freedom has been identified as one of the possible contributing factors to the blade sailing phenomenon. The motion of a ship in a given seaway depends on a number of parameters: the direction, amplitude and frequencies of the approaching waves, and the geometry and inertial properties of the ship itself. Sea waves are complicated, involving the interaction of wave components traveling in different directions, and are time varying [18]. The characteristics of the sea are often expressed by the point wave spectrum, which is the statistical representation of the amplitudes of waves of different frequencies as seen from a single inertial point on the surface of the ocean. This representation does not include directional or time varying effects (from a statistical point of view), but allows an expression of the state of the sea. The concept of sea state is used to describe the roughness of the sea. Table 2.1 shows a summary of the classification of sea state [19].

Assuming statistically invariant sea conditions, ship motion can be simulated using statistical methods and the concept of linear superposition. The typical shape of a wave spectrum varies depending on the geographical location being simulated, and several spectral expressions have been developed, involving different experimental data and different modelling parameters. For instance, the Bretschneider spectrum, \( S_{\text{Bretschneider}} \), given as a function of wave frequency, \( \omega \), is used to model open seas, and depends on the significant wave height, \( H_{1/3} \), and mean wave period, \( T \). It is given by [20]

\[
S_{\text{Bretschneider}}(\omega) = \frac{A}{\omega^5} e^{-\frac{\omega}{\omega_s}}
\]  

(2.2)
Table 2.1: NATO sea state numeral table for the open ocean (North Atlantic) [19].

<table>
<thead>
<tr>
<th>Sea State</th>
<th>Description</th>
<th>Significant Wave Height (m)</th>
<th>Sustained Wind Speed (Knots)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-1</td>
<td>Smooth</td>
<td>0-0.1</td>
<td>0-6</td>
</tr>
<tr>
<td>2</td>
<td>Slight</td>
<td>0.1-0.5</td>
<td>7-10</td>
</tr>
<tr>
<td>3</td>
<td>Moderate</td>
<td>0.5-1.25</td>
<td>11-16</td>
</tr>
<tr>
<td>4</td>
<td>Rough</td>
<td>1.25-2.5</td>
<td>17-21</td>
</tr>
<tr>
<td>5</td>
<td>Very rough</td>
<td>2.5-4</td>
<td>22-27</td>
</tr>
<tr>
<td>6</td>
<td>High</td>
<td>4-6</td>
<td>28-47</td>
</tr>
<tr>
<td>7</td>
<td>Very high</td>
<td>6-9</td>
<td>48-55</td>
</tr>
<tr>
<td>8</td>
<td>Mountainous</td>
<td>9-14</td>
<td>56-63</td>
</tr>
<tr>
<td>&gt;8</td>
<td></td>
<td>&gt;14</td>
<td>&gt;63</td>
</tr>
</tbody>
</table>

in m²/(rad/s), where

\[ A = 172.75 \frac{H_{1/3}}{T^4} \]  \tag{2.3}

and

\[ B = \frac{691}{T^4} \]  \tag{2.4}

The JONSWAP spectrum, \( S_{\text{JONSWAP}} \), describes waves in more protected bodies of water, and is given by

\[ S_{\text{JONSWAP}}(\omega) = 0.658 \ C \ S_{\text{Bretschneider}}(\omega) \]  \tag{2.5}

where

\[ C = 3.3^J \]  \tag{2.6}

\[ J = e^{\left(\frac{1}{2.7^4} \left(\frac{\omega T_o}{2\pi} - 1\right)^2\right)} \]  \tag{2.7}

and

\[ \gamma = \begin{cases} 0.07 & \text{if } \omega \leq \frac{2\pi}{T_o} \\ 0.09 & \text{if } \omega > \frac{2\pi}{T_o} \end{cases} \]  \tag{2.8}
where $T_0$ is the peak wave period.

Simulation of ship motion is computed using a linear frequency domain method applied in the time domain. This requires the calculation of the ship response in six degrees of freedom to waves of unit amplitude. These spectra are called Response Amplitude Operators (RAO). Each of six rigid-body ship motions: surge, sway, heave, roll, pitch, and yaw, are considered independently. RAOs are calculated using the program ShipMo7, developed at Defense Research and Development Canada, Atlantic [21].

The relevant wave spectrum, Bretschneider, JONSWAP, or other, is multiplied by the RAOs for each of six ship degrees of freedom. This calculation typically includes ship translation, which shifts the wave frequencies to encounter frequencies, which are relative to the ship. This process gives a frequency-domain representation of the ship motion for all degrees of freedom at the ship's centre of rotation. The motion can then be expressed at any point on the ship through appropriate transformations.

The displacement, $r$, of ship motion for each ship degree of freedom, $k$, is determined computationally by summing sine waves of different frequencies using [20]

$$r_k = \sum_{j=1}^{40} (A_{k,j} \sin(\omega_{k,j}t + \psi_{k,j}))$$

(2.9)

where $A_{k,j}$, $\omega_{k,j}$, and $\psi_{k,j}$ are the amplitude, encounter frequency, and phase for the $k^{th}$ ship degree of freedom and the $j^{th}$ frequency component. The velocity of each degree of freedom can be calculated similarly, by differentiating Equation 2.9 with respect to time, $t$.

$$\dot{r}_k = \sum_{j=1}^{40} (A_{k,j} \omega_{k,j} \cos(\omega_{k,j}t + \psi_{k,j}))$$

(2.10)

While the corresponding amplitudes can be obtained directly from the response spectrum, care must be taken when selecting the phase angles and frequencies. Phase angles are given by the sum of two components. The first is a random component, which is different for each frequency component, but consistent across the six degrees of freedom. The random component preserves the relative independence of each frequency component. The second phase component allows proper correlation between degrees of freedom. The
frequency spacing between each frequency component is also randomized. This greatly increases the time over which non-repeating motion can be simulated [22, 23]. Typically 40 to 50 frequency components are included in ship motion simulation.

Representative ship motions at the flight deck of a Canadian patrol frigate in sea state 5 (4 m significant wave height, 45° relative wave direction, 25 kn ship speed) are shown in Figure 2.2. This ship has a length of 134 metres, a width of 16 metres, and an approximate displacement of 4700 tonnes.

2.3 Aerodynamic Environment

The aerodynamic environment for blade sailing, called the ship airwake, has historically been considered an important contributor to blade sailing. This environment is complex, owing to the interplay between many different factors: the atmospheric boundary layer, including the relative angle between the mean wind and the ship deck; the ship geometry, which leads to flow separation; and ship motion. The airwake is characterized by regions of forward flow, regions of recirculation and reattachment, and spatially-changing turbulence characteristics.

Perfect modelling of the shipboard aerodynamic environment would take each of these into account; in practice, modelling is often simplified to achieve acceptable fidelity with the resources at hand.

2.3.1 Flowfields

The velocity characteristics of flowfields are often measured by recording a time history of velocity at one or more spatial locations. For statistically stationary flows, the steady, or time-averaged, and unsteady, or turbulent, properties can be evaluated using statistical tools for the analysis of random data. In fluid dynamic experiments, flow velocity is sampled over a finite time, $T$, at finite frequency, $\Delta f$. These sampled signals are then separated into records that are used to estimate the theoretical statistical properties of the flow at the measurement point. In order for flow velocity records to be evaluated using statistical
Figure 2.2: Typical frigate motion, sea state 5.
methods, some characteristics of the phenomenon need to be satisfied.

**Stationarity:** is satisfied if the statistical properties of the phenomenon (such as mean value and auto-correlation function) can be calculated by computing the averages of these values calculated over a set of sample records.

**Ergodicity:** is satisfied if the statistical properties of the phenomenon can be calculated by computing the properties over each sample record.

**Normality:** is satisfied if velocity fluctuations in real flow follow a Gaussian distribution. This characteristic is reflected in real flow.

The characteristics of any flowfield are given by three important statistical quantities, all of which can change depending on the location in the flowfield for which they are being evaluated. These quantities are:

- the mean speed in three orthogonal directions;
- the auto-spectra of turbulence in three orthogonal directions; and
- the cross-correlation tensor.

Two additional properties, which can be obtained from those above, are also used to characterize flow. They are:

- standard deviation of speed in three orthogonal directions (turbulence intensity); and
- length scales of turbulence.

A flowfield is modelled accurately when the important characteristics above are reproduced. While the steady component of flow velocity, due to its invariability with time, is easily given by a look-up table or function with spatial dependance, the unsteady component presents a much greater challenge. The quintessential goal for flowfield modelling involves achieving spatial and temporal correlation of turbulence, which means that the model exhibits the correct unsteady flow characteristics at a given spatial point, relative to
every other point in the flowfield with time. Some common assumptions can be employed to facilitate correlated flow field modelling [24].

**Homogeneity:** is the assumption that the statistical properties of the flow field do not depend on location. In the context of surface boundary layer flows, vertical homogeneity is not considered a valid assumption.

**Isotropy:** occurs in a flow field when the turbulence characteristics are independent of direction. In the Earth's surface boundary layer, this assumption is considered valid in horizontal directions only.

**Neutrality:** is satisfied when the effects of temperature do not significantly affect the boundary layer.

**Frozen turbulence assumption:** (also called Taylor's hypothesis) states that turbulent structures can be taken to convect with the freestream wind velocity and that the deformation of the structures with time can be neglected. This assumption is valid when the mean flow speed is much greater than the fluctuating component, and has been shown to apply for wavelengths of less than 300 m in the atmospheric boundary layer [25].

### 2.3.2 Flowfield Modelling

Several different methods have been employed in the literature to achieve spatially- and temporally-correlated turbulence modelling. Computational Fluid Dynamics (CFD) numerically solves a gridded flowfield based on the Navier-Stokes equations, the form of which depends on the CFD formulation. While many CFD solutions capture time-averaged effects only, significant recent advancements in computing power have made unsteady solvers possible. The CFD approach is quickly becoming an inexpensive alternative to experiment for studying flow characteristics. In literature, CFD has been used to successfully capture many aspects of the wind-over-deck flow of ships.
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CFD, however, does have some limitations, especially the computational time involved with solving fully correlated turbulent flows. The flowfield research discussed in this thesis was approached from an experimental point of view for a number of reasons. Through the collaboration with the National Research Council of Canada, significant facility and human resources were available for experimental studies. Additionally, experimental flowfield results are useful in the community of CFD for flow validation. While CFD could be part of future work on the blade sailing phenomenon, it was not used for the research documented herein; and hence is not discussed further.

Analytical models have been developed for the simulation of spatially and temporally correlated flow. J. Mann modified the von Kármán spectral tensor [26] to include the shearing effect present in the atmospheric boundary layer. Using atmospheric spectra from several sources including the Engineering Sciences Data Unit (ESDU) [27], the spectral tensor model was shown to capture the main characteristics of atmospheric turbulence [28]. The spectral tensor model has also been expanded to include the effects of complex terrain including changes in surface roughness and hills [29].

The discrete-grid method [30] is an efficient method for calculating the correlated flowfield time history. It calls on the theory of linear multi-input/multi-output systems [31]. The flowfield is gridded into a series of discrete points at which a statistically consistent velocity signal can be calculated by summing the correlated contributions from every grid point in the flowfield on the grid point of interest. The time domain contributions are calculated by convoluting an appropriate transfer function by a string of random numbers generated at each grid point. Although the desired quantities exist in the time domain, frequency domain analysis is required to find the transfer functions. The details of this process can be found in References [30] and [32].

2.3.3 Ship Airwake

The complexities of the ship airwake contribute significantly to shipboard helicopter operations, including the blade sailing phenomenon. In his detailed overview of the current state of aerodynamic helicopter-ship modelling and simulation, S. Zan discussed the successes
and areas of improvement for airwake simulation [33].

The National Research Council of Canada has been involved in issues relating to the ship-helicopter dynamic interface for many years. In 1983, K. Cooper published an experimental study that examined flow characteristics over the flight deck of several proposed flight deck configurations at several proposed landing locations [34]. Starting in the 1990s, Zan conducted extensive research focusing on the ship airwake by studying the topology of the flow behind a typical frigate shape [35]. Under this research project, hot wire anemometers were used to characterize the unsteady flowfield behind a 1:50 scale Canadian Patrol Frigate model with wind relative to the longitudinal axis of the ship at 0° and 12°. The impact on the airwake of a Close In Weapons System (CIWS) located in the aft starboard corner of the hangar was studied by modifying the ship model. For the 0° wind direction, downward flow velocities over most of the flight deck were observed; these were attributed to the flow moving around the hangar face. The flow exhibited symmetric characteristics about the ship centreline without the CIWS, and antisymmetric flow with the CIWS.

The wind tunnel data was validated against full-scale sea trial data and CFD results for similar ships. The CFD results give the correct flow trends compared with the wind tunnel measurements, but with higher velocity gradients.

Other airwake studies completed at the National Research Council of Canada involved the development of a correlated unsteady airwake in the rotor disc plane and the calculation of the resulting forces on the rotor [30]; and the characterization of helicopter fuselage loads in a typical frigate airwake in the context of pilot workload [36, 37].

Over the past 20 years, J. Val Healey of the United States Naval Postgraduate School has studied the prospects for modelling the airwake aspect of the ship helicopter interface, in addition to his work on modelling the atmospheric boundary layer and ship motion. In a paper published in 1989, Val Healey identifies the following four items as critical to airwake simulation [38]:

- the incoming atmospheric boundary layer, complete with turbulence;

- the wind/ship speed ratio;
• the relative wind direction; and

• the ship motion.

That study detailed flow visualization experiments done over the flight deck of a model ship. A research program in which the airwake profile behind many different model ships was to be mapped was explained. Results from a following phase of that study, including more flow visualization and some quantitative measurements were published in 1992. These results included three-axis hot-wire measurements taken as the probe was flown along a typical flight path [39].

Over the flight deck of a typical frigate-like ship, Rhoades and Val Healey identified four distinct regions. The first is the outer region, which is characterized by relatively smooth flow. This flow is separated from the inner turbulent and recirculating regions by shear layers, whose locations relative to the flight deck depend on the relative direction of the incoming wind to the ship. The three inner flow regions result in flow separation from the aft edges of the hangar and the port and starboard edges of the deck. They conclude that overall, the aerodynamic conditions over the flight deck of typical frigates are unfavourable for helicopter operations [40].

The Technical Cooperation Program (TTCP) is a joint defence research and development program that was started in the 1950's, and currently consists of a partnership between Canada, USA, UK, Australia, and New Zealand. Under the auspices of this program, an effort to study the ship airwake and create CFD validation data was undertaken. A simplified and common ship model geometry was used by all parties to standardize the results.

Wakefield, Newman (who has studied blade sailing extensively), and Wilson [41] have examined the flow around this standardized ship experimentally, using flow visualization and oil flow, as well as CFD. They have shown good agreement between the time-averaged experimental and computational results, where CFD predicted most, but not all, of the important flow characteristics. They extended their research to include the downwash flow from a helicopter rotor using the computational tools, and have examined the effect on the airwake itself. Further computational studies of the flow over the simplified shape have
been done in Canada [42], Australia [43] and in the United States [44].

The studies mentioned above are by no means an exhaustive list on the subject of airwake research, and are in addition to the studies done by Newman et al. for the specific purpose of modelling blade sailing, which are discussed in detail in Section 2.4. These references contain qualitative and quantitative data regarding the characteristics of airwakes for a variety of ship yaw angles. The details of these characteristics are not individually discussed, since they vary depending on the type of ship. However, the results lead to the following conclusions about ship airwakes. Airwake flows are:

- highly turbulent, involving separation, shear layers and reverse flow;
- dependent on wind direction, strength, surface boundary layer, and ship motion, all of which can vary;
- not necessarily stationary; and
- anisotropic and non-homogeneous.

Clearly the airwake environment is changing and complex, and that its perfect recreation in a simulation environment is a phenomenal challenge.

Beam winds, where the freestream wind approaches the ship perpendicular (or almost perpendicular) to its longitudinal axis, are known to create an environment where blade sailing has been reported. In beam wind conditions, up and down drafts are generated over the flight deck as the wind flows over the ship. The vertical wind component excites the slowly turning blades in a cyclic manner, and the loads are especially severe if the blade tips travel beyond the edge of the deck as is often the case with frigate-sized ships. The ship deck also induces turbulence, the effect of which on blade response is currently uncharacterized.

The motion of the ship is known to affect the unsteady nature of the airwake environment. For example, in beam winds, the ship roll angle affects the size and shape of the separation bubble that exists near the surface of the deck. For large, but realistic, roll angles away from the wind, the rotor disc plane can pass through the shear layer produced by the ship deck separation bubble.
Figure 2.3: Flow visualization experiments on a representative frigate flight deck shape (left: rotor turning, deck roll angle -10° [45]; right: no rotor, deck roll angle -20°).

Flow visualization experiments, completed at the National Research Council of Canada and shown in Figure 2.3, show the characteristic wind in the rotor disc plane generated in beam wind conditions, and the importance of ship roll angle.

2.3.4 Aerodynamic Forces

Aerodynamic models attempt to describe the forces generated by the interaction between the airwake model and the helicopter blade and body. The aerodynamic forces are affected by the blade cross-section, blade velocity relative to the wind, blade location in the flow, unsteady effects, dynamic stall and reattachment, and tip effects. In the blade sailing context, all angles of attack are possible, therefore, appropriate airfoil coefficients must be available for any relative wind direction.

Many aerodynamic force models exist. In general, the aerodynamic lift, $L$, drag, $D$, and moment, $M$, given in blade coordinates for angle of attack, $\alpha$ are given respectively by

\[
L = \frac{1}{2} \rho V^2 C_l(\alpha)cd \tag{2.11}
\]

\[
D = \frac{1}{2} \rho V^2 C_d(\alpha)cd \tag{2.12}
\]
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and

\[ M = \frac{1}{2} \rho V^2 C_m(\alpha)c^2 d \]  \hspace{1cm} (2.13)

where \( \rho \) is the air density, \( V \) is the relative air velocity, \( c \) is the chord length, and \( d \) is the width of the section. The coefficients, \( C_l, C_d, \) and \( C_m \), can also depend on Mach number, however this dependance is not considered in this research since blade sailing Mach numbers are below 0.3 and the flow can therefore be considered incompressible.

The coefficients can be determined in a number of different ways. For quasi-steady modelling, the airfoil coefficients are measured at static angles of attack and tabulated. For the NACA 0012 airfoil, which is commonly used in helicopter research, the steady coefficients have been measured and published [46, 47]. The coefficient curves for the NACA 0012 airfoil have also been expressed in functional form [48]. Unsteady aerodynamic effects on the force coefficients are often modelled using thin airfoil theory.

Unsteady aerodynamic effects are considered to be important when the reduced frequency of airfoil oscillations relative to the wind speed is above 0.05. The reduced frequency, \( k \), is given by

\[ k = \frac{\omega c}{2V} \]  \hspace{1cm} (2.14)

where \( \omega \) is the frequency of airfoil oscillation, \( V \) is the relative wind speed, and \( c \) is the airfoil chord length.

Unsteady effects have been extensively studied, and a variety of different models are available in literature, including Theodorsen's theory and Sears' theory [49]. Many of these models are based on potential flow and thin airfoil theory, have been developed in the frequency domain, and capture only certain types of unsteady motion. For example, some models include pitch and/or plunge of the airfoil, but do not allow for variations in the relative airflow. There are two families of aerodynamic models that give aerodynamic forces at each timestep, allowing for arbitrary airfoil motions and variations in the relative flow.
An indicial method, dubbed the Arbitrary Motion Theorem (AMT), has been developed by J. Leishman and his colleagues. This model considers arbitrary fluctuations in the freestream velocity and the angle of attack using Duhamel superposition [50]. The model has been expanded to include compressibility effects [51]. Non-circulatory terms, due to vertical airfoil accelerations and the rate of change of angle of attack, are contained within this model. The AMT method couples naturally with a semi-empirical dynamic stall model, which incorporates the understanding of physical mechanisms and fitted parameters [52]. The dynamic stall model incorporates leading edge and trailing edge stalls. The fitted parameters for a NACA 012 airfoil are given in Reference [53]. The model provides an indication as to whether the airfoil has stalled, including dynamic effects; appropriate modifications to the aerodynamic coefficients; and criteria for flow reattachment.

Another family of unsteady aerodynamics models has been developed by D. Peters and his colleagues [54, 55, 56]. These models also allow for arbitrary motions in the time domain. They also allow for the easy inclusion of a variety of inflow models, which have been developed extensively by the same authors, a feature which is useful for helicopter rotors operating at full speed.

Since validated and published models exist for the calculation of aerodynamic forces, these were modified only slightly, as discussed in Appendix A.1, for the work contained herein.

2.4 Blade Sailing Modelling Initiatives

Over the past 25 years, the blade sailing phenomenon has been widely studied [57]. Although blade sailing occurrences were documented much earlier, publicly available research on blade sailing began in the 1980's. In addition to many single-publication studies, two comprehensive multi-year multi-publication research programmes have been conducted on the blade sailing phenomenon: one at the University of Southampton, and one at Pennsylvania State University. This section reviews them, in chronological order.
2.4.1 Early Research

A study published in 1964 by P. F. Leone [58] modelled blade and droop stop impacts, and compared theoretical and experimental blade bending during droop stop impacts. Another study, examined the likelihood of blade-to-blade impacts on coaxial helicopter rotors on ship decks, also including stop impacts and blade flexibility [59]. Both of these studies were limited by the computing power that was available for their simulation. The blade dynamic models consider beam bending only in the linear range.

2.4.2 University of Southampton

D. W. Hurst and S. J. Newman began to publish open literature on the topic of blade sailing in 1985 [60]. With this first study, they examined several different aspects of the blade sailing environment, and identified the following effects as important in the blade sailing context [61]:

- blade elasticity (in flap primarily and also in torsion);
- centrifugal forces due to rotor rotation;
- blade dynamics, including Coriolis and gyroscopic accelerations;
- gravitational effects;
- rotor hub motion;
- blade cyclic and collective inputs;
- ship motion; and
- aerodynamic forces,

where the first six items belong under the umbrella of dynamics. In the same study, airwake tests over the flight deck of a Royal Fleet Auxiliary ship and 1/120th scale model were completed, in order to investigate the effect of relative wind direction and ship super structure on the characteristics of the flow. Time history flow measurements were taken with golf ball
anemometers over the full scale deck and with hot-wire anemometers in the wind tunnel. The results of the comparison of these two experiments show that wind tunnel tests can be used to estimate the trends in both steady and turbulent flow over the flight deck, as influenced by the bluff body presence of the ship. This airwake study did not include the effect of the body of the helicopter on the airwake, an assumption that is deemed to be valid over the majority of the rotor disc plane. A dynamic blade model that was used to calculate blade deflections during engage and disengage was also developed.

Newman continued the research with a subsequent publication in 1990 [62] that describes the dynamic model in depth. The semi-rigid rotor of a Lynx helicopter was modelled using modal superposition. The model uses four modes in the flapwise direction only, and includes the effects of centrifugal force due to rotor rotation, gravity, and a degree of torsional deflection that can be added to each flapping mode. The solution was advanced numerically through time using a fourth-order Runge-Kutta integrator. A representative rotor engage profile given by a hyperbolic tangent function was assumed, based on the idea that constant torque is applied and rotor drag varies as the square of speed. The disengage profile was generated assuming the rotor decelerates due to aerodynamic drag and friction before the brake is applied.

A separated flow model was used to include the possibility of large and reverse flow angles of attack in the calculation of aerodynamic forces. While experimental airwake data were also used to generate results, Newman observed that the up- and downdrafts created with a wind direction of 90° relative to the longitudinal axis of the ship (beam winds) were significant for causing upward and downward blade excursions at low rotational speeds. This is called “the cliff edge effect”. As such, Newman proposed some simplified airwake models, which involved superimposing an up- and downdraft profile over a simple horizontal flow profile in the rotor disc plane. These simplified profiles are shown in Figure 2.4. They were intended to be numerically efficient while capturing the important time-averaged flow effects in beam wind conditions.

Newman further advanced his blade sailing study to include examining the effect of blade articulation on the phenomenon [63]. He modified his model to include flap and
droop stops, represented by linear springs that were applied at a short distance from the articulated flap hinge when the stop contact angle is exceeded. In this study, it was shown that the interaction between blade kinetic energy and blade flexibility is important for determining the maximum deflection the blade will achieve when it impacts the stops. By increasing the number of modes included in the simulation from one to four, the transfer of kinetic energy to potential energy in each mode was demonstrated. This work also included the comparison of simulated and experimental blade deflection results for a full scale Puma helicopter during rotor engage and disengage. This validation showed that the main characteristics of the blade response were reproduced in the simulation. The effect of sinusoidally varying ship roll, with a period of 10 seconds and an amplitude of 7.5°, on the flow in the rotor disc was included.

In 1995, Newman conducted a validation experiment to compare hinge angle results from his simulation with the measured value from an experimental rotor placed in a wind tunnel [64]. The tests were conducted on a Kalt-Cyclone model, which is a teetering two-bladed rotor. Some tests were conducted with both blades; others were conducted with one blade removed and replaced with a counterbalance weight in order to isolate the articulated flapping behaviour of one blade. The rotor was engaged with constant acceleration, held at full speed, and then disengaged with constant acceleration. The model was attached to a ship deck model approximating the size and cross-sectional shape of a Rover Class Royal Fleet Auxilliary ship with a Westland Lynx helicopter. This deck was used to approximate the airwake profile above this ship in beam winds.
In addition to rotor tests, laser doppler anemometer measurements were taken of the airwake in the plane of the ship deck cross-section. The results, illustrated in Figure 2.5, showed two important airwake characteristics. First, updrafts are created at the windward deck edge as the wind flows over the ship structure. At the leading edge, the flow exhibits velocities comparable to the freestream, if at an angle. Along the deck, the flow slows and transitions to a turbulent separation bubble, which includes slow, turbulent, and reversing flows. The transition between the separation bubble and the horizontal freestream above the bubble is a shear layer.

The tests were conducted with the rotor stationed at various deck positions laterally, as shown in Figure 2.5. Centred at position A, the rotor sees mainly updrafts in "clean" air, at position B and to some extent C, the rotor spins through the shear layer, and at positions D, and E, the rotor lies mainly in turbulent and reversing flow. For this reason, the largest blade deflections were observed for position B, then A, and then C. Positions D and E exhibited comparatively small blade deflections.

The following conclusions about blade sailing result from the studies completed by Newman.

- The largest blade deflections are observed at low rotor speeds, in the range of about
4% to 14% NR.

- Articulated blades exhibit larger maximum blade deflections than semi-rigid rotors due to droop stop impacts.

- In high-wind conditions (50 - 60 kn), Lynx and Sea King blades can undergo deflections large enough to cause tailboom strike.

- Wind tunnel scale model tests to measure airwake can be taken as representative of the airwake on an equivalent full-scale ship.

- Beam winds are a significant direction for blade sailing, and the beam wind airwake over a simple ship deck is characterized by a shear layer and recirculation zone.

- The position of the helicopter on the flight deck affects the magnitude of blade deflections, and also the type of aerodynamic modelling that is appropriate.

Recently, Jones, working with Newman, investigated the use of a trailing-edge flap to control the blade sailing phenomenon [65]. Using the dynamic model described above and another, in which the flap and droop stops were modelled as pin-type, they showed that trailing edge flaps can be effective at reducing the deflections and bending moments associated with the blade sailing phenomenon.

2.4.3 Pennsylvania State University

Another major study of the blade sailing phenomenon was started in the 1990s at Pennsylvania State University by E. C. Smith, J. A. Keller and W. P. Geyer Jr. This study builds on the groundwork laid by Newman, and further explores modelling techniques and the contributors to blade deflection.

The characteristics, validations, and resulting studies are covered in References [48, 66, 67, 68]. The dynamic model is a linear finite element model, which includes flap and torsional blade flexibility. It has one blade, semi-rigid or articulated, connected to a helicopter that sits on the deck of a ship undergoing six degrees of representative ship motion. The
ship motion effect influences only the aerodynamics but not the system inertia. The method accommodates many system features and blade properties that could vary as a function of blade radius, including inertial properties, elastic properties, centre of gravity and quarter chord offset, pre-twist and pitch link flexibility. The model includes droop and flap stops, modelled as variable stiffness rotational springs applied at the articulated hinge joint. The contribution of each system component: blade strain energy, blade kinetic energy, pitch link stiffness, droop stop stiffness, and aerodynamic loads, are incorporated into the equations of motion using Hamilton’s principle. The blade is then discretized by the finite element method, where flap deformations are represented by cubic shape functions and torsional deformations are given by quadratic shape functions. The simulation was advanced through time using a fourth-order Runge-Kutta integrator. Due to the stiff nature of the problem when the beam comes into contact with the droop and flap stops, a modal swapping technique was used.

The simulation developed under this study includes Newman’s suggested deterministic airwake models, and blade element calculation of aerodynamic forces with unsteady effects and dynamic stall. Two rotor engage and disengage profiles, as used in this research, are shown in Figure 2.6.

In 1996 [67], the dynamic model was modified to include flap stops and flap damping. Validation cases were run to compare the simulated blade deflections with the experimental results at model scale generated in Reference [64]. The results agreed best for deck location A, which is expected given that the deterministic airwake models do not model the flow properly inside the deck separation bubble. The results for deck position A also showed differences when the unsteady model was used and compared with the quasi-steady aerodynamic model. The blade natural frequency with rotor speed response was also validated, using experimental data.

In this same study, the H-46 Sea Knight was modelled and some parametric studies were completed to understand the effects of certain contributors on the maximum downward tip deflection. A short description of each study and the general conclusions are presented herein below.
Figure 2.6: Measured (top) and assumed (bottom) rotor engage and disengage profiles [48].

**Flap Damping Study:** investigated the maximum downward blade tip deflection predicted when a rotational damper was applied at the flap hinge. A variety of damping values and stop contact angles were examined. It was shown that larger blade deflections are generated by undamped blades for larger stop contact angles, and that the dampers were also more effective for larger stop contact angles.

**Start Azimuth Angle Study:** investigated the effect of the starting azimuthal angle relative to the wind direction on the azimuth at which the largest downward blade deflection was observed. This study showed that engaging with wind approaching the aft of the ship (100 - 260 degrees relative to the ship centre line) ensures the azimuth of maximum downward deflection does not occur over the helicopter fuselage. This result is independent of starting azimuthal angle.

**Engage Envelope Study:** investigated the impact of control inputs on the envelope for safe engage operations based on the conditions for safe engagement as laid out by
the American Navy. It was shown that a lateral cyclic input of 2° reduces the safe operation zone by 20.7%, and thus demonstrates the sensitivity of the safe engage envelope to minor changes in control inputs.

**Rotor Profile Study:** investigated the sensitivity of maximum downward tip deflection to engagement speed and disengagement brake application. The study showed that faster profiles lead to a lower possibility of tunnel strike, and that the maximum downward blade tip deflection is insensitive to the speed at which the rotor brake is applied during disengage.

**Aerodynamic Model Study:** investigated the maximum downward tip deflection predicted using the quasi-steady and unsteady aerodynamic models with and without blade torsion for the uniform and linear deterministic models. This study showed that similar tip deflections were predicted with all models, but that differences became more pronounced at higher wind speeds.

**Ship Motion Study:** investigated the effect of changing ship roll amplitude and period on the magnitude of maximum downward blade tip deflection. This study showed that the tip deflection was sensitive to the roll amplitude, in its effect on the airflow relative to the rotor disc, but not to the period at which the rolling motion occurs.

In 1999, Smith and Keller improved their airwake model using a CFD code called PUMA (Parallel Unstructured Maritime Aerodynamics) [69], and examined the rotor deflections at two locations on the flight deck. These were then compared with results for horizontal flow only and for a linear deterministic airwake model, both of which are shown in Figure 2.4. They showed that the simple deterministic airwake distributions led to under-predictions in the tip deflections by as much as half, when compared to deflections generated using the computationally generated airwake.

In this work, the practice of increasing the blade collective for rotor speeds less than 20% NR was examined in its effectiveness as a blade sailing control procedure. Here, increasing the collective has the effect of coupling the structural flap and lead-lag stiffnesses
such that the blade is stiffer in the vertical direction. This practice was shown to decrease predicted blade deflections, but not the structural moments.

Also in 1999, Keller and Smith conducted a validation experiment to examine the behaviour of a Froude-scaled model of an H-46 blade during non-rotating droop stop impacts from drop tests [70, 71]. This work gives blade hinge angle, tip deflection, and strain values during the drop test, and has proven to be an important source of validation for beam and droop stop behaviour. The work in this paper also examined the importance of non-linear beam modelling. The non-linear terms were shown to influence the results by 4% for the cases given in the paper.

Smith and Keller have also been involved in expanding blade sailing research for use with gimballed rotors, which are short and highly twisted [72], such as those found on the V-22 Osprey. They have looked into controlling the blade deflection in gimballed rotors using swash plate actuation [73].

2.4.4 Georgia Institute of Technology

In 2001, C. L. Bottasso and O. A. Bauchau demonstrated the applicability of their multi-body modelling techniques to the blade sailing phenomenon [74]. Their model was constructed from a library of pre-validated finite element-based flexible bodies, which allowed the assembly of many rotor and hub configurations and components, with the possibility of modelling the complexities of the hub linkages and control components. Their element library includes a variety of joint options for interconnecting the bodies, and they discussed modelling droop and flap stops from the point of view of contacting bodies.

They have validated their model against data published by Keller, Geyer, and Smith [70, 68]. They also simulated engage and disengage sequences, and showed the interplay between droop stop impacts and large downward blade deflections.
2.4.5 Advanced Rotorcraft Technology, Inc.

H. Kang, C. He, and D. Carico have approached the blade sailing issue from yet another direction [75]. They modelled the ship-helicopter-rotor system using a commercial software package, FLIGHTLAB, which allows the combination of available finite element body types. FLIGHTLAB, developed by Advanced Rotorcraft Technology, Inc., also has a built-in aerodynamics model that includes a wide variety of aerodynamic effects. Unsteady and quasi-steady blade element models were used to compute the airloads while the Peters and He [55, 56] finite state dynamic wake model was selected for modelling the rotor wake. Their model configuration includes droop and flap stop modelling, with stop extension and retraction; landing gear models, which allow flexible contact between the ship deck and the helicopter; and representative ship motion, which affects the inertial response of the helicopter blades.

The FLIGHTLAB simulation was interfaced with CFD ship airwake data that gave non-uniform and unsteady airflow as a function of ship position over the flight deck. The solution of the combined system is solved numerically through time.

This study involved simulating the validation tests that Newman published in Reference [64]. The agreement is good. They then modelled an H-60 helicopter operating from the deck of a Landing Helicopter Assault ship, and examined the effect of deck location, ship motion, and ship motion period on the blade dynamic response and landing gear compression during blade engage.

The following conclusions were drawn from this study.

• Landing gear flexibility combined with ship motion effects affect the magnitude of blade downward deflections during engage sequences.

• Shorter ship motion periods tend to increase the amplitude of blade response.

• Deck location affects the blade sailing phenomenon.
2.4.6 Applied Dynamics Laboratory, Carleton University

The blade sailing phenomenon has been studied in the Applied Dynamics Laboratory at Carleton University, and is the subject of this thesis. The research programme encompassed herein had two objectives:

1. to study the contributors to the blade sailing phenomenon individually and collectively; and
2. to develop validated modelling tools for this purpose.

The contributors have been studied using a series of numerical models, which are shown schematically in Figure 2.7. The research is based on the following claims, which are supported by the literature review.

Figure 2.7: Flow-chart of numerical models used in this research programme (dashes box - group of models; single solid box - numerical model; double solid box - simulation quantity).

- Rigid-segment dynamic models have the potential to model flexible systems well, provided an adequate number of segments are used. They can be used to model non-linear dynamic systems using closed-form equations.
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- Scaled experimental methods are an efficient and accurate way to examine the time-averaged and unsteady characteristics of a typical ship airwake in beam winds.

- Models for representative ship motion and helicopter blade aerodynamics exist, and shall therefore be employed in this research without further development.

- The combination of non-linear dynamics, representative ship motion, and representative ship deck aerodynamics, including turbulence and the effect of ship motion on the airwake, are critical for the complete study of the blade sailing phenomenon.

The research objectives have been met, and the details are covered in the subsequent chapters of this thesis.

**Dynamics Modelling:** covers the development of a versatile rigid-segment ship-helicopter-rotor dynamic model and discusses the validation of the components of the dynamic model (Chapter 3).

**Airwake Modelling:** covers the development of an airwake model for a typical frigate in beam winds using experimentally obtained data, including both steady and unsteady components, and the effect of ship motion (Chapter 4).

**Experimental Validation:** details the experimental exploration of the combined effects of dynamics, ship motion, and aerodynamics using a Froude scaled two-bladed rotor model and discusses the validation of the developed tools using the gathered data (Chapter 5).

**Blade Sailing Results:** shows some blade deflection results for a typical maritime helicopter in blade sailing conditions (Chapter 6).

Some of the work has already been published or presented. These publications are listed here.

**Reference [76]:** lays out the basics of the research programme, including initial development of models for each contributor.
Reference [77]: discusses the effect of ship motion on the quasi-steady component of the ship airwake in beam winds, as shown by experimental data.

Reference [32]: gives an overview of the contributing factors to blade sailing, focussing on experimental results for turbulent correlation and ideas for modelling spatially and temporally correlated turbulence.

Reference [78]: describes the challenges of the dynamic formulation for a planar case and includes initial study of the effect of ship motion on blade behaviour.

Reference [79]: expands the methodology given in [78] into 3D, describes the model components, and gives dynamic validation cases.

Reference [80]: discusses the validation experiment and gives experimental results.

The relevant content of these publications are either referred to or reproduced in the subsequent chapters of this thesis.

This blade sailing research project is part of a comprehensive research program in the Applied Dynamics Laboratory at Carleton University focussed on shipboard helicopter operation. So far, two theses have focussed on blade sailing. One is this work, which focussed on modelling and identification of the blade sailing phenomenon. The second has been conducted in parallel by another Ph.D. candidate, F. Khouli, with a focus on structural modelling, continuous beam modelling, and blade sailing control strategies. Some of the publications representing the collaborative work that has been carried out under this complimentary research programme are listed here.

Reference [81]: deals with the calculation of stiffness properties for composite rotor blade.

Reference [82]: discusses an efficient numerical solver for use with a continuous non-linear beam model.

Reference [83]: investigates the authority of active twist for blade sailing control in the airwake environment.
Table 2.2: Summary of the modelling approaches of blade sailing initiatives.

<table>
<thead>
<tr>
<th>Study</th>
<th>Dynamics</th>
<th>Ship Motion</th>
<th>Airwake</th>
<th>Turbulence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Southampton</td>
<td>Modal superposition</td>
<td>Sinusoidal, aero effects only</td>
<td>Experimental/simplified</td>
<td>None</td>
</tr>
<tr>
<td>Pennsylvania State</td>
<td>Linear finite element</td>
<td>Sinusoidal, aero effects only</td>
<td>Simplified/CFD</td>
<td>Simple</td>
</tr>
<tr>
<td>Georgia Tech</td>
<td>Finite element multi-body</td>
<td>None</td>
<td>Simplified</td>
<td>None</td>
</tr>
<tr>
<td>Advanced Rotorcraft</td>
<td>FLIGHTLAB</td>
<td>Representative</td>
<td>CFD</td>
<td>None</td>
</tr>
<tr>
<td>Carleton/NRC</td>
<td>Non-linear rigid-segment</td>
<td>Representative, aero and inertial</td>
<td>Experimental correlated</td>
<td>None</td>
</tr>
<tr>
<td>Carleton</td>
<td>Continuous non-linear</td>
<td>Representative, aero and inertial</td>
<td>Experimental</td>
<td>Experimental simple</td>
</tr>
</tbody>
</table>

Reference [84]: discusses blade sailing control strategies and shows results in the form of SHOLs.

The main components of all the blade sailing studies, including the current research programmes at Carleton, are summarized in Table 2.2. The research covered by this thesis is shown in bold. The table highlights the important aspects of blade sailing modelling: dynamics, ship motion, and aerodynamics, which each study addresses in some fashion. However, the research programmes at Carleton University are currently the only studies that have included the combination of non-linear dynamics, representative ship motion, and representative ship deck aerodynamics, including turbulence and the effect of ship motion on the airwake.
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Dynamics Modelling

In an effort to model the dynamic and aerodynamic interactions of helicopter blades in a sailing state, a rigid body approach was employed. Fundamentally, this approach draws on the idea that a flexible continuous system can be modelled using a system of discrete rigid bodies and flexible elements, provided that the properties assigned to the discrete system are representative of the real system, and that an adequate number of appropriate degrees of freedom are included. The approach supports incorporation of geometric non-linearities and modal coupling.

As with any modelling exercise, the ship-helicopter-rotor model used in this research is intended to model carefully the effects that are important while optimizing engineering and computing time associated with using the developed model. The rigid body model was designed according to the priorities summarized in the following statements, which deal specifically with the system dynamics.

- Blade flap is the motion of greatest concern, since it is the primary motion in blade sailing. Torsion, to the extent that it affects aerodynamic loads and thus flap is also of concern. This includes flap-twist coupling. Lead/lag, while included in the model, is of lesser concern.

- The small angle assumption for blade flap deformation is invalid since blade sailing deflections can be severe. If the local orientation angles of each blade segment are small, then a linear approximation of each local transformation matrix could be used
while maintaining the overall ability of the model to capture large displacements. This approximation was not utilized in order to avoid the modelling restriction that the number of rigid segments be sufficient to maintain each local angle in the linear range.

- Blade sailing occurs at low rotor speeds exhibiting mainly rigid body and first elastic mode vibration of the rotor blades. Those behaviours prevalent in the range of 0.1 to 3 Hz are carefully included, whereas those acting at greater than 10 Hz have been deemed to be of lesser concern.

- Blade extension flexibility was not modelled, as the extension is minimal at low rotor speeds.

- Model flexibility, in the sense that all system properties are user-defined, is of utmost importance. Efforts were made to allow a wide range of options and operating conditions.

- Time-domain results are desired.

### 3.1 Nomenclature and Definitions

Before describing the model, it is prudent to address some nomenclature that will be used throughout the dynamic analysis.

#### 3.1.1 Matrix and Vector Notation

The model is composed of a series of rigid bodies whose locations and orientations are expressed by a series of vectors, defined in one of a number of reference frames. The relative orientations of reference frames are defined by Bryan angles, which are a specific set of Euler angles defined by rotations around the \((x, y, z)\) axes of the previous coordinate systems respectively [85]. The quantity \(\{\mathbf{r}_{aB}\}\) is the position of point \(a\) defined in coordinate system \(B\). If the subscript \(a\) identifies the coordinate system \(A\), then the vector refers to the origin of coordinate system \(A\) in \(B\). The quantity \(\{\omega_{AB}\}\) gives the angular velocities of the body in local coordinates. Bryan angles for reference frame \(A\) in frame \(B\) are defined
herein by the notation \( \{\varepsilon_{AB}\} \). First, second, and third vector components are respectively indicated with bracket notation, as for example, \( \varepsilon_{AB}(1) \), \( \varepsilon_{AB}(2) \), and \( \varepsilon_{AB}(3) \).

Transformation matrices are of the form \([R_{AB}]\) and refer to a rotational transformation from the \(A\) coordinate system to the \(B\) coordinate system. Transformation matrices are functions of the Bryan angles between reference frames \(A\) and \(B\) as

\[
[R_{AB}(\{\varepsilon_{AB}\})] =
\begin{bmatrix}
\cos \varepsilon_{AB}(2) \cos \varepsilon_{AB}(3) & -\cos \varepsilon_{AB}(2) \sin \varepsilon_{AB}(3) & \sin \varepsilon_{AB}(2) \\
\cos \varepsilon_{AB}(1) \sin \varepsilon_{AB}(3) + \sin \varepsilon_{AB}(1) \sin \varepsilon_{AB}(2) \sin \varepsilon_{AB}(3) & \cos \varepsilon_{AB}(1) \cos \varepsilon_{AB}(3) - \sin \varepsilon_{AB}(1) \cos \varepsilon_{AB}(2) & \sin \varepsilon_{AB}(1) \sin \varepsilon_{AB}(2) \sin \varepsilon_{AB}(3) \\
\sin \varepsilon_{AB}(1) \sin \varepsilon_{AB}(3) - \sin \varepsilon_{AB}(1) \cos \varepsilon_{AB}(3) & \sin \varepsilon_{AB}(1) \cos \varepsilon_{AB}(3) + \cos \varepsilon_{AB}(1) \cos \varepsilon_{AB}(2) & \sin \varepsilon_{AB}(1) \sin \varepsilon_{AB}(2) \sin \varepsilon_{AB}(3) \\
\cos \varepsilon_{AB}(1) \sin \varepsilon_{AB}(2) \cos \varepsilon_{AB}(3) & \cos \varepsilon_{AB}(1) \sin \varepsilon_{AB}(2) \sin \varepsilon_{AB}(3) & \sin \varepsilon_{AB}(2) \\
\end{bmatrix}
\]

The local angular velocity vector, \(\{\omega_{AB}\}\), can be calculated from the matrix \([R_{\omega A}]\) using

\[
\{\omega_{AB}\} = [R_{\omega A}(\varepsilon_{AB})] \{\varepsilon_{AB}\}
\]

which is also a function of the local Bryan angles,

\[
[R_{\omega A}(\{\varepsilon_{AB}\})] =
\begin{bmatrix}
\cos \varepsilon_{AB}(2) \cos \varepsilon_{AB}(3) & \sin \varepsilon_{AB}(3) & 0 \\
-\cos \varepsilon_{AB}(2) \sin \varepsilon_{AB}(3) & \cos \varepsilon_{AB}(3) & 0 \\
\sin \varepsilon_{AB}(2) & 0 & 1 \\
\end{bmatrix}
\]
As a final definition, unit vectors $u_1$ through $u_3$, defined as

$$
\{u_1\} = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}, \quad \{u_2\} = \begin{bmatrix} 0 \\ 1 \\ 0 \end{bmatrix}, \quad \{u_3\} = \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix}
$$

are used in the dynamic equations.

### 3.1.2 Coordinate Systems and System Definition

![Ship-helicopter-rotor system](image)

**Figure 3.1:** Ship-helicopter-rotor system being modelled.

The mathematical model developed for this study could represent the ship-helicopter-rotor system shown in Figure 3.1. For this system, the helicopter is modelled as a single rigid body with the exception of the rotor blades, which are each divided into a series of rigid segments that are inter-connected by three-dimensional rotational springs. These rotational springs allow blade flexibility in the torsion, flap and lead/lag directions. Ship motion acts on the helicopter body through a suspension system model, and the ship airwake acts on the blade segments through an aerodynamic model. This dynamic model was first developed in the planar case, as shown in Figure 3.2, and then expanded into three dimensions.

Each blade segment is defined with properties $m_{(i,n)}$, the segment mass that is assumed concentrated at the mass centre of the segment, $\{r_{p_{(i,n)}B_{(i,n)}}\}$; and $[J_{b_{(i,n)}B_{(i,n)}}]$, the segment rotational inertia matrix about its centre of mass in the local reference frame. Each blade segment is connected to the last at point $\{r_{B_{(i,n)}B_{(i,n)}}\}$ in the coordinate system of the preceding segment with a rotational element of stiffness matrix, $[k_{(i,n)}]$, and viscous rotational
damping coefficient matrix, \([c_{(i,n)}]\). The subscripts \((i,n)\) indicate that the quantity is specified for the \(i^{th}\) segment on the \(n^{th}\) blade, and that each \((i,n)^{th}\) quantity can be defined separately from the others. Since the properties can be individually assigned to each segment, they can be tuned to approximate closely any continuous and generally non-uniform rotor blade. As with variable finite element gridding, shorter segments can be used in areas of higher flexibility, while longer segments can be used in stiffer areas. The total number of segments and the individual geometrical and inertial properties of the blade segments are completely definable.

A number of different coordinate systems are employed in the model to keep track of the motion of each body. Figure 3.3 shows the approximate locations of the coordinate systems in use.

The global or inertial coordinate system, \(G\), exists at the centre of the flight deck when
all ship motions, except for constant speed horizontal (X) translation, are zero. The global or inertial frame of reference translates with the ship at constant speed. All dynamic equations are ultimately expressed in the global frame of reference, and all quantities are transformed into global coordinates using appropriate transformations.

The ship frame of reference, S, is defined in the global coordinate system. The origin of the reference frame is located at the centre of the flight deck. The position of the ship frame is given by the ship motion algorithm and is in the form (surge, sway, heave), given by

$$\{r_S\} = \begin{bmatrix} X_S \\ Y_S \\ Z_S \end{bmatrix}$$ (3.5)

where these are the relative displacements of the centre of the flight deck with respect to the global coordinate system. The orientation of the ship is given by the Bryan angles

$$\{\varepsilon_S\} = \begin{bmatrix} \theta_{S_{roll}} \\ \theta_{S_{pitch}} \\ \theta_{S_{yaw}} \end{bmatrix}$$ (3.6)

which are assumed equal to the orientations determined individually from Equation 2.9.
This assumption is inherent in linear ship motion theory, which is widely used. It is valid if only one rotation angle is expected to be large at a time [21]. If there is no ship motion, then the ship and global coordinate systems are coincident.

The helicopter coordinate system, $H$, is also defined relative to the global system. The coordinate system has its origin at the helicopter centre of mass, and this position is defined by a position vector

$$\{r_{HG}\} = \begin{bmatrix} X_H \\ Y_H \\ Z_H \end{bmatrix}$$

(3.7)

in global coordinates that tracks the position of the helicopter centre of mass. The orientation is given by Bryan angles

$$\{\varepsilon_{HG}\} = \begin{bmatrix} \theta_{Hroll} \\ \theta_{Hpitch} \\ \theta_{Hyaw} \end{bmatrix}$$

(3.8)

The rotor frame of reference, $R$, is a coordinate system that defines the axis of the rotor disc and allows the blades to turn together. It is defined in the helicopter frame of reference, and the origin is located at the centre of the rotor hub in line with the plane of the blades. The position of the origin, $\{r_{RH}\}$, is fixed. The first two Bryan angles, $\varepsilon_1$ and $\varepsilon_2$, allow the axis of rotor rotation to be different from the $z$ axis of the helicopter. These angles are defined by the geometry of the aircraft and are fixed. The final Bryan angle, $\sigma$, allows the rotor hub to be turned in a manner that is representative of the engage or disengage profiles of the helicopter. The magnitude, velocity, and acceleration of this quantity are defined in
the model, and are functions of time as given by

\[
\{\varepsilon_{R_H}\} = \begin{bmatrix}
\varepsilon_1 \\
\varepsilon_2 \\
\sigma(t)
\end{bmatrix}
\]  

(3.9)

The blade reference frames, \(B_{(i,n)}\), are defined in the rotor reference frame, \(R\), if \(i = 1\), or in the previous blade segment reference frame, \(B_{(i-1,n)}\), where \(i\) represents the blade segment number starting with 1 at the inboard segment. Each blade reference frame origin is located at the joint where the segment attaches to the frame of reference in which its coordinate system is defined. The discrete elastic joint origin should be defined such that it is coincident with the local shear centre of the blade. The position vectors of each subsequent segment reference frame are defined independently and in three-dimensional space. Thus, the elastic axes and the joints need not lie along a straight axial line, and the joints do not need to be equidistant. The number of discrete segments is defined by the analyst.

Since the blade segments are rigid, the position vectors to the origins of each subsequent reference frame, \(r_{B_{(i,n)}R}\) and \(r_{B_{(i,n)}B_{(i-1,n)}}\), are fixed. The segments are, however, allowed to rotate relative to one another in three degrees of freedom at each joint. Each blade reference frame has a set of Bryan angles that track blade bending, lead-lag, and torsion in time. The Bryan angles that define the orientation of each segment are

\[
\{\varepsilon_{B_{(i,n)}}\} = \begin{bmatrix}
\phi_{B_{(i,n)}} \\
\tau_{B_{(i,n)}} \\
\psi_{B_{(i,n)}}
\end{bmatrix}
\]  

(3.10)

The rigid blade segment coordinate systems, \(B_{\text{rigid}_(i,n)}\), define the undeflected shape of the blade. They are defined in the previous coordinate system, like the systems \(B_{(i,n)}\);
however they are based on the Bryan angles

\[
\begin{align*}
\{\varepsilon_{OB(i,n)}\} &= \begin{bmatrix}
o_x(i,n) \\
o_y(i,n) \\
o_z(i,n)
\end{bmatrix} 
\end{align*}
\]

(3.11)

which are the "zero" Bryan angles for the \((i, n)\)th segment. These coordinate systems are used to calculate the correct spring energy for a given deformation, since the spring energy is defined to be zero when the coordinate system \(B(i,n)\) is coincident with \(B_{\text{rigid}}(i,n)\). At the hinge joint, the coordinate system \(B_{\text{rigid}}(i,n)\) is also used to define the directions of the flap and/or lead/lag hinges, which are coincident with the rigid \(y\) and \(z\) axes if the blade is articulated. The coordinate system is used to resolve the component of hinge force acting in the plane perpendicular to the hinge axis.

The axial extension is known to be a dynamic variable of important consideration for flexible bodies rotating at high velocities. In addition to small axial displacements that can affect the final blade tip location, the axial extension is known to change slightly the torsional rigidity of blades. Axial extension can also be coupled with torsion and other blade motions in composite beams thus modifying the aerodynamic angle of attack for high rotor speeds. Discrete axial flexibility could be included in a similar manner as the rotational flexibility, as shown in Reference [14], without rendering the equations of motion unsolvable. Since the blade sailing phenomenon is believed to occur at low rotational speeds [less than 50% normal operating speed (NR)], and axial forces vary with the square of rotational speed, the axial extension effects are believed to be insignificant. Axial extension has therefore not been included in the current version of the dynamic model.
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3.1.3 Degrees of Freedoms

The number of degrees of freedom, \( n_{\text{dof}} \), required to completely define the helicopter motion is given by

\[
n_{\text{dof}} = 6 + n_b (3n_s - 1) \tag{3.12}
\]

where the constant 6 accounts for the translational and rotational degrees of freedom of the helicopter body, and \( n_s \) and \( n_b \) are the number of blade segments and the number of blades respectively. Each blade has three degrees of freedom per blade segment: torsion, flap, and lead/lag, with the exception of the first joint, which only has two degrees of freedom. This is because the “torsion” at the first joint is defined by the collective and cyclic inputs, which allow the pilot to control the blade root angle. The position portion of the state vector for the system is

\[
\begin{bmatrix}
X_H & Y_H & Z_H & \theta_{H,\text{roll}} & \theta_{H,\text{pitch}} & \theta_{H,\text{yaw}} & \phi_{B(2,1)} & \phi_{B(3,1)} & \ldots & \phi_{B(i,1)} & \phi_{B(2,2)} & \ldots \\
\phi_{B(i,n)} & \tau_{B(1,1)} & \tau_{B(2,1)} & \ldots & \tau_{B(i,n)} & \psi_{B(1,1)} & \ldots & \psi_{B(i,n)}
\end{bmatrix}
\tag{3.13}
\]

The cyclic and collective angles are defined as functions of time in the model. Ship motion, \([X_S \ Y_S \ Z_S \ \theta_{S,\text{roll}} \ \theta_{S,\text{pitch}} \ \theta_{S,\text{yaw}}]\), rotor rotation, \( \sigma \), and hub-adjacent blade segment torsion angle, \( [\phi_{B(1,1)} \ \ldots \ \phi_{B(1,n)}] \), are also predetermined functions of time and as a result do not have associated degrees of freedom.

3.1.4 Joint Nomenclature

The blades are composed of a series of connected rigid segments, and the flexible interface between these segments are referred to as “joints”. The first joint is the interface between the rotor hub and the first segment. This joint is referred to as the “root”. If the helicopter rotor being modelled is of the articulated type, then the root joint is modelled as a hinge. Semi-rigid rotors have flexible root joints, but they do not have hinges.
3.2 Equations of Motion: General Form

The equations of motion for the ship-helicopter-rotor system were derived using Lagrange’s Equation, given in Equation 2.1, where $T$ is the system kinetic energy and $U$ is the system potential energy. The left side of the equations contains all the conservative contributions to the system dynamics. The non-conservative contributions are part of $Q_u$, which is the generalized non-conservative applied force associated with the $\nu^{th}$ degree of freedom. The resulting system of equations can be distilled into the matrix form of Newton’s second law,

$$[M]\{\ddot{q}\} = \{f\} \quad (3.14)$$

where the vector $\{\ddot{q}\}$ contains the accelerations associated with each configuration coordinate. The equivalent mass matrix [78] is

$$[M] =$$

$$\begin{bmatrix}
\frac{\partial}{\partial \dot{q}_1} \left( \frac{d}{dt} \left( \frac{\partial T}{\partial \dot{q}_1} \right) \right) & \cdots & \frac{\partial}{\partial \dot{q}_{n_{\text{dof}}}} \left( \frac{d}{dt} \left( \frac{\partial T}{\partial \dot{q}_1} \right) \right) \\
\vdots & \ddots & \vdots \\
\frac{\partial}{\partial \dot{q}_1} \left( \frac{d}{dt} \left( \frac{\partial T}{\partial \dot{q}_{n_{\text{dof}}}} \right) \right) & \cdots & \frac{\partial}{\partial \dot{q}_{n_{\text{dof}}}} \left( \frac{d}{dt} \left( \frac{\partial T}{\partial \dot{q}_{n_{\text{dof}}}} \right) \right)
\end{bmatrix}$$

where the inner most derivative in each element is taken with respect to the velocity of the degree of freedom associated with the row, the second derivative is taken with respect to time, and the outermost derivative is taken with respect to the acceleration of the degree of freedom associated with the column.

The equivalent force vector is

$$\{f\} = \begin{bmatrix}
Q_1 - \epsilon_1 \\
\vdots \\
Q_{n_{\text{dof}}} - \epsilon_{n_{\text{dof}}}
\end{bmatrix} \quad (3.16)$$
where the terms contained in \( e \nu \) come from all the terms on the left-hand side of Lagrange's Equation that do not depend on the second derivative of any configuration coordinate and thus are not a part of the equivalent mass matrix. These contributions are largely the results of potential energy and of centripetal and Coriolis forces from the geometric non-linearities preserved in the kinetic energy expressions. The terms in \( Q \nu \) come from the non-conservative contributions contained on the right hand side of Lagrange's Equation.

Both \([M]\) and \(\{f\}\), which were extracted from Lagrange's equation symbolically, depend on known quantities \(\{q\}\) and \(\{\dot{q}\}\), the configuration coordinates and their derivatives (velocities). They are thus easily reevaluated at each time step. The equations can then be converted to a set of first order differential equations and the dynamic solution can be advanced numerically through time by an appropriate numerical integrator. The appropriate type of integrator varies depending on the numerical stiffness of the system once it has been defined with specific system properties. Explicit integrators, such as Runge-Kutta methods [86], handle non-stiff systems efficiently. Implicit integrators are more appropriate for stiffer systems. Both have been used in this research.

### 3.3 Equations of Motion: Conservative Contributions

The definition of the system energy expressions is the first step toward applying Lagrange's Equation. The subsequent steps involve the derivation of long and complex expressions of derivatives with respect to various degrees of freedom and time. The kinetic and potential energy expressions are separated into parts to facilitate organization. The kinetic energy is split into four parts,

\[
T = T_1 + T_2 + T_3 + T_4
\]  

where the translational energy of the helicopter body is given by

\[
T_1 = \frac{1}{2} m_H \left( \{\dot{r}_{HG}\} \cdot \{r_{HG}\} \right)
\]
which is also expressed as

\[ T_1 = \frac{1}{2} m_H \left( \left( \{u_1\}^T \{\dot{r}_{HG}\} \right)^2 + \left( \{u_2\}^T \{\dot{r}_{HG}\} \right)^2 + \left( \{u_3\}^T \{\dot{r}_{HG}\} \right)^2 \right) \]  

(3.19)

to facilitate the derivative-taking that is part of the application of Lagrange's equation. The rotational energy of the helicopter body is

\[ T_2 = \frac{1}{2} \{\omega_{HG}\}^T [J_{HG}] \{\omega_{HG}\} \]  

(3.20)

the translational energy of the blade segments is

\[ T_3 = \sum_{n=1}^{nb} \sum_{i=1}^{ns} \frac{1}{2} m_{b(i,n)} \left( \left( \{u_1\}^T \{\dot{r}_{b(i,n)G}\} \right)^2 + \left( \{u_2\}^T \{\dot{r}_{b(i,n)G}\} \right)^2 + \left( \{u_3\}^T \{\dot{r}_{b(i,n)G}\} \right)^2 \right) \]  

(3.21)

and the rotational energy of the blade segments is

\[ T_4 = \sum_{n=1}^{nb} \sum_{i=1}^{ns} \frac{1}{2} \{\omega_{b(i,n)G}\}^T [J_{b(i,n)G}] \{\omega_{b(i,n)G}\} \]  

(3.22)

where

\[ [J_{HG}] = [R_{HG}] [J_{HG}] \]  

(3.23)

is the inertia matrix of the helicopter body defined in the global reference frame and

\[ [J_{b(i,n)G}] = [R_{HG}] [R_{RH(n)}] \prod_{j=1}^{i} [R_{B(j,n),B(j-1,n)}] [J_{b(i,n),B(i,n)}] \]  

(3.24)

is the inertia matrix of the \((i,n)^{th}\) blade segment defined in the global reference frame.

The potential energy is given in three parts,

\[ U = U_1 + U_2 + U_3 \]  

(3.25)

where the gravitational potential energy of the helicopter body is

\[ U_1 = g m_H \left( \{u_3\}^T \{r_{HG}\} \right) \]  

(3.26)

the gravitational potential energy of the blade segments is

\[ U_2 = \sum_{n=1}^{nb} \sum_{i=1}^{ns} \left( g m_{b(i,n)} \left( \{u_3\}^T \{r_{B(i,n)G}\} \right) \right) \]  

(3.27)
and the potential energy of the flexible connecting elements is

\[ U_3 = U_{3\text{flap}} + U_{3\text{leadlag}} + \sum_{n=1}^{n_a} \sum_{i=1}^{n_x} \frac{1}{2} \{\theta_{(i,n)}\}^T [k_{(i,n)}] \{\theta_{(i,n)}\} \]  

(3.28)

where the details of \( U_3 \) are given in Section 3.3.2.

### 3.3.1 Derivation of General Conservative Expressions

Equations 3.19 through 3.27 depend on the globally defined positions and velocities of each rigid body. The global position and orientation of the helicopter body is given by Equation 3.7 and

\[
\{\omega_H\} = [R_{HG}] [\omega_H] \begin{bmatrix} \dot{\theta}_{H\text{roll}} \\ \dot{\theta}_{H\text{pitch}} \\ \dot{\theta}_{H\text{yaw}} \end{bmatrix} = [R_{HG}] [\omega_H] \{\dot{\omega}_H\} 
\]

(3.29)

respectively.

The global position and angular velocity of the \((i,n)^{th}\) blade segment is given by

\[
\{r_{b(i,n)_G}\} = \{r_H\} + [R_{HG}] \{r_R\} + \sum_{k=0}^{i-1} \\
\left([R_{HG}] [R_{RH(n)}] \prod_{j=1}^{k} [R_{B(j,n)}B(j-1,n)] \{r_{B(k,n)}B(k-1,n)\}\right) + \\
[R_{HG}] [R_{RH(n)}] \prod_{j=1}^{i} [R_{B(j,n)}B(j-1,n)] \{r_{B(i,n)}B(i,n)\}
\]

(3.30)

and

\[
\{\omega_{b(i,n)_G}\} = [R_{HG}] [\omega_H] \{\dot{\omega}_H\} + \\
[R_{HG}] [R_{RH(n)}] [\omega_R(n)] \{\dot{\omega}_R\} + \\
\sum_{k=1}^{i} \left([R_{HG}] [R_{RH(n)}] \prod_{j=1}^{k} [R_{B(j,n)}B(j-1,n)] [R_{\omega B(k,n)}] \{\dot{\omega}_{B(i,n)}B(j-1,n)\}\right)
\]

(3.31)

respectively.
The expressions contain characteristic cascading sums and products that vary in size with blade and segment number. The derivation of the differentiated terms in Lagrange's equation has proven challenging owing to the variability of the equations, however a procedure has now been defined [78]. The procedure, initially defined using the two-bladed planar model shown in Figure 3.2, is described first; its expansion into three dimensions is addressed second.

The following equation, the expression for the kinetic energy arising from the horizontal component of velocity of the port blade for the planar model, is used to demonstrate the method of general differentiation. It is given by [78]

\[
T_{X(1)} = \frac{1}{2} \sum_{i=1}^{n_b} m_{(i,1)} \left( \dot{Y}_H - v \dot{\theta} \sin(\theta + a) - \sum_{k=1}^{i} \left( \sin \left( \theta + \sum_{j=1}^{k} \phi_{(j,1)} \right) \right) \right) \\
\left( \dot{\theta} + \sum_{j=1}^{k} \dot{\phi}_{(j,1)} \right) d_{(k,1)} \\
+ \frac{1}{2} \left( \sin \left( \theta + \sum_{j=1}^{i} \phi_{(j,1)} \right) \right) \left( \dot{\theta} + \sum_{j=1}^{i} \dot{\phi}_{(j,1)} \right) d_{(i,1)} \right)^2
\]

where the planar orientation of the helicopter body is given by \( \theta \) and the flap orientations of the blade segments are given by \( \phi_{(i,1)} \). The length of each blade segment is given by \( d_{(i,1)} \), and the centre of mass is assumed to act half way along the segment length. The quantity \( Y_H \) describes the horizontal position of the helicopter centre of mass, the quantity \( (v \sin(\theta + a)) \) gives the horizontal distance from the helicopter centre of mass to the blade attachment point, and \( a \) and \( v \) are geometrical constants defined in Reference [78].

One characteristic of this equation is three layers of embedded sums. The innermost layer, with index \( j \), comes from the fact that the position and orientation of each blade segment depends on the angle of that segment and all others inboard of it. This cascading angle effect appears frequently in the kinetic and potential energy expressions, as well as in the final equations of motion. The middle layer, with index \( k \), comes from the fact that
the velocity of each segment is the sum of that body’s velocity relative to the other bodies plus the other bodies’ velocities. The outermost layer, with index \( i \), results from the fact that the energy from each segment must be summed to obtain a complete expression.

The challenge in differentiation arises from the fact that \( n_s \), which is both the upper summation limit on the first sum and the number of segments in the port blade, is unknown. This means that all three layers of embedded sums are not defined including the innermost angle summation, which contains the degree of freedom \( \phi_{l,1} \), with respect to which the derivative is required.

If both \( n_s \) and the index \( l \) with respect to which the derivative is required are selected prior to differentiation, then all three layers of sums become finite and defined, and the derivatives can easily be taken using a symbolic mathematics package such as Maple [87]. However, for a general solution, these quantities must remain unknown. It is impossible, then, for the software to evaluate \( \frac{\partial \Gamma_{X}}{\partial \phi_{l,1}} \) because there is no way to indicate that \( \phi_{l,1} \) is simply any one of the \( (\phi_{j,1}) \) s. To this end, a rule for differentiating the expressions by hand was developed.

The problem lies in differentiating

\[
S_2 = \sum_{j=1}^{i} \phi_{(j,n)}
\]

with respect to an arbitrary \( \phi_{(l,n)} \). By inspection, the derivative is

\[
\frac{\partial S_2}{\partial \phi_{(l,n)}} = 1
\]

Furthermore, the derivative of

\[
S_3 = \sum_{i=1}^{n_x} \sum_{j=1}^{i} \phi_{(j,n)}
\]

is

\[
\frac{\partial S_3}{\partial \phi_{(l,n)}} = \sum_{i=l}^{n_x} 1 = (n_x - l + 1)
\]
which is perhaps less intuitive, since the lower index on the summation must be changed to \( l \) to obtain the correct expression. This is because any inner sums differentiated for \( i < l \) do not contain the important quantity \( \phi_{i,n} \), and therefore do not contribute to the final sum.

This phenomenon can be generalized in the following rule,

\[
\frac{\partial}{\partial \phi_{(l_2,n)}} \left( \sum_{i=1}^{n_{x}} G_{i} \right) = \sum_{i=l_{\text{max}}}^{n_{x}} \frac{\partial G_{i}}{\partial \phi_{(l_2,n)}}
\] (3.37)

where \( l_{\text{max}} = \begin{cases} \max(l_1, l_2) & \text{if } G_{i} \text{ contains } \sum_{j=1}^{i} \phi_{(j,n)} \\ l_1 & \text{otherwise} \end{cases} \)

which shows how the indices of embedded sums must be updated depending on the form of \( G_{i} \). As is consistent with the rules of differentiation, the chain rule applies when differentiating \( G_{i} \).

This rule can be illustrated with the example

\[
S_{4} = \sum_{k=1}^{i} \left( d_{(i,n)} \sum_{j=1}^{k} \phi_{(j,n)} \right)
\] (3.38)

If \( i = 3 \),

\[
S_{4} = d_{(1,n)} (\phi_{(1,n)}) + d_{(2,n)} (\phi_{(1,n)} + \phi_{(2,n)}) + d_{(3,n)} (\phi_{(1,n)} + \phi_{(2,n)} + \phi_{(3,n)})
\] (3.39)

The derivative with respect to the second angle is

\[
\frac{\partial S_{4}}{\partial \phi_{(2,n)}} = d_{(2,n)} + d_{(3,n)} = \sum_{k=2}^{i} d_{(i,n)}
\] (3.40)

which can also be obtained from Equation 3.37.

Applying the rule shown, the derivative of Equation 3.32 with respect to any blade segment angle, is given by

\[
\frac{\partial T_{X(1)}}{\partial \phi_{(1,1)}} = \sum_{i=l}^{n_{x}} m_{(i,1)}
\] (3.41)
The extension of this method from the planar to the three-dimensional case is illustrated using the kinetic energy arising from the horizontal (X) component of velocity associated with the masses of the blade segments of blade n.

The kinetic energy expression for the three-dimensional case is given by

\[
T_X(n) = \frac{1}{2} \sum_{i=1}^{n_s} m_{i,n} \left[ \begin{array}{cc} 1 & 0 \\ 0 & 0 \end{array} \right] \left\{ \mathbf{r}_{b(i,n)G} \right\}^2
\]

where

\[
\left\{ \mathbf{r}_{b(i,n)G} \right\} = \left\{ \mathbf{r}_{HG} \right\} + \left[ \mathbf{R}_{HG} \right] \left\{ \mathbf{r}_{RH} \right\} + \sum_{k=1}^{i-1} \left[ \mathbf{R}_{HG} \right] \left[ \mathbf{R}_{RH(n)} \right] \prod_{j=1}^{k} \left[ \mathbf{R}_{B(j,n)B(j-1,n)} \right] \left\{ \mathbf{r}_{B(k,n)B(k-1,n)} \right\}
\]

\[
+ \left[ \mathbf{R}_{HG} \right] \left[ \mathbf{R}_{RH(n)} \right] \prod_{j=1}^{k} \left[ \mathbf{R}_{B(j,n)B(j-1,n)} \right] \left\{ \mathbf{r}_{B(k,n)B(k-1,n)} \right\}
\]

\[
+ \sum_{h=1}^{k} \left[ \mathbf{R}_{HG} \right] \left[ \mathbf{R}_{RH(n)} \right] \prod_{\alpha=1}^{h-1} \left[ \mathbf{R}_{B(\alpha,n)B(\alpha-1,n)} \right] \left[ \mathbf{R}_{B(h,n)B(h-1,n)} \right]
\]

\[
\left[ \mathbf{R}_{B(h,n)B(h-1,n)} \right] \left( \prod_{\beta=h+1}^{k} \left[ \mathbf{R}_{B(\beta,n)B(\beta-1,n)} \right] \right) \left\{ \mathbf{r}_{B(k,n)B(k-1,n)} \right\}
\]

\[
+ \left[ \mathbf{R}_{HG} \right] \left[ \mathbf{R}_{RH(n)} \right] \prod_{j=1}^{i} \left[ \mathbf{R}_{B(j,n)B(j-1,n)} \right] \left\{ \mathbf{r}_{b(i,n)B(i,n)} \right\}
\]
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\[ R_{RH}(n) \]

\[ R_{B_0(n)} B_{(j-1,n)} \]

\[ \mathbf{R}_{b_{(i,n)} B_{(i,n)}} \]

\[ \mathbf{R}_{HG} \]

\[ \mathbf{R}_{R_H(n)} \]

\[ \mathbf{R}_{B_{(a,n)} B_{(a-1,n)}} \]

\[ \mathbf{R}_{B_{(i,n)} B_{(i,n)}} \]

where the rotational matrix \( \mathbf{R}_{B_{(1,n)} B_{(0,n)}} \) given inside the product operators is equivalent to \( \mathbf{R}_{B_{(1,n)} R} \).

The indices \( i \) and \( k \) represent the summation of equivalent phenomena in both Equations 3.32 and 3.42, and are subject to the index replacement rule shown in Equation 3.37.

The summation of cascading angles, given by index \( j \) in Equation 3.32, which is responsible for causing the index replacement rule, appears in a slightly different form in Equation 3.42.

In the three-dimensional case, the expressions for blade position, velocity, and angular velocity are derived in vector form and are given in the global coordinate system through a series of cascading matrix transformations, which are given by the product operator, also in index \( j \).

Two cases that result from the extension of the procedure into three dimensions are worth mentioning. First, when the energy expressions are differentiated with respect to time, an additional summation appears, shown in Equation. 3.42)in index \( h \). This results from the fact that the product rule must be applied to all the matrices in the cascading matrix product, since all depend on the variable time. When differentiating with respect to configuration coordinates or their derivatives as with Lagrange’s equation, the differentiation quantity appears in only one matrix in each product and therefore the extra summation does not result. The product indices \( \alpha \) and \( \beta \) result from the same phenomenon, and simply allow the cascading rotational matrix, to which the time derivative is applied, to be advanced from one index to the next.

Second, a complete expression of the kinetic energy resulting from the horizontal component of velocity requires that this quantity be summed over the total number of blades present in the system (given as an index in \( n \)). The index replacement rule does not apply
to this summation index since the degrees of freedom for each blade are independent and differentiation with respect to any one of them will result in zero components for all blades except the one of interest.

The derivation of all the required expressions for Lagrange’s Equation can be arrived at straightforwardly provided care is taken to ensure that the index replacement rule is applied only when necessary based on the logic given in Reference [78]. The rule given in Equation 3.37 was used to generate, by hand, the mass matrix, \([M]\), and the conservative parts of the forcing vector, \([f]\).

### 3.3.2 Segment Joint Potential Energy

The potential energy of the flexible elements, given in Equation 3.28, is not subject to the cascading sums or products that are characteristic of Equations 3.19 through 3.27. This is because the spring forces are based only on the relative motion of two adjacent coordinate systems. Structural coupling can be preserved by employing a fully-populated stiffness matrix, such that the potential energy of each joint is given by

\[
U_{(i,n)} = \frac{1}{2} \left\{ \theta_{(i,n)} \right\}^T [k_{(i,n)}] \left\{ \theta_{(i,n)} \right\}
\]

(3.43)

where

\[
\left\{ \theta_{(i,n)} \right\} = \left\{ \begin{array}{c}
\theta_x(i,n) \\
\theta_y(i,n) \\
\theta_z(i,n)
\end{array} \right\}
\]

(3.44)

Since the Bryan angles that define the motion at each joint do not explicitly give the displacements of the individual joint springs, the projected rotation angles must be calculated to find the individual linear spring forces about each axis.

The components of \( \left\{ \theta_{(i,n)} \right\} \) are projected angles given by

\[
\theta_x(i,n) = \quad \text{ (3.45)}
\]
The blade motion limits, droop and flap stops and lead/lag dampers, are modelled using additional rotational springs and dampers at the blade root when the angle of blade displacement at the root exceeds the stop contact angle. The stiffness curve for these elements is shown in Figure 3.4 where the subscript $m$ refers to quantities in the range of negative $\theta$ values. The subscript $p$ refers to quantities in the positive range of $\theta$. The

\[
\begin{align*}
\{u_2\}^T \begin{bmatrix} R_{B_{(i-1,n)}B_{rigid(i,n)}} & R_{B_{(i,n)}B_{(i-1,n)}} \end{bmatrix} \{u_3\} \\
\{u_3\}^T \begin{bmatrix} R_{B_{(i-1,n)}B_{rigid(i,n)}} & R_{B_{(i,n)}B_{(i-1,n)}} \end{bmatrix} \{u_3\}
\end{align*}
\]

\[\theta_{y(i,n)} = \]

\[
\begin{align*}
\{u_1\}^T \begin{bmatrix} R_{B_{(i-1,n)}B_{rigid(i,n)}} & R_{B_{(i,n)}B_{(i-1,n)}} \end{bmatrix} \{u_3\} \\
\{u_3\}^T \begin{bmatrix} R_{B_{(i-1,n)}B_{rigid(i,n)}} & R_{B_{(i,n)}B_{(i-1,n)}} \end{bmatrix} \{u_3\}
\end{align*}
\]

and

\[
\begin{align*}
\{u_2\}^T \begin{bmatrix} R_{B_{(i-1,n)}B_{rigid(i,n)}} & R_{B_{(i,n)}B_{(i-1,n)}} \end{bmatrix} \{u_1\} \\
\{u_1\}^T \begin{bmatrix} R_{B_{(i-1,n)}B_{rigid(i,n)}} & R_{B_{(i,n)}B_{(i-1,n)}} \end{bmatrix} \{u_1\}
\end{align*}
\]

The blade motion limits, droop and flap stops and lead/lag dampers, are modelled using additional rotational springs and dampers at the blade root when the angle of blade displacement at the root exceeds the stop contact angle. The stiffness curve for these elements is shown in Figure 3.4 where the subscript $m$ refers to quantities in the range of negative $\theta$ values. The subscript $p$ refers to quantities in the positive range of $\theta$. The
negative and positive properties can be defined separately. The quantities $k$, $k_{fs}$ and $k_{ds}$ refer to the joint stiffness, flap stop stiffness, and droop stop stiffness respectively. For the lead/lag stops, $k_{fs}$ refers to the stiffness of the stop when the joint angle is negative, and so on. While the root hinge joint can be assigned a stiffness value as per the figure, it is usually set to zero since the hinges do not exhibit spring characteristics between the stop regions.

The discontinuity between the stopping element and the hinge stiffness is smoothed with a cubic smoothing function where the coefficients are $a$, $b$, $c$, and $d$. The values $\theta_{1m}$ and $\theta_{1p}$ are the stop contact angles in the negative and positive angular directions respectively. The values $\theta_{2m}$, $\theta_{2p}$, $M_m$, and $M_p$ are selected so that the curve fit occurs over a small angle and the shape of the curve does not include inflection points.

The extension and retraction of droop and flap stops presents some interesting modelling challenges. For instance, they retract and extend at a given rotational speed, however, they cannot extend or retract if the blade is in contact with the stop when the retraction threshold speed is reached. In addition, the extension and retraction is assumed to occurs over some measurable time and the blade might come into contact with the stop during the process. The applied moment in the hinge joint is assumed to vary linearly between the stop stiffness and hinge stiffness values during the extension and retraction process.

For use in Lagrange's Equation, the potential energy expression for the variable flap
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spring element, \( U_{3\text{flap}} \), is

\[
U_{3\text{flap}}(1,n) = \begin{cases} 
M_{m\text{flap}} \theta + \frac{1}{2} k_{f\text{flap}} \theta^2 - k_{f\text{flap}} \theta_{2m\text{flap}} \theta + C_1 \\
\text{if } -\infty < \theta \leq \theta_{2m\text{flap}} \text{ and } \omega < \omega_{fs}
\end{cases}
\]

\[
\frac{1}{4} a_m \theta^4 + \frac{1}{3} b_m \theta^3 + \frac{1}{2} c_m \theta^2 + d_m \theta + C_2 \\
\text{if } \theta_{2m\text{flap}} < \theta \leq \theta_{1m\text{flap}} \text{ and } \omega < \omega_{fs}
\]

\[
\frac{1}{2} k \theta^2 + C_3 \\
\text{if } \theta_{1m\text{flap}} < \theta \leq \theta_{1p\text{flap}} \text{ or } \omega > (\omega_{ds} \text{ or } \omega_{fs})
\]

\[
\frac{1}{4} a_p \theta^4 + \frac{1}{3} b_p \theta^3 + \frac{1}{2} c_p \theta^2 + d_p \theta + C_4 \\
\text{if } \theta_{1p\text{flap}} < \theta \leq \theta_{2p\text{flap}} \text{ and } \omega < \omega_{ds}
\]

\[
M_{p\text{flap}} \theta + \frac{1}{2} k_{d\text{flap}} \theta^2 - k_{d\text{flap}} \theta_{2p\text{flap}} \theta + C_5 \\
\text{if } \theta_{2p\text{flap}} < \theta \leq \infty \text{ and } \omega < \omega_{ds}
\]

and \( U_{3\text{leadlag}} \) is given by the same equation except that the subscript "flap" is replaced with "leadlag". Due to differentiation, the constants \( C_1 \) through \( C_5 \) do not appear in the equations of motion. The polynomial coefficients \( a_m, b_m, a_p, b_p, \) etc. are the negative and positive angle equivalents of the coefficients shown in Fig. 3.4. The quantities \( \omega, \omega_{ds} \) and \( \omega_{fs} \) refer to the rotor speed and the stop retraction speed for the droop and flap stops respectively. In the case of the lead/lag stops, the conditions on \( \omega \) do not apply since they do not retract and extend.
3.4 Equations of Motion: Non-conservative Contributions

Non-conservative contributions consist of all system influences that cannot be expressed as conservative kinetic or potential energy. If the applied force, \( \{ f \} \), and location of force application, \( \{ r_{fg} \} \), at a given instant are known, then the non-conservative terms in Lagrange’s Equation can be calculated as

\[
Q_\nu = \{ f \} \cdot \frac{\partial \{ r_{fg} \}}{\partial q_\nu}
\]  

(3.49)

The simulation currently includes non-conservative contributions from ship motion as applied through the helicopter suspension system, articulated hinge friction, flexible element damping, and aerodynamics.

3.4.1 Ship Motion and Suspension

Once the ship motion has been determined, as described in Section 2.2, the suspension forces on the helicopter body can be calculated. Any number of suspension points can exist, with specifiable geometry and characteristic properties. In the helicopter coordinate system, the vertical suspension stiffness comes largely from the oleo or other equivalent vertical suspension element. The horizontal stiffnesses come from the behaviour of the tire. The current model assumes that the tires cannot slide, roll, or lift off the deck.

The suspension stiffness and damping force vector components, respectively, are assumed to be quadratically related to suspension displacement and velocity in the helicopter frame of reference as given by

\[
f_{\text{suspension}_k} = - (a_k \Delta |\Delta| + b_k \Delta)
\]  

(3.50)

and

\[
f_{\text{suspension}_c} = - (a_c \dot{\Delta} |\Delta| + b_c \dot{\Delta})
\]  

(3.51)

where the equations apply to each orthogonal force direction, \( k \), in the helicopter frame of reference. The quantity \( \Delta \) is the component of suspension displacement in the relevant
direction, and the constants, $a_k$, $b_k$, $a_c$, and $b_c$ define the properties of the stiffness and damping elements for the same coordinate direction. For linear springs, only the $b$ terms need be non-zero.

The location of application of the forces should be clarified. The true point of application is the deflected suspension contact point. However, since the suspension motions are not defined as system degrees of freedom, the force application points are approximated as the undeflected suspension contact point.

### 3.4.2 Articulated Hinge Friction

In articulated blades, the friction that exists in the blade root hinge is an important part of the model. An articulated rotor may consist of a flap hinge and a lead/lag hinge. The frictional moment due to hinge friction is given as

$$ M_{\text{friction}} = f_{\text{friction}} r_{\text{hinge}} $$

about the $(y)$ and $(z)$ axes of the local rigid coordinate system of the first blade segment. The quantity $f_{\text{friction}}$ is the friction force acting between the sliding surfaces of the hinge, and $r_{\text{hinge}}$ is the radius of the hinge pin. Friction force is a discontinuous function, where the maximum static or sliding friction available depends on the coefficients of friction, $\mu_s$ or $\mu_d$ respectively, and on hinge surface normal force, $f_{\text{hinge}}$. A continuous approximation can be achieved using a modified friction function, which includes the Schilling friction model [88]. The frictional force is

$$ f_{\text{friction}} = \text{sign}(V) \left( B_d \left( 1 - e^{(-\eta_{\text{hinge}}|V|)} \right) ight) $$

$$ + (B_s - B_d) e^{(-\frac{|V|}{\epsilon_{\text{hinge}}})} $$

where $B_d = \mu_d f_{\text{hinge}}$, $B_s = \mu_s f_{\text{hinge}}$, and $V$ is the relative sliding velocity in the hinge joint, which can be calculated as the hinge relative rotational velocity multiplied by $r_{\text{hinge}}$. The values of $\epsilon_{\text{hinge}}$ and $\eta_{\text{hinge}}$ scale the smoothing components of the modified functions. The quantity $\epsilon_{\text{hinge}}$ is a small positive velocity, such as 0.001 m/s, which represents the time
constant of the smoothing exponential decay from the static peak of the friction function to the sliding friction component. The smaller the velocity, the more representative the continuous approximation. A value of $\eta_{\text{hinge}} = \frac{1}{0.02r_{\text{hinge}}}$ provides good smoothing through zero velocity without largely affecting the magnitude of the static friction peak.

Since the equations of motion were derived using Lagrange's method, the reaction forces in the joint are not available unless specifically calculated. The reaction forces in each hinge joint are calculated using a method suggested by Kane [89]. This method assumes an additional translational degree of freedom in the hinge joint, which are the directions of the reaction forces desired, and then sums the inertial and active forces to zero. The unknown quantity in this summation is the reaction force vector.

The reaction force vector at the articulated root hinge joint, $\{ f_{\text{hinge}(n)} \}$ associated with blade $n$ as derived using this method is

$$
\{ f_{\text{hinge}(n)} \} = 
\sum_{i=1}^{n} \left( m_{(i,n)} \{ a_{(i,n)} \} - m_{(i,n)} \{ 0 \} - \{ f_{\text{applied}(i,n)} \} \right) - g
$$

where $\{ f_{\text{applied}(i,n)} \}$ contains the sum of all non-conservative externally applied forces. The appropriate normal force, $f_{\text{hinge}(n)}$ for use in each hinge friction calculation is the magnitude of the reaction vector that projects onto the plane perpendicular to the axis of the hinge joint of interest. The accelerations, $\{ a_{(i,n)} \}$, are calculated using the acceleration values at the previous timestep.

### 3.4.3 Blade Joint Damping

The blade segment damping consists of a number of possible components, depending on the blades being modelled. The following rotational viscous damping terms can be independently defined:
the structural damping associated with the outboard blade joints;

- the root joint damping, having a damping value consistent with a semi-rigid joint or a hinge; and

- additional damping associated with the flap/droop and lead/lag stops, applied when the blade root angle is in the applicable range and the stops are extended.

In order that the damping of the motion stops be applied only in the angular range over which the stops act, the damping force is multiplied by the filter, \( \chi \), which has a value of one in the angular range of the stop and zero otherwise. A smoothing function, with the same transitional angles as for the stop stiffness profile, is used to eliminate the discontinuity that occurs when the stops are impacted.

The damping moment about one hinge due to the corresponding motion stops is therefore calculated by applying the filter value using

\[
M_{\text{damping}_\text{flap}} = \begin{cases} 
-\chi c_{fs} \dot{\theta} \\
-\chi c_{ds} \dot{\theta}
\end{cases}
\]

if \( \theta < 0 \) and \( \omega \leq \omega_{fs} \)

if \( \theta > 0 \) and \( \omega \leq \omega_{ds} \)

where \( c_{fs} \) and \( c_{ds} \) are the damping coefficients of the flap and droop stops, respectively. If the stop retraction threshold speeds, \( \omega_{fs} \) and \( \omega_{ds} \), have been exceeded, then the damping moments due to stops are not applied. In this case, the damping moment is calculated as defined for the hinge itself as

\[
M_{\text{damping}} = -c_{(i,n)} \dot{\theta}_{(i,n)}
\]

The logical routines used to scale the flap and droop stop damping during extension and retraction as well as the logic used to initiate extension and retraction is the same as that used for the droop and flap stop stiffnesses.
3.4.4 System Proportional Damping

The model contains a proportional damping feature, also called Rayleigh damping, which allows the user to employ a linearized proportional damping relationship

\[
[C_{\text{linear}}] = a[M_{\text{linear}}] + b[K_{\text{linear}}]
\]  

(3.57)

where the constants \(a\) and \(b\) are defined by the analyst. In the proportional damping model, the linear mass and stiffness matrices \(M_{\text{linear}}\) and \(K_{\text{linear}}\) are calculated about any analyst-specified operating point such that \(C_{\text{linear}}\) remains constant throughout the simulation.

In the model, the analyst has the option to toggle proportional damping on and off, or apply proportional damping to certain degrees of freedom and not to others. This is done by zeroing the unwanted columns and rows in the linearized proportional damping matrix. Proportional damping can be applied in addition to other forms of damping available in the model; if multiple damping sources exist, the effects are additive.

3.4.5 Aerodynamic Forces

The aerodynamic model calculates airloads based on the relative instantaneous wind velocity, which depends on the airwake and on the motion of the blades. In the blade sailing context, all angles of attack are possible, therefore, airfoil coefficients must be available for any relative wind direction. For the purposes of this research, two aerodynamic models have been selected. The first is a quasi-steady model, based strictly on published steady coefficients. The second includes unsteady effects and dynamic stall. Both aerodynamic force models are executed in the following manner at each timestep for each blade segment.

1. The motion of the blade segment at the 3/4 chord point is calculated.
2. The wind velocity at the 3/4 chord point is calculated using an airwake model.
3. The total relative velocity and angle of attack are calculated.
4. An aerodynamic force model is used to calculate aerodynamic coefficients.
5. The aerodynamic forces are calculated using Equations 2.11 through 2.13. These are applied at the 1/4 chord point.

6. The equivalent force and moments applied at the centre of mass are computed.

7. The contributions to Lagrange's equation are calculated using Equation 3.49.

**Quasi-steady Model**

For the NACA 0012 airfoil, the steady coefficients have been measured and published [46]. The aerodynamic coefficients, particularly lift, are dependent on airfoil shape in the attached flow region. However, after stall they are much more insensitive. They are also relatively insensitive to changes in Reynolds number, in the range of full scale blade sailing, and to
airfoil roughness [47]. The coefficients, as a function of angle of attack, for the NACA 0012 are shown in Figure 3.5 and are given in functional form modified from [48] as

\[ C_l = \begin{cases} 
C_l \alpha & \alpha < \alpha_a \\
1.15 \sin(2\alpha) & \alpha_a \leq \alpha < 161^\circ \\
-0.7 & 161^\circ \leq \alpha < 173^\circ \\
0.1(\alpha - 180^\circ) & 173^\circ \leq \alpha < 187^\circ \\
0.7 & 187 \leq \alpha < 201^\circ \\
1.15 \sin(2\alpha) & 201^\circ \leq \alpha < (360^\circ - \alpha_a) \\
C_l(360 - \alpha) & (360^\circ - \alpha_a) \leq \alpha 
\end{cases} \]  

(3.58)

\[ C_d = 1.02 - 1.02 \cos(2\alpha) \]  

(3.59)

\[ C_m = \begin{cases} 
0 & \alpha < 12^\circ \\
4.69 \times 10^{-5} \alpha^2 - 1.17 \times 10^{-2} \alpha + 0.133 & 12^\circ \leq \alpha < 120^\circ \\
4.23 \times 10^{-7} \alpha^4 + 2.36 \times 10^{-4} \alpha^3 - 4.92 \times 10^{-2} \alpha^2 + 4.52\alpha - 155.5 & 120^\circ \leq \alpha < 172^\circ \\
0.05(\alpha - 180.0) & 172^\circ \leq \alpha < 188^\circ \\
2.16 \times 10^{-7} \alpha^4 - 1.96 \times 10^{-4} \alpha^3 + 6.64 \times 10^{-2} \alpha^2 - 9.96\alpha + 556.8 & 188^\circ \leq \alpha < 240^\circ \\
-4.69 \times 10^{-5} \alpha^2 + 2.20 \times 10^{-2} \alpha - 1.98 & 240^\circ \leq \alpha < 348^\circ \\
0 & 348^\circ \leq \alpha 
\end{cases} \]  

(3.60)
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For airfoils other than the NACA 0012, the attached flow lift curve slope, $C_{la}$, and stall angle, $\alpha_a$, are changed to reflect the properties of the appropriate airfoil, and the stalled airfoil behaviour is assumed to remain the same.

Unsteady Model

The unsteady model used in this research consists of three integrated models: attached flow, separated flow, and dynamic stall. The indicial arbitrary motion theorem (AMT) method without compressibility effects, is used for attached flow. The AMT method was chosen over other options for three reasons. First, it allows for variations in the flow as well as in airfoil motion. Second, it allows the response to arbitrary motions in the time domain to be calculated in a time-marching manner. Third, it interfaces well with a dynamic stall model by the same author, which is the second model component. For separated flow, the coefficients are calculated using the modified quasi-steady model. The dynamic stall model provides modifications to the calculated coefficients and indicates when the airfoil is in a state of stall, or when the flow is unattached. This model is complex in its execution; the details are covered in Appendix A.1.

3.5 Blade Motion Coupling

There are several sources of blade motion coupling that should be included in any helicopter blade model in order to correctly capture blade response to a variety of conditions. The rigid-segment model captures all these coupling sources either through a fully populated stiffness matrix, or because the equations of motion have not been linearized.

Dynamic Coupling: arises from out-of-plane gyroscopic motion captured by the dynamics in the equations of motion.

Inertial Coupling: occurs if the blade mass centre axis is offset from the torsional elastic axis. As the rotor turns, the centrifugal force that is generated will result in blade deflections. Similarly, flap and lead lag can lead to coupled torsional motion about
the elastic axis.

**Structural Coupling:** results from a blade shear centre that is offset from the torsional elastic axis. It can occur in isotropic and composite blades.

**Composite-structural Coupling:** occurs as a result of the composite fibres in the lay-up of a composite rotor blade.

**Twist Coupling:** results because coupling properties of the blade can change with radius if a built-in twist angle is present.

### 3.6 Property Determination

Several options exist for determining the equivalent discrete stiffness properties of flexible systems; the most appropriate one for a given situation depends on the information available.

#### 3.6.1 Property Tuning

This method involves tuning the blade response by comparing the rigid segment results with experimental (or some other known) results. Depending on the available information, the researcher may have to make some assumptions about the model, and combine these with the available data to arrive at a complete set of properties. The tuning method often requires iteration and more than one set of data such that the properties can be tuned to one set and then validated against another.

#### 3.6.2 Deflection/Load Case Fit

If a certain deflection shape resulting from a known load case exists, then the individual joint stiffnesses can be calculated by matching the deflections at each joint to the known profile given the same load case. The Bernoulli-Euler beam equation gives a straightforward way to estimate a deflected shape for a simple load case such as a tip force or a uniformly distributed blade weight. Linear cantilever beam theory also provides a convenient way of estimating the stiffness of a continuous uniform blade if the natural frequencies are known.
Langlois and Anderson [13] suggest the following specific approaches to calculating the stiffnesses at each joint based on a specific load case, deflection profile, or dynamic response information.

- The simplest approach involves making all stiffnesses equal, and determining the parameter that will give the correct static deflection at the beam tip for a given applied load.

- A similar approach involves equal stiffnesses that permit the matching of the fundamental frequencies of the simulated and theoretical beam.

- An extension involves solving for individual stiffness values that match the eigenvalues of the problem. This also allows the optimum number of segments to be determined.

### 3.6.3 Direct Method

If detailed continuous stiffness distributions for the blade are available, then the discrete joint stiffnesses can be calculated directly. Much research is currently being conducted regarding the calculation of coupled stiffness matrices for helicopter rotor blades [81], especially in composite blade applications, where the coupled components are known to be significant. One typical formulation considers the blade energy per unit length, \( \frac{U_b}{L} \), stored in a deflected beam as

\[
\frac{U_b}{L} = \frac{1}{2} \{\bar{\varepsilon}\}^T [k_b] \{\bar{\varepsilon}\} \tag{3.61}
\]

where

\[
\{\bar{\varepsilon}\} = \begin{bmatrix}
\theta_1' \\
u_2''
\end{bmatrix}
\]

\[
\{\bar{\varepsilon}\} = \begin{bmatrix}
\theta_1' \\
u_2''
\end{bmatrix}
\] \tag{3.62}

The quantity \( \theta_1 \) is the blade twist, and \( u_2 \) and \( u_3 \) are deflections of the beam reference line laterally and vertically, respectively.
Here, \( \{e\} \) contains the curvatures in torsion, flap, and lead/lag respectively. These represent the rate of change of displacement angle. Equation 3.61 is compared to Equation 3.44, where \( \{\theta_{(i,n)}\} \) is a measure of the change in angle across a joint, an effective curvature. By considering a beam segment of length \( L = l_{(i,n)} \) and the definition of a derivative, it can be justified that

\[
\{e\} \approx \frac{\{\theta_{(i,n)}\}}{l_{(i,n)}}, \quad (3.63)
\]

By substitution, it can then be shown that the discrete stiffnesses are simply the continuous stiffnesses divided by the length of the segment over which they act.

\[
[k_{(i,n)}] = \frac{[k_b]}{l_{(i,n)}}, \quad (3.64)
\]

The accuracy of the approximation is good, provided the curvature does not change significantly along the length of each individual blade segment. This can be managed by the user by careful selection of segment length based on the geometry, properties, and other model conditions. The direct method was validated using the property tuning approach previously detailed.

### 3.6.4 Property Finding Example

The time history of blade tip deflection for an actual non-rotating blade on a typical maritime helicopter was captured on video. Based on the frequency and logarithmic decrement exhibited in the video, an effective stiffness and damping for an equivalent isotropic uniform beam can be estimated. If a model of this helicopter is desired, then one of the following blade models could be developed.

**Case 1:** If the blade resting on the droop stops is assumed to be a cantilever with no initial hinge angle, and the total blade mass is known, then the blade can be sectioned into segments of equal length, equal mass, and equal stiffness and damping properties then can be tuned to achieve similar tip response.

**Case 2:** If the blade resting on the droop stops is assumed to be a cantilever with no initial hinge angle, and the mass distribution as a function of radius is available, then
the blade can be sectioned into segments with appropriate masses and the appropriate stiffness and damping properties can be found using the deflection/load fit for a cantilever beam subject to gravity and its own weight. Figure 3.6 shows the experimental data compared to the simulation results for a hingeless blade approximated by different numbers of blade segments. In this case, the blade behaviour is well modelled with three or more rigid segments.

**Case 3:** If the droop stops are modelled using the hinge and droop stop model described above and the mass distribution as a function of radius is available, then a different set of equivalent stiffnesses can be achieved using the deflection/load fit.

Table 3.1 shows first natural frequency and static deflection results for the test blade in flap modelled using Bernoulli-Euler beam theory and the three test cases. Case 1 and the Bernoulli-Euler beam theory frequencies are similar because both assume uniform beam properties. Cases 2 and 3 allow variable mass and stiffness properties, and therefore agree with the experimental results, which also include variable mass and stiffness. This validation case begins to show the suitability of the discrete approach for modelling beams with variable properties.

### 3.7 Model Validation

In the blade sailing context, the behaviour of the blade in bending, especially in flap, is of specific interest. A wide variety of continuous blade and beam bending models exist, and the performance of the rigid-segment model was validated against these and experimental data in order to show the appropriateness of the rigid-segment model for simulating blade behaviour.

A number of classical solutions to the rotor dynamics problem have been used to validate the dynamic model. The simulated results used in this validation procedure were solved using a fourth/fifth order Runge-Kutta-Fehlberg explicit integrator.
Table 3.1: Summary of results for bending vibration cases.

<table>
<thead>
<tr>
<th></th>
<th>stiffness</th>
<th>mass</th>
<th>freq (rad/s)</th>
<th>static (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bernoulli-Euler beam</td>
<td>discrete, uniform</td>
<td>discrete, uniform</td>
<td>7.07</td>
<td>0.307</td>
</tr>
<tr>
<td>model case 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>continuous</td>
<td>uniform</td>
<td>uniform</td>
<td>7.06</td>
<td>0.305</td>
</tr>
<tr>
<td>case 2</td>
<td>discrete, uniform</td>
<td>variable</td>
<td>7.11</td>
<td>0.305</td>
</tr>
<tr>
<td>case 3</td>
<td>discrete, uniform</td>
<td>variable</td>
<td>7.11</td>
<td>0.305</td>
</tr>
<tr>
<td>experiment</td>
<td>continuous, uniform</td>
<td>variable</td>
<td>7.11</td>
<td>0.305</td>
</tr>
</tbody>
</table>

3.7.1 Large Deflections

Since blade sailing can involve large deflections, a model that captures bending of a geometrically linear beam is insufficient. The static flap deflections of a uniform isotropic beam with a vertical load applied at the tip are shown in Fig. 3.7. Ten identical rigid segments were used to model the beam, and the results are compared to published results [2]. The rigid segment results agree well with the published values.

The large deflections in a dynamics sense were also validated, this time using a uniform isotropic beam undergoing spin-up from rest to a constant rotational speed in the horizontal plane. The beam is extremely flexible in the lead-lag direction, and since the model applies no damping, it oscillates as a result of the initial rotational acceleration. The number of segments required to achieve numerical convergence was examined, and six segments was selected as a good compromise between solution accuracy and solution speed.

The properties of the originally defined continuous beam are given in Table 3.2. The corresponding properties for the six-segment rigid body mode are given in Table 3.3. The
beam spin-up profile defined for a spin-up time of $t_r = 1$ second is given by

$$
\dot{\sigma}(t) = \begin{cases} 
\Omega [6t^5 - 15t^4 + 10t^3] & 0 \leq t \leq t_r \\
\Omega & t > t_r 
\end{cases} 
$$ (3.65)

The time-history of beam tip deflection for a six-segment beam shows a satisfactory agreement, within 4%, with the non-linear finite element solutions [90, 91] in Figure 3.8.

### 3.7.2 Droop Stop Drop Test

The behaviour of the blade interacting with the droop and flap stops is important for the blade sailing of articulated blades. If the blades come into contact with the stops with significant kinetic energy, then it is transferred to potential energy, and the blades can undergo large deflections. The behaviour of the blades when they come into contact with
the stops has been validated against experimental results [70], where the details of the experimental blade can be found in Reference [71], and the corresponding segment model properties are given in Table 3.4.

Figures 3.9 and 3.10 show the tip deflection and the hinge angle respectively compared with the published experimental data. The rigid segment model captures the general shape, magnitudes, and frequencies of the major blade response characteristics. Similar differences between numerical and experimental results are shown in Reference [13].

3.7.3 Inertial Coupling

The definable properties of the model allow for the mass centres to be offset from the elastic axis, which is along the x axis of the blade segment in question. This causes a structural coupling of the natural frequencies of vibration such that most natural modes will contain both a bending and torsional component.
The inertial coupling between flap and torsion can be shown by solving for the coupled natural frequencies of an isotropic beam with a swept tip [10, 92]. Lead-lag is also coupled in that the system is rotated at constant speed in the plane of the sweep angle and the beam achieves a steady-state deflection in the lead-lag sense for swept tip angles different from zero.

The first three bending-torsion coupled modes for the beam turning at 8.3 Hz are shown in Figure 3.11. The rigid segment model agrees with the published data to within 12\% (1 Hz) for the fundamental mode and within 5\% (2 Hz) for the second and third modes. This underprediction can likely be rectified by careful tuning of the root stiffnesses. For the results shown in the Figure, a rule-of-thumb approach was applied, in which the root stiffness is 2.15 times the calculated value for the other joints, provided the beam is uniform and the segment lengths are consistent. This rule was determined by trial and error, and varies somewhat depending on the number of segments being used. The segment properties are given Table 3.5.
Table 3.2: Continuous beam spin-up parameters.

<table>
<thead>
<tr>
<th>parameter</th>
<th>value</th>
<th>units</th>
</tr>
</thead>
<tbody>
<tr>
<td>beam density $\rho$</td>
<td>2690</td>
<td>kg/m$^3$</td>
</tr>
<tr>
<td>beam stiffness $E$</td>
<td>6.89x10$^9$</td>
<td>N/m$^2$</td>
</tr>
<tr>
<td>beam length $L$</td>
<td>30.5</td>
<td>m</td>
</tr>
<tr>
<td>cross-section area $A$</td>
<td>9.30x10$^{-2}$</td>
<td>m$^2$</td>
</tr>
<tr>
<td>cross-section inertia $I$</td>
<td>7.20x10$^{-4}$</td>
<td>m$^4$</td>
</tr>
<tr>
<td>final rotor speed $\Omega$</td>
<td>$\pi/10.0$</td>
<td>rad/s</td>
</tr>
<tr>
<td>engagement time $t_{\tau_1}$</td>
<td>1.00</td>
<td>s</td>
</tr>
</tbody>
</table>

Table 3.3: Beam properties used for dynamic large deflection validation.

<table>
<thead>
<tr>
<th>segment</th>
<th>1</th>
<th>2 - 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>mass (kg)</td>
<td>1272</td>
<td>1272</td>
</tr>
<tr>
<td>length (m)</td>
<td>5.08</td>
<td>5.08</td>
</tr>
<tr>
<td>lead/lag stiffness (Nm/rad)</td>
<td>2.1x10$^6$</td>
<td>9.8x10$^5$</td>
</tr>
<tr>
<td>lead/lag inertia (kgm$^2$)</td>
<td>2738</td>
<td>2738</td>
</tr>
</tbody>
</table>

3.7.4 Fan Plot

The bending frequencies of rotating blades are known to increase with rotational speed, as a result of the centrifugal forces acting on the blade. An assumed mode solution to Lagrange's equation for a continuous uniform isotropic beam is used to validate this capability of the rigid segment model [93]. Figure 3.12 shows a fan plot that includes the rigid body and first elastic flapping modes of a blade with six rigid segments. The segment properties are given in Table 3.6. Satisfactory agreement, within 1 rad/s, is shown between the rigid segment solution and the Lagrangian solution.

3.7.5 Dynamic (Gyroscopic) Coupling

Classical helicopter theory textbooks discuss blade motion coupling that occurs between flap and lead/lag due to the Coriolis coupling when the blade is rotating at a constant
Articulated rotors allow this coupled motion since motion about the lead/lag hinge and the bending hinge are essentially unrestrained. A simplified set of equations of motion is solved to give the moment at the lead/lag hinge that would be required to restrain the motion of a rigid articulated blade in lead/lag [93]. This moment is

\[ N = -2J_{yr}\Omega\beta\sin\beta \]  

(3.66)

where \( N \) is the moment about the lead lag (z) axis, \( J_{yr} \) is the moment of inertia about the flap (y) axis through the joint instead of the centre of gravity, \( \Omega \) is the rotational speed of the hub (constant), and \( \beta \) is the flap angle. Figure 3.13 shows that the application of an equal and opposite moment \( N \) restrains the lead/lag motions to zero as soon as the initial transient response is removed with light damping.

**Figure 3.9:** Droop stop test blade tip deflection (MS: modal swapping; experimental data and published results from Reference [70]).
3.7.6 Hinge Offset

The offset between the axis of rotation and the flap and lead-lag hinge axes also has an effect on the coupled flap and lead lag frequencies of a rigid rotor blade. For a hinge offset $e$ and total rotor radius $R$, the corresponding flap and lead-lag frequencies are [94]

$$\omega_{\text{flap}} = \Omega \sqrt{1 + \frac{3e}{2(R - e)}} \quad (3.67)$$

and

$$\omega_{\text{leadlag}} = \Omega \sqrt{\frac{3e}{2(R - e)}} \quad (3.68)$$

Several tests were run with a blade with the properties given in Table 3.7 at rotor speeds of 2 and 6 Hz. The theoretical and model results are shown in Figures 3.14. The agreement is excellent over a wide range of hinge offset to blade length ratios, indicating that the model...
Table 3.4: Blade properties used for droop stop validation.

<table>
<thead>
<tr>
<th>segment</th>
<th>1</th>
<th>2 - 5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>mass (kg)</td>
<td>.75</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>length (m)</td>
<td>.15</td>
<td>.2</td>
<td>.05</td>
</tr>
<tr>
<td>flap stiffness (Nm/rad)</td>
<td>hinged with stops</td>
<td>36.5</td>
<td>36.5</td>
</tr>
<tr>
<td>flap inertia (kgm²)</td>
<td>.0014</td>
<td>.000167</td>
<td>.0000104</td>
</tr>
</tbody>
</table>

captures the hinge offset effect.

3.7.7 Propeller Moment

Pre-twisted helicopter blades are subject to the propeller moment while turning. This is defined as the tendency for the blades to twist such that the principle axis of highest moment of inertia is perpendicular to the plane of rotation; that is so that the airfoil cross-sections lie flat in the rotor disc. This phenomena is a form of inertial coupling, and was observed in simulation results designed to validate this blade behaviour.
Figure 3.11: First three flap-coupled frequencies for swept tip beam (experimental data from Reference [92]).

Figure 3.12: Variation in flapping frequencies with rotor speed.
### Table 3.5: Blade properties used for swept tip validation.

<table>
<thead>
<tr>
<th>segment</th>
<th>1</th>
<th>2 - 4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>mass (kg)</td>
<td>0.0218</td>
<td>0.0218</td>
<td>0.016616</td>
</tr>
<tr>
<td>length (m)</td>
<td>0.2</td>
<td>0.2</td>
<td>0.1524</td>
</tr>
<tr>
<td>twist stiffness (Nm/rad)</td>
<td>4.4775</td>
<td>5.876</td>
<td></td>
</tr>
<tr>
<td>flap stiffness (Nm/rad)</td>
<td>6.816</td>
<td>3.169</td>
<td>4.15925</td>
</tr>
<tr>
<td>lead/lag stiffness (Nm/rad)</td>
<td>1717.3</td>
<td>798.4</td>
<td>1047.0</td>
</tr>
<tr>
<td>twist inertia (kgm²)</td>
<td>0.000117</td>
<td>0.000117</td>
<td>0.00000089</td>
</tr>
<tr>
<td>flap inertia (kgm²)</td>
<td>0.000073</td>
<td>0.000073</td>
<td>0.000032</td>
</tr>
<tr>
<td>lead/lag stiffness (kgm²)</td>
<td>0.000073</td>
<td>0.000073</td>
<td>0.000032</td>
</tr>
<tr>
<td>lag offset angle (degrees)</td>
<td>0</td>
<td>0</td>
<td>variable</td>
</tr>
<tr>
<td>lead/lag offset angle (degrees)</td>
<td>0</td>
<td>0</td>
<td>variable</td>
</tr>
</tbody>
</table>

### Table 3.6: Blade properties used for fan plot validation.

<table>
<thead>
<tr>
<th>segment</th>
<th>1</th>
<th>2 - 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>mass (kg)</td>
<td>23.14</td>
<td>23.14</td>
</tr>
<tr>
<td>length (m)</td>
<td>1.44</td>
<td>1.44</td>
</tr>
<tr>
<td>flap stiffness (Nm/rad)</td>
<td>0</td>
<td>4.0x10⁵</td>
</tr>
<tr>
<td>flap inertia (kgm²)</td>
<td>4.0</td>
<td>4.0</td>
</tr>
</tbody>
</table>
Figure 3.13: Lead/lag motion restrained by Bramwell moment.

Table 3.7: Blade properties for hinge offset validation case.

<table>
<thead>
<tr>
<th>property</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>mass (kg)</td>
<td>1.0</td>
</tr>
<tr>
<td>radius (m)</td>
<td>5.0</td>
</tr>
</tbody>
</table>
Figure 3.14: Flap and lead lag response frequencies for varying hinge offset.
3.8 Simulation Software

The theory presented in this chapter has been implemented into simulation software that calculates the time history of blade response to simulated engage or disengage conditions. The software has been dubbed SHREDS (Shipboard Helicopter Rotor Engage/Disengage Simulation), and is written in Fortran. Appendix B is user manual that contains the details required to successfully simulate a ship-helicopter-rotor system with SHREDS.

3.8.1 Simulation Verification

An extensive code verification process was undertaken to ensure expected code behaviour and correct equation coding. It is impractical to show detailed results for each verification case; therefore the verification procedure is described in general.

Once a complete set of general dynamic equations were derived, a sample set of equations for a three-bladed-three-segmented system was derived from the energy expressions using Maple [87]. Unique variable values were assigned to each blade property. The Calculation Level Three values, as shown in Figure B.1, generated by the simulation were compared with those generated by the verification calculations. The symmetry of the mass matrix, and the final generation of the system of equations with only the active degrees of freedom was also verified. In all cases, the expressions were equal, indicating that the differentiation rule given by Equations 3.37 works for every expression encountered in this study.

Additionally, the correct operation of the simulation execution options, as given in Section B.2, were verified. This process included, but was not limited to, the functions listed here:

- different rotor engage profiles;
- suspension system operation;
- suspension system with rotor turning and with ship motion;
- ship motion without suspension flexibility;
• ship motion with some ship motion degrees not applied;

• activation and deactivation of blade root stops;

• correct stiffness calculation during stop impacts;

• switching of droop and flap stops;

• collective and cyclic pitch profiles;

• linear matrix calculation and eigenvalue calculation;

• proportional damping;

• off-diagonal coupling terms; and

• hinge force calculation.

Through many verification procedures and many validation cases, the simulation code has been shown to function as expected.
Chapter 4

Airwake Modelling

The ship airwake represents an important contribution to the blade sailing phenomenon; investigation of the characteristics of the frigate airwake have been addressed under this research program. The goals of the airwake modelling portion of this research are:

- to study the steady and unsteady flow characteristics over the flight deck of a typical frigate in beam winds;
- to examine the effect of ship roll angle on the flow;
- to consider spatial and temporal flow correlations; and
- to develop representative airwake models based on the gathered data.

The airwake research was conducted experimentally, using the wind tunnels, equipment, and other facilities available at the Aerodynamics Laboratory of the National Research Council of Canada. The experiments conducted to achieve these goals were governed by the following limitations in scope.

- The airwake environment being modelled is above a typical frigate with a typical maritime helicopter. Data was taken to encompass a rotor disc plane for this typical configuration, as shown in Figure 4.1.
- Turbulent energy in the range of 0.1 to 3 Hz is carefully modelled since this is the range of first flapping and rotor rotation frequencies. Energy at greater than 10 Hz
was deemed to be of lesser concern since only higher flexible blade modes, which do not significantly contribute to blade sailing, will be excited at this level.

- The effect of the helicopter fuselage and rotor were not considered to affect significantly the airwake encountered by the rotor. This is considered acceptable since an engaging rotor operates at slow speeds and low pitch angles, which leads to little induced flow across the disc. At high winds where blade sailing occurs, the rotor operates at large advance ratios that tend to remove tip vortices from the flow field before the next blade encounters them. At large negative deck roll angle (positive roll is defined when the deck is tilted into wind), the rotor disc intersects the shear layer and the flow may be more affected by the presence of the blades. However, deck roll rarely achieves such high levels, even in high sea states; therefore the independence of the wind from the helicopter itself is maintained in the modeling in this research.

- The flow is considered planar in the plane shown in Figure 4.1, which cuts laterally and vertically across the flight deck. Flow along the flight deck, or parallel to the longitudinal axis of the ship is assumed to be negligible. As such, hangar effects are not included. This approximation allows the sensitivity of the flow and blade phenomena to ship roll to be examined.

- Earth’s surface boundary layer effects have been shown to affect the ship airwake [33] and are therefore included in the experimental setup.

The experiment was separated into two components. Experiment A was used to find the time-averaged flow field characteristics as a function of location over the ship and ship roll angle. Experiment A also examined turbulence intensity, but not spectral characteristics. The results of Experiment A are referred to as the “steady” characteristics of the airwake. Experiment B was used to study flow spectra and correlations above the flight deck. Results from Experiment B are referred to as the “unsteady” characteristics of the airwake. The two experiments, although conducted separately, used the same equipment and measurement techniques. The details of the equipment, procedure, uncertainty analysis, and data
This chapter explains the results of the airwake experiment, draws some conclusions about the flowfield itself, and discusses the numerical models that have been developed from the data for use with the blade sailing simulation. The flowfield models have the following characteristics.

- The experiments were conducted at 1:35 scale.

- The modelled flowfield extends from 2 to 7 m full scale (0.057 to 0.2 m model scale) above the ship deck, and is 20 m (0.57 m model scale) wide (streamwise). The typical rotor is assumed to be 9.3 m (0.27 m model scale) in radius with the rotor hub at 5 m (0.14 m model scale) above the ship deck.

**Figure 4.1:** Schematic representation of the flowfield area in ship reference frame.
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4.1 Coordinate systems

Using the coordinate systems defined in Section 3.1.2 for the ship-helicopter-rotor system, and the fact that this research focuses on beam winds, the freestream flow approaches the ship from the $-Y$ direction, as shown in Figure 4.2. This does not conform to the standard coordinate system definition for fluid dynamics, which assigns the freestream flow direction the axis $X$, and its flow velocity the symbol $u$. To maintain consistency, the global coordinate system defined for system dynamics is used for the discussion of the airwake experiment also. Therefore, the freestream flow has a magnitude of $u$ in the $Y$ direction, where lateral variations in the flow have a magnitude of $v$ in the $X$ direction, and vertical variations have a magnitude $w$ in the $Z$ direction. Figure 4.2 shows the aerodynamic coordinate system definition. For the inertial coordinate system, the origin is at the centre of the flight deck when all ship motions, except for constant forward velocity, are zero. For the ship coordinate system, the origin stays fixed to the centre of the flight deck. In the context of these experiments, the ship coordinate system includes the effect of ship deck roll angle.

4.2 Background

Using an experimental approach, a measured record of flow velocity fluctuations at a single point have the form $(V + v(t), U + u(t), W + w(t))$ where the capital letters represent the...
mean, or steady components and the small letters represent the turbulent, fluctuating, or unsteady components. The mean component, $\mu_i$ of flow is often normalized by some reference flow velocity, $U_{\text{free}}$, as

$$\nu_i = \frac{\mu_i}{U_{\text{free}}}$$  \hspace{1cm} (4.1)

where $i$ could be $u$, $v$, or $w$. The turbulence intensity is a measure of the turbulent energy in the flow as

$$i_i = \frac{\sigma_i}{U_{\text{free}}}$$  \hspace{1cm} (4.2)

where $\sigma_i$ is the standard deviation (root mean square) of the turbulent signal $i = u$, $v$, or $w$.

The single-sided auto-spectrum of turbulence is defined based on the Fourier transform, $A(f)$, of the time history of flow velocity, $a(t)$, in a single orthogonal direction at a single point in the flow. It is given by

$$S_{aa}(f) = \lim_{T \to \infty} \frac{2}{T} E \left[ |A_k(f,T)|^2 \right]$$  \hspace{1cm} (4.3)

where there are $k$ records of the process, each with length in time $T$, and the notation $E$ refers to the expected value. For discretely sampled finite time records, the auto-spectrum can be calculated practically as

$$\hat{S}_{aa}(f) = \frac{2}{n_d T} \sum_{k=1}^{n_d} \left[ |A_k(f,T)|^2 \right]$$  \hspace{1cm} (4.4)

where $n_d$ is the number of records and the area under the auto-spectrum function

$$\int_0^{\infty} S_{aa}(f) df = \psi_a^2 = \sigma_a^2 + \mu_a^2$$  \hspace{1cm} (4.5)

is the mean square value of the signal, or the square of the standard deviation (variance) plus the square of the mean value.

Cross-correlations are also important for flow modelling. The flow velocities at two points are related by the correlations that exist between them. The quantity $B(f)$ is the
Fourier transform of the flow velocity signal $b(t)$ at the same or some other point in space for the same or some other orthogonal direction, compared with the point for signal $a(t)$. Points $a$ and $b$ are separated from one another in space by the vector $\Delta d = (\Delta x, \Delta y, \Delta z)$. The cross-spectral density function between the two velocity signals $a(t)$ and $b(t)$ can be found using

$$
\hat{S}_{ab}(f) = \frac{2}{n_d T} \sum_{k=1}^{n_d} [A_k^* (f, T) B_k (f, T)]
$$

for discretely sampled velocity signals, where the star notation refers to the complex conjugate. The root coherence (square root of the coherence) is defined as

$$
\gamma_{ab} = \frac{|\hat{S}_{ab}(f)|}{\sqrt{\hat{S}_{aa}(f)\hat{S}_{bb}(f)}}
$$

and gives a measure of the correlation of the frequency components between the two signals in magnitude and phase. A coherence value of 1 for any particular frequency component indicates perfect correlation.

The auto- and cross-correlations can also be calculated as Fourier transforms of the correlation functions, which are given by

$$
R_{aa}(\tau) = \lim_{T \to \infty} \frac{1}{T} \int_{0}^{T} a(t) a(t + \tau) dt
$$

and

$$
R_{ab}(\tau) = \lim_{T \to \infty} \frac{1}{T} \int_{0}^{T} a(t) b(t + \tau) dt
$$

For samples $a(t)$ placed downstream from $b(t)$, the correlation function will show a maximum at time shift $\tau$ corresponding to the time required for turbulent structures to convect from point $a$ to $b$ provided Taylor’s hypothesis is valid.

Using this assumption, the phase angle, $\phi(f)$, between the real and imaginary components of the cross-spectra, $S_{ab}(f)$ for points $a$ and $b$ separated in the local streamwise
direction by distance $\Delta \tilde{y}$, which is the projection of $\Delta d$ in the direction of $\tilde{U}$, is given by

$$\phi(f) = \frac{2\pi f \Delta \tilde{y}}{\tilde{U}}$$

(4.10)

where $\tilde{U}$ is the local streamwise velocity and $f$ is the frequency vector in Hz. Negative phase angle of signal $b(t)$ with respect to signal $a(t)$ indicates that point $a$ experiences the signal first, as a result of being upstream, of point $b$.

The correlation coefficient function, $\rho_{ab}(\tau)$, is a normalized version of the correlation function and is given by

$$\rho_{ab}(\tau) = \frac{R_{ab}(\tau) - \mu_a \mu_b}{\sqrt{R_{aa}(0) - \mu_a^2} \sqrt{R_{bb}(0) - \mu_b^2}}$$

(4.11)

where the value of $|\rho_{ab}(\tau)| \leq 1$. This parameter gives another way of measuring the correlation of the signal pairs.

For isotropic, homogeneous flow, a spectral tensor exists, with components $R_{ij}(\Delta d, \tau)$, where $i$ and $j$ are two of $u$, $v$, and $w$, separated by the vector $\Delta d$ in space, and shifted by $\tau$ in time. The components of the spectral tensor are given by the cross-correlation function [95]

$$R_{ij}(\Delta d, \tau) = \frac{1}{T - \tau} \int_{0}^{T-\tau} a_i(0,t)b_j(\Delta d, t + \tau) dt$$

(4.12)

where the Fourier transform of each component in the tensor yields the corresponding cross-spectrum.

The integral length scale of turbulence is a measure that gives an indication of the dominant eddy size in the flow. Integral length scales are defined as

$$L^j_i = \int_{0}^{\infty} R_{ij}(r_j) dr_j$$

(4.13)

where $j = x$, $y$, or $z$ and $i = v$, $u$, or $w$, respectively. For flow in the atmospheric boundary layer, the values of $L_u^x$, $L_v^x$, and $L_w^x$ are of greatest interest. For isotropic turbulence, they are related to one another by the relationship $L_u^x = 2L_{v,w}^x$. 
4.2.1 Modelling Flow in the Atmospheric Boundary Layer

The unsteady statistical characteristics of the boundary layer flow can be evaluated from measured time-histories; they can also be estimated from an appropriate model. Many models for the auto-spectra atmospheric boundary layer exist [96, 24, 97, 28], as do many models for coherence and cross-correlations [96, 98, 99]. The von Kármán spectra, while developed for isotropic flows, has several features that make them an attractive modelling tool.

- They contain expressions for auto-spectra and coherence.

- They are based on physical parameters, wave number, $k$; length scale, $L$; rate of dissipation of viscous energy, $\epsilon$; the Komolgorov constant, $\alpha$; and separation distance, $\Delta d$.

- They display correct asymptotic behaviour in the coherence expressions as the wave number approaches zero for probe separation distances that are significant compared to the size of the integral length scale.

- They exhibit the correct $-5/3$ slope in the inertial subrange, which can contain turbulent energy at frequencies that are relevant for blade sailing.

The von Kármán auto-spectra are expressed as [28]

$$S_u(k) = \frac{9}{55} \alpha \epsilon^{2/3} \frac{1}{(L^{-2} + k^2)^{5/6}}$$

for the streamwise fluctuations and

$$S_{v,u}(k) = \frac{3}{110} \alpha \epsilon^{2/3} \frac{(3L^{-2} + 8k^2)}{(L^{-2} + k^2)^{11/6}}$$

for lateral and vertical. In these expressions, $k$ is the wave number, given by $k = 2\pi f / U$, which depends on the frequency vector in Hz, $f$; $\epsilon$ is the rate of viscous dissipation of kinetic energy; and $\alpha$ is the Komolgorov constant. For isotropic flow, the length scale, $L$ is the same in both expressions.
The von Kármán model for the root coherence, $\gamma$ is given by three equations that give the characteristics of streamwise turbulence, $u$, and lateral turbulence, $v$, and vertical turbulence, $w$, respectively [99].

\begin{equation}
\gamma_u(k) = \frac{2}{\Gamma\left(\frac{5}{6}\right)} \left(\frac{\lambda}{2}\right)^{\frac{5}{6}} \left\{ K_{\frac{5}{6}}(\lambda) - \frac{1}{2} \lambda K_{\frac{1}{6}}(\lambda) \right\}
\end{equation}

\begin{equation}
\gamma_v(k) = \frac{2}{\Gamma\left(\frac{5}{6}\right)} \left(\frac{\lambda}{2}\right)^{\frac{5}{6}} \left\{ K_{\frac{5}{6}}(\lambda) + \frac{3(\Delta d)^2}{3\lambda^2 + 5(\Delta d)^2} \lambda K_{\frac{1}{6}}(\lambda) \right\}
\end{equation}

\begin{equation}
\gamma_w(k) = \frac{2}{\Gamma\left(\frac{5}{6}\right)} \left(\frac{\lambda}{2}\right)^{\frac{5}{6}} \left\{ K_{\frac{5}{6}}(\lambda) - \frac{3(\Delta d)^2}{3\lambda^2 + 5(\Delta d)^2} \lambda K_{\frac{1}{6}}(\lambda) \right\}
\end{equation}

where $\lambda$ is the von Kármán constant as given in Equation 4.19, and $K$ represents the modified Bessel function of the second kind. The root coherence can be fully defined by the quantities $\Delta d$, the point spacing, $L$, the local length scale, and $k$. Since $\Delta d$ and $k$ are known for a given set of points, only the parameter $L_i$, where the $i$ refers to the coordinate direction being considered, requires determination. This value can be found as a function of space in the flowfield by fitting the experimental data. The von Kármán models were derived to apply to isotropic flows without streamwise spacing and phase shift between the velocity signals.

The integral length scales calculated for the root coherence functions are related to the length scale $L$ in von Kármán's auto-spectra by $L = \frac{4}{3}L_u = \frac{8}{3}L_{u,w}$. For non-isotropic turbulence, the individual spectral models may still be valid, however the length scales may not be related in this manner.
4.3 Planar Quasi-steady Airwake

The planar quasi-steady airwake model is based on the data collected in airwake experiment A. As described in Appendix C, the data collected over seven ship deck models at different roll angles was interpolated onto a regular grid. Contour plots showing the variation of flowfield parameters with ship roll angle are given in Figures 4.3 to 4.9. The data shown are: the normalized wind speed in the horizontal and vertical directions relative to the ship deck, $u$ and $w$ respectively; the angle of the flow relative to the ship deck, where horizontal flow has zero angle; and horizontal and vertical turbulence intensity, $i_u$ and $i_w$ respectively. The original data point locations and ship deck angle are given in the small frame to the left of the flow angle frame.

The steady airwake data allows a number of important conclusions to be drawn about the nature of the flow. Roll angle significantly changes the flowfield. Of specific interest is the variation in the vertical component of mean velocity, which varies from values in the range of -0.2 times freestream for a 20° deck to values in the range of 0.5 times freestream for the -20° deck. This is significant as the vertical component of velocity is believed to contribute significantly to the blade sailing phenomenon.

For negative ship roll angles, the turbulence intensity increases across the ship deck. A turbulence intensity level above 0.33 indicates the onset of recirculating flow for normally distributed velocity fluctuations, based on a three-standard deviation argument. The hot-film sensors used in this experiment cannot differentiate flow direction and therefore overestimate flow velocity and underestimate turbulence intensity in reversing flows. In the time-averaged data shown here, flow velocity in the reversing flow region is taken to be 0 m/s, where the reverse flow region is identified by horizontal turbulence intensity levels above 0.33. The recirculation region can be seen in Figures 4.3 through 4.9 as the area where the flow properties are equal to zero. The size of the recirculation bubble grows with negative roll angle.

Flow visualizations were completed over the -20° deck using a smoke wand for a wind tunnel flow speed of 2.7 m/s. A time history of 1.2 s of flow are shown in Figure 4.10; one
Figure 4.3: Flowfield results of Experiment A for 20° ship deck.
Figure 4.4: Flowfield results of Experiment A for 5° ship deck.
Figure 4.5: Flowfield results of Experiment A for 0° ship deck.
Figure 4.6: Flowfield results of Experiment A for -5° ship deck.
Figure 4.7: Flowfield results of Experiment A for -10° ship deck.
Figure 4.8: Flowfield results of Experiment A for -15° ship deck.
Figure 4.9: Flowfield results of Experiment A for -20° ship deck.
Figure 4.10: Flow visualization over -20° ship deck (1/15 s between images).
second is given by 15 frames. Frame 5 clearly shows a vortex developing over the deck, which is later shed (frame 6, 7, 8). A low frequency flapping motion of the shear layer can be observed by examining the frames in sequence.

At wind speeds that are high enough to induce blade sailing, the reduced frequency of the deck is very low. Therefore the variations in airwake with roll angle can be taken as quasi-steady.

### 4.3.1 Time-averaged Airwake Model

The quasi-steady airwake model that was developed consists of a look-up table gridded in space above the flight deck and as a function of roll angle, which gives the horizontal and vertical velocity and turbulence intensity at a specified location above the ship deck, in ship coordinates. This model was developed by directly interpolating the collected data onto a regular grid.

### 4.3.2 Validation

In an effort to determine the consistency of the steady airwake model, the steady statistics from Experiment B were compared against the statistics for the equivalent point in space as calculated by the interpolation algorithm developed from the data from Experiment A. Based on the error analysis discussed in Section C.6, the mean statistics for Experiment B are expected to exhibit higher uncertainty than those from experiment A.

Of the total number of collected data points in Experiment B, 156 pairs fell within the flow field area over the 0° deck and 76 fell within the flowfield area above the -20° deck. Table 4.1 shows the percentage of these points that agree with the time-averaged model to within 5% and 10% for both decks. For the 0° deck, almost all the statistics agree to within 10%. The -20° deck exhibits higher differences owing to the fact that the flowfield characteristics change much more quickly above the -20° deck.

The points with differences exceeding 10%, for any quantity, are shown in Figure 4.11. The largest differences occur where the velocities gradients are high. These differences are attributed largely to the uncertainty in probe positions.
### Table 4.1: Steady statistics verification.

<table>
<thead>
<tr>
<th>Deck angle</th>
<th>0°</th>
<th>-20°</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total points</strong></td>
<td>156</td>
<td>76</td>
</tr>
<tr>
<td><strong>Points with &lt; 5% difference</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\nu_u$</td>
<td>47%</td>
<td>21%</td>
</tr>
<tr>
<td>$\nu_w$</td>
<td>99%</td>
<td>47%</td>
</tr>
<tr>
<td>$i_u$</td>
<td>100%</td>
<td>68%</td>
</tr>
<tr>
<td>$i_w$</td>
<td>100%</td>
<td>96%</td>
</tr>
<tr>
<td><strong>Points with &lt; 10% difference</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\nu_u$</td>
<td>97%</td>
<td>74%</td>
</tr>
<tr>
<td>$\nu_w$</td>
<td>100%</td>
<td>80%</td>
</tr>
<tr>
<td>$i_u$</td>
<td>100%</td>
<td>96%</td>
</tr>
<tr>
<td>$i_w$</td>
<td>100%</td>
<td>97%</td>
</tr>
<tr>
<td><strong>All points - maximum difference</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\nu_u$</td>
<td>11%</td>
<td>60%</td>
</tr>
<tr>
<td>$\nu_w$</td>
<td>6%</td>
<td>21%</td>
</tr>
<tr>
<td>$i_u$</td>
<td>4%</td>
<td>42%</td>
</tr>
<tr>
<td>$i_w$</td>
<td>2%</td>
<td>25%</td>
</tr>
<tr>
<td><strong>All points - minimum difference</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\nu_u$</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>$\nu_w$</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>$i_u$</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>$i_w$</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td><strong>All points - average difference</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\nu_u$</td>
<td>5%</td>
<td>9%</td>
</tr>
<tr>
<td>$\nu_w$</td>
<td>2%</td>
<td>6%</td>
</tr>
<tr>
<td>$i_u$</td>
<td>2%</td>
<td>5%</td>
</tr>
<tr>
<td>$i_w$</td>
<td>1%</td>
<td>2%</td>
</tr>
</tbody>
</table>
Figure 4.11: Points with measured differences (any quantity) greater than (right) and less than (left) 10%.
4.4 Correlated Turbulent Airwake

The turbulent airwake model is based on the data collected in airwake Experiment B, as discussed in Appendix C. The goal of this phase was to use experimental data to reproduce, as closely as possible, the auto- and cross-correlation characteristics of the flowfield. This analysis was completed by studying the correlations between many pairs of simultaneously-collected velocity records. The turbulence characteristic experiment was conducted according to the following procedure.

1. An appropriate basic correlation distance was determined through preliminary testing and analysis. This distance was selected such that significant flow correlations could be captured with a reasonable number of measurements (Section 4.4.2).

2. Once a basic separation distance was identified, then a reasonable number of reference flow points and correlation spacings was identified. Pairs of velocity data were taken at each reference point for each correlation spacing (Section 4.4.3).

3. The correlations were examined, and a method for generalizing the correlations across the flowfield for any correlation spacing was developed. This model was intended to capture the changing nature of auto-spectral and correlation characteristics in the flowfield (Section 4.4.4).

4. Using the above spectral model from 3, the spatially- and temporally-correlated flowfield is reconstructed for use in time-history blade sailing simulations (Section 4.4.5).

4.4.1 Spacing Nomenclature

Before proceeding with a discussion of the measured correlations, some nomenclature used to differentiate the measurement pairs is defined. Each pair of points is defined by five characteristics.

Spacing direction: gives the direction of the probe spacing in ship coordinates. The spacing designations are indicated using capital letters that are consistent with the
coordinate system described in Section 4.1. The measured spacings are X and Z, which are spacings along the respective axes in ship coordinates; XY, which is a diagonal spacing at 45° in the horizontal plane; and ZYU and ZYD, which are the upward and downward 45° spacings in the flowfield plane. Figure 4.12 shows the point spacings, which were selected to represent a regular square or diamond grid in space. The streamwise Y spacing cannot be measured since the downstream probe would sit in the wake of the upstream probe.

**Spacing distance:** is given in mm at model scale. For diagonal spacings, the spacing distance represents the projected spacing along each axis rather than the actual diagonal spacing. This results in a rectangular grid of measured data.

**Horizontal measurement location:** is also called the “y value”. It is given as a designation that indicates the position relative to the deck. The designations TE and LE refer to the trailing (or leeward) edge and leading (or windward) edge, respectively, as shown in Figures 4.13 and 4.14. Data taken at these y locations were used to determine the basic spacing. The designations PLE, M, and PTE refer to pre-leading edge, middle, and post-trailing edge, respectively, as shown in Figures 4.15(a) and 4.15(b). These data make up the main data set.

**Vertical measurement location:** is also called the “z value”. It is given by a number between 1 and 5, where nominal station 1 is closest to the deck.

**Deck angle:** is either 0° or -20°, depending on the deck roll angle over which the data was taken.

### 4.4.2 Preparatory Results

In order to determine a suitable basic correlation distance, the correlation coefficient for probe spacings in the X, Z, and XY directions were calculated for a variety of spacing distances between 5 mm and 127 mm. The correlation coefficients are shown in Figures 4.13 and 4.14. Using this data, a nominal probe separation of 18 mm was selected. This distance
was selected for two reasons. Primarily, this distance gives correlation coefficients in the range of 0.8, and twice this distance leads to correlations in the range of 0.6. Spacings at higher multiples of this basic distance, lead to correlation coefficients that are typically less than 0.4, suggesting strongly uncorrelated flow. The correlation distances of approximately 18 mm and 36 mm can be achieved easily with the probe holding equipment, which has discrete probe stations.

4.4.3 Data collection

The main data were collected using a nominal probe spacing of 18 mm, and at the spacing combinations given in Table 4.2. These spacings give a diamond grid for probe spacings up to 35 mm. Pairs of velocity records were collected at each nominal point above the ship deck for a deck angle of 0°, as shown in Figure 4.15(a), and at each nominal point over the -20° deck as shown in Figure 4.15(b).

Figures C.9 to C.50 show the calculated root coherence and phase angle for each set of data points that were collected. Each page shows five correlation pairs, where the horizontal root coherence, vertical root coherence, horizontal phase angle and vertical phase angle are given in each column. In these figures, the frequency axis has been scaled by the freestream velocity.
Figure 4.13: Correlation coefficients over windward deck edge.
Figure 4.14: Correlation coefficients over leeward deck edge.
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Figure 4.15: Nominal data collection points for unsteady data.
Table 4.2: Probe spacings (ship coordinates) for final data collection.

<table>
<thead>
<tr>
<th>Designation</th>
<th>( \Delta x ) (mm)</th>
<th>( \Delta y ) (mm)</th>
<th>( \Delta z ) (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>X3</td>
<td>35</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>XY1</td>
<td>18</td>
<td>18</td>
<td>0</td>
</tr>
<tr>
<td>XY3</td>
<td>35</td>
<td>35</td>
<td>0</td>
</tr>
<tr>
<td>Z3</td>
<td>0</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>ZYU1</td>
<td>0</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>ZYU3</td>
<td>0</td>
<td>35</td>
<td>35</td>
</tr>
<tr>
<td>ZYD1</td>
<td>0</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>ZYD3</td>
<td>0</td>
<td>35</td>
<td>35</td>
</tr>
</tbody>
</table>

4.4.4 Statistical Airwake Model

For the analysis of unsteady characteristics, both the velocity records and the model scale frequencies are scaled to reflect a dynamically similar system with a freestream velocity of unity as

\[
\eta + u_n(t) = \frac{U + u(t)}{U_{\text{free}}} \quad (4.20)
\]

\[
f_n = \frac{f}{U_{\text{free}}} \quad (4.21)
\]

where the subscript \( n \) refers to the normalized quantity. The corresponding normalized wave number is then

\[
k_n = \frac{2\pi f}{U_n} \quad (4.22)
\]

where

\[
U_n = \sqrt{\nu_u^2 + \nu_w^2} \quad (4.23)
\]

The auto-spectra and coherences are then modelled using the von Kármán relationships.
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Data Synthesis

The von Kármán auto-spectra, given in Equations 4.14 and 4.15, were used to represent the data taken during Experiment B. The fitting parameters are \( L \) and \( \alpha \varepsilon^{2/3} \), which are expected to be the same for all three spectral directions if the turbulence is isotropic and homogeneous. Relaxing this restriction leads to four fitting parameters for horizontal and vertical turbulence. They are \( L_{u\text{auto}} \), \( L_{w\text{auto}} \), \( \alpha \varepsilon^{2/3}_u \), and \( \alpha \varepsilon^{2/3}_w \), as shown in

\[
S_{u_{\text{auto}}} (k_n) = \frac{9}{55} \varepsilon^{2/3} \frac{1}{(L_{u\text{auto}}^2 + k_n^2)^{5/6}} 
\]

for the streamwise fluctuations and

\[
S_{u_{\text{auto}}, w_{\text{auto}}} (k_n) = \frac{3}{110} \alpha \varepsilon^{2/3} \frac{(3L_{u\text{auto}}^2 + 8k_n^2)}{(L^2 + k_n^2)^{11/6}} 
\]

for lateral and vertical fluctuations.

Figure 4.16 shows samples of the measured and fitted normalized auto-spectra. The fitting parameters are displayed on the figure frames. The quality of the measured spectra and the fitted spectra is representative of the data set; therefore only this sample is given. The distribution of fitting parameters for the auto spectra is given in Figures 4.17 and 4.18 for each deck angle.

The coherence functions, given in Equations 4.16 and 4.18, are modified for use with the normalized data as

\[
\gamma_{u_{\text{auto}}} (k_n) = \frac{2}{\Gamma(\frac{5}{6})} \left( \frac{\lambda}{2} \right)^{\frac{5}{2}} \left\{ K\frac{5}{6} (\lambda) - \frac{1}{2} \lambda K\frac{1}{2} (\lambda) \right\} 
\]

\[
\gamma_{u_{\text{auto}}, w_{\text{auto}}} (k_n) = \frac{2}{\Gamma(\frac{5}{6})} \left( \frac{\lambda}{2} \right)^{\frac{5}{2}} \left\{ K\frac{5}{6} (\lambda) - \frac{3(\Delta d)^2}{3\lambda^2 + 5(\Delta d k)^2} \lambda K\frac{1}{2} (\lambda) \right\} 
\]

\[
\lambda = \left( \Delta d^2 k_n^2 + \frac{\Delta d^2}{L_i^2} \right)^{\frac{1}{2}}
\]
Figure 4.16: Sample horizontal and vertical velocity auto-spectra for pairs of collected points.
Figure 4.17: Fitting parameters for auto-spectra (0° deck).
Figure 4.18: Fitting parameters for auto-spectra (-20° deck; data shown in deck reference frame).
The coherence fitting parameters are $L_u$ and $L_w$. Using the known probe spacing, $\Delta d$, which is the probe spacing projected onto the plane perpendicular to the direction of the local mean velocity, $\bar{U}_n$, and wave number, $k$, based on the normalized local mean velocity, $\bar{U}_n$, the length scales for best agreement at the lowest frequencies or wave numbers were calculated. These are printed on the figures for the coherence data in Figures C.9 to C.50, which show the quality of the coherence modelling given by von Kármán equations.

Results from Experiment B were used to generate the fitted coefficients to calculate the von Kármán coherence functions as a function of position over the flight deck for deck roll angles of 0° and -20°. Figures 4.19 to 4.25 show the variation of coherence fitting parameters with position above the flight deck. These figures are created from an interpolation of the gathered data into a regular grid, which is employed in the correlated turbulence model. Length scales for the same spacing direction at different spacing distances should yield the same fitted length scale. This trend is generally exhibited in the data.

The frequency range at full scale of highest correlation was calculated as

$$f_{\text{full}} = \frac{f_{\text{model}}}{S}$$

where $S$ is the scaling factor. This relationship comes from reduced frequency similarity. The reduced frequency, $f^*$, is given by

$$f^* = \frac{fD}{V}$$

where $D$ is a characteristic length and $V$ is a characteristic velocity, assumed to be the freestream at 9 m/s for both model and full scale. In the collected data, coherence values below 0.4 are exhibited for frequencies above approximately 2 - 4 Hz full scale, depending on the turbulence level in the flow. For highly turbulent flows, such as those over the trailing edge of the -20° deck, the flow is essentially uncorrelated above 0.5 Hz full scale, even for probe spacings of 18 mm (0.63 m full scale).

The phase angles were modelled using Equation 4.10, but applied with some special considerations. At coherence values below 0.4, the turbulence is assumed uncorrelated; at
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this level, the phase angles are generated randomly. Also, in areas of changing velocity profile, such as the planetary boundary layer, vertical phase lag has also been observed as a result of the fact that eddies moving through regions of higher velocity will convect more quickly than those moving through regions of lower velocity. Using a concept called the shear slope [100], which can be taken as 0 in uniform flow and 1 in the atmospheric boundary layer below 80 m, the phase shift due to changes in velocity has the same form as Equation 4.10 except that $\Delta \hat{y}$ is substituted for $\Delta \hat{z}$, which is the vertical probe spacing perpendicular to the local mean speed. Based on the data collected, this additional shift improves, for the horizontal correlations only, the quality of the phase model for points with vertical probe spacing.

Therefore, the phase model that best represents the data collected in Experiment B is

$$\phi_u(f) = \frac{2\pi f (\Delta \hat{y} + \Delta \hat{z})}{U}$$

(4.31)

$$\phi_w(f) = \frac{2\pi f \Delta \hat{y}}{U}$$

(4.32)

The correlation model that has been developed using the von Kármán relationships and the frozen turbulence assumption was intended to capture the general correlation trends that are present in planar flow over a typical frigate deck in beam winds. The developed model does this well, especially considering a large number of interpolations and simplifications.

**Combined Statistical Airwake Model**

The steady and unsteady airwake models are combined to give a representation of the statistical properties of any two points in the flowfield. For a given pair of points, $a$ and $b$, in space, the $x$, $y$, and $z$ position of each, the deck roll angle, $\theta_{roll}$, and the freestream velocity, $U_{free}$ are input to the airwake model. The steady model is used to give the normalized mean velocities, $\nu_u$ and $\nu_w$, and the turbulence intensities, $i_u$ and $i_w$ at each point and also at the mid point.
Figure 4.19: Fitting parameters for coherence with X and Z spacings (0° deck).
Figure 4.20: Fitting parameters for coherence with XY spacing (0° deck).
Figure 4.21: Fitting parameters for coherence with ZYD spacing (0° deck).
Figure 4.22: Fitting parameters for coherence with ZYU spacing (0° deck).
Figure 4.23: Fitting parameters for coherence with X and Z spacings (-20° deck; data shown in deck reference frame).
Figure 4.24: Fitting parameters for coherence with XY spacing (-20° deck; data shown in deck reference frame).
Figure 4.25: Fitting parameters for coherence with ZYD spacing (-20° deck; data shown in deck reference frame).
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\[ U_i = U_{\text{free}} v_i \]  \hspace{1cm} (4.33)

\[ W_i = U_{\text{free}} u_i \]  \hspace{1cm} (4.34)

\[ \sigma_{u_i} = U_{\text{free}} i_{u_i} \]  \hspace{1cm} (4.35)

\[ \sigma_{w_i} = U_{\text{free}} i_{w_i} \]  \hspace{1cm} (4.36)

where the variable \( i \) is \( a \) for point \( a \), \( b \) for point \( b \), or \( m \) for the midpoint.

A set of frequencies, \( f \), in Hz, that span the frequency range of interest at an appropriate frequency spacing is generated, and the scale of the airwake being modelled relative to the experimental model (deck width of 350 mm) is specified as \( D \).

In order to calculate the auto-spectra, the equivalent normalized frequencies are calculated using

\[ f_n = \frac{f D}{U_{\text{free}}} \]  \hspace{1cm} (4.37)

and the wave number vector is calculated using Equation 4.22.

The fitting parameters \( \alpha \varepsilon_{u}^{2/3}, L_{u\text{auto}}, \alpha \varepsilon_{w}^{2/3} \) and \( L_{w\text{auto}} \) are extracted from the unsteady model, and the normalized auto-spectra can be calculated using Equations 4.24 and 4.25. The auto-spectra are then scaled for size and freestream velocity with

\[ S_u = S_{u\text{free}} \frac{U_{\text{free}}^2 \sigma_u^2}{D \sigma_{u\text{free}}^2} \]  \hspace{1cm} (4.38)

\[ S_w = S_{w\text{free}} \frac{U_{\text{free}}^2 \sigma_w^2}{D \sigma_{w\text{free}}^2} \]  \hspace{1cm} (4.39)

which also contains a correction so that the spectrum exhibits the turbulence intensity given by the steady model. This correction is not strictly required, but allows the intensity values from Experiment A, which is believed to have had much better accuracy, to be reflected.

In order to generate the correlations between points \( a \) and \( b \), the root coherence fitting parameters \( L_u \) and \( L_w \) are first extracted from the models. The root coherence functions are then calculated with Equations 4.26 and 4.27. Using the calculated auto spectrum, and
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root coherence, the magnitude of the cross-spectrum between points \( a \) and \( b \), \( S_{ab} \), can be calculated as

\[
|S_{ab}|^2 = \gamma_{ab}^2 (S_{aa}S_{bb})
\]

where \( S_{aa} \) and \( S_{bb} \) are the auto-spectra. The phase angles are generated using Equations 4.31 and 4.32. All the final spectra are given relative to the original frequencies, \( f \).

4.4.5 Airwake Model Application in Time-domain Simulation

The ultimate goal of the airwake modelling portion of this research is to recreate representative time histories of flow velocity that are correlated in space and in time. Section 4.4.4 shows how the spectral characteristics of the flow between any two points can be calculated. This is an important capability, which facilitates the exploration of methods for reconstructing the time histories.

The unsteady airwake model was originally intended to be modelled after the discrete-grid method described in Reference [30] and Section 2.3.2. However, during execution, a number of challenges were discovered. First, in order for the frequency domain transfer functions to be obtained, the spectral matrix must be linearly consistent in order to yield results that make physical sense. Since the matrix is populated with auto- and cross-spectral approximations from the von Kármán correlation model, the correlations may not be exact representations of consistent correlations for large numbers of points. This leads to accumulated error in the reconstructed velocities and a flowfield that is not representative.

The second challenge arises from the fact that the coherent velocities are calculated at discrete locations. If the point for which the velocity is desired is between grid points, then the velocity must be interpolated. This interpolation leads to a less representative auto-spectrum at the interpolated point. Figure 4.26 shows this change in spectral representation at interpolated points.

While this method is theoretically convenient and efficient, some problems with its application led to a search for an alternative method.
Advancing Fourier Series (AFS) Method

This method traces the motion of a point through time and space, relating each subsequent velocity signal to the last through the appropriate correlation. The method is based on the Fourier series time history approximation where the time history of velocity can be expressed as

\[ v_i = \sum_{j=1}^{N} (A_{i,j} \cos(\omega_{i,j} t + \psi_{i,j})) \]  

(4.41)

where \( \omega_{i,j} \) are the \( N \) frequency components that are evenly spaced at a given frequency spacing, \( \Delta f \), and \( \psi_{i,j} \) are the phase angles of each frequency. \( A_{i,j} \) are the Fourier coefficients given by

\[ A_{i,j} = \sqrt{2S_{i,j} \Delta f} \]  

(4.42)

where \( S_{i,j} \) is the magnitude of the target auto-spectrum at point \( i \) for frequency component \( j \).

The process tracks a blade point of importance for dynamic and aerodynamic reasons, perhaps point A, as shown in Figure 4.27. The auto-spectrum of this point at location 1,
2, 3, or any other, can be calculated as per the correlation model. The time history of flow velocity of that point can be calculated using Equation 4.41. The velocity at the initial location of the point is given by \( v_1 \). The amplitudes of each frequency component are given by

\[
A_{1,j} = \sqrt{2S_{11,j} \Delta f}
\]  

(4.43)

As the blade rotates through the flow field, its next location is calculated at time intervals governed by the simulation time step. A correctly correlated velocity signal at the next blade location is then desired. At the new location, an auto-spectrum can be calculated, as well, the cross-spectrum between the two points can be determined. The velocity signal at the second location can be considered to be the sum of two velocity signals. The first is the component of velocity that is correlated with the velocity signal at the previous time step, \( v_{21} \) and the second is the component that is not correlated, \( v_{22} \). As shown in Figure 4.28, the velocity signal at point two is thus the sum of two Fourier series.

By comparing the definitions of Fourier series coefficients and cross-spectra in terms of the Fourier transforms, it can be shown that

\[
A_{21,j} = \frac{2|S_{12,j}| \Delta f}{A_{1,j}}
\]  

(4.44)

where \( |S_{12,j}| \) is the magnitude of the cross-spectrum between the correlated locations, and

\[
\psi_{21,j} = \psi_{1,j} + \psi_{12,j}
\]  

(4.45)

where \( \psi_{12,j} \) is the correlated phase shift between the signals via the frozen turbulence assumption. The correlated series is calculated at the same frequencies as the original signal; the number of frequency components, \( N \), is identical.

Unless the two signals are perfectly correlated, \( v_{21} \) does not contain all the power that is required in \( v_2 \). In order to maintain the auto-spectrum of velocity at the second location, a second Fourier series must be added to the first. In order to maintain the cross-spectrum
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Figure 4.27: Points on the blade are tracked as they advance through space and time.

magnitude, the additional signal must not contribute to the correlations. Thus, the uncorrelated series must contain frequency components that are different from the correlated signal. This can be achieved by including a different number of frequency components, \( N \), in the second series. The appropriate amplitudes for each frequency component can be calculated as

\[
A_{22j} = \sqrt{2(S_{22j} - |S_{12j}|^2/S_{11j})\Delta f_2}
\]  

(4.46)

where the term in brackets is the expression of the auto-spectrum of the uncorrelated signal, which is calculated by subtracting the auto-spectrum of the correlated signal from the total target spectrum at the location of interest. The frequency spacing \( \Delta f_2 \) must be different than the spacing used for the correlated and original series. The phase angles are random.

Figure 4.29 shows the target and actual spectral results for location 1 and location 2 reconstructed using the advancing Fourier series method. Overall, the reconstructed results reproduce the original data well. The oscillations in the auto-spectral results are caused by the fact that discrete frequency components are used to reconstruct the velocity signals. Since the reconstructed results are ultimately used in their time-domain form, slight variations at the frequency level are not expected to appreciably change their validity.
Figure 4.28: Sample velocity signal for locations 1 and 2.
Figure 4.29: Sample statistical results for regenerated point 2 velocity.
If the third location is considered, following the same logic, the velocity signal would be the sum of three Fourier series, two comprising the correlated component from location 2, which is itself the sum of two Fourier series and a third comprising the new uncorrelated component. This leads to an increasing simulation memory requirement with the number of simulation time steps, and is thus undesirable. However, if the velocity signal at location 2 can be expressed as a single Fourier series, then the third signal would be the sum of only two series and only the previous and current set of Fourier coefficients needs to be stored in memory in order to propagate the velocity signal.

If the Fourier transform of the second velocity signal is taken, then the magnitudes and phase angles required to recreate the first part of the signal at location 2 can be extracted. The signal is recreated for the number of velocity points corresponding to the length of the Fourier transform. Therefore, the correlation between location 1 and location 3 is lost after the time corresponding to the length of the Fourier transform.

The length of the Fourier transform dictates how long the advancing reconstructed signals are correlated to the initial signal. This can be tuned to match the correlation characteristics in the flow. For example, consider that the flow has a total correlation coefficient less than 0.3 for point spacings of about 3.5 m full scale and higher, and that a typical Fourier transform length is 1024 data points. If the sampling rate is 67 Hz, then the time equivalent length of the Fourier transform is about 15 s. The blade for the typical helicopter being simulated would have to be rotating at less than 0.004 Hz for the flow at the tip to be expected to be physically correlated after 15 s.

This method could be expanded to include correlated fluctuations along the blade. In Figure 4.27, consider the velocity signal of point A at location 1 on the blade. The next blade segment inboard, point B, has a velocity signal that is correlated to the signal at point A in space in the same way that location 1 is correlated to location 2 in space and time. Point C is correlated to B again as location 3 is correlated to 2. In this way, a representative velocity at all the blade segments can be calculated relative to the first one for any time step. However, at the next time step, this method only allows the correlated propagation of a single signal through time. Thus the signal at each blade segment could be propagated
forward in time without maintaining spatial correlation with one another, or the tip velocity could be propagated through time and the spatial correlation with the spanwise segments recreated at each time step. In this way, the temporal correlation between the signals at the segments other than the tip segment would be lost but the instantaneous spatial correlation between them maintained.

The advancing Fourier series method allows the application of the von Kármán correlation models between any two points separated by space and/or time in the flow field. No interpolation is necessary to arrive at the flow point of interest. The method also has disadvantages. A Fourier transform must be calculated at each simulation time step with a significant impact on simulation speed. Additionally, propagated correlations can only be found between pairs of points rather than grids of multiple points that are known to be mutually correlated. This means that the spanwise elements on any blade cannot be mutually correlated with one another in space and in time, and that individual blades cannot travel through the same turbulent structure. Since the dynamics of the blades are mainly independent, with the exception of small coupled motions communicated through the helicopter suspension and rotor shaft, this limitation is not believed to be of significance between blades.

The algorithm for the implementation and a validation example for the Advancing Fourier Series method is contained in Appendix A.2.
Chapter 5

Experimental Validation

Validation, the process of assessing a model's applicability in reality, is a critical component of simulation development. Section 3.7 discusses the validation of the simulation components using analytical methods and previously published data. However, the validation of the blade response in combined sailing-like conditions cannot be obtained through literature or analytical means. To this end, an experiment was designed in order to gather experimental data to compare with equivalent simulated results.

This chapter details the major design considerations and the test parameters of the validation experiment, as well as the resulting simulation validation. Further design details, the specifics of experimental execution, the data reduction procedure, and results can be found in Appendix D.

5.1 Experimental Design

The validation experiment allowed the measurement of large blade deflections in sailing-like conditions by combining the effects that contribute to blade sailing. The governing design goals of the experiment were:

1. to expose a representative rotor system to ship motion and/or aerodynamic effects while engaging and disengaging;

2. to measure the deflection profile along flexible blades undergoing large deflections;
and

3. to design the system such that the properties were easily measured or calculated.

The second goal, calling for large deflections, was important for two reasons. First, the dynamic models are geometrically nonlinear, and are therefore capable of simulating blade bending beyond the linear range. The validation of this capability was desired. Second, large deflections are more easily measured.

To meet the goals of the experiment, a scaled two-bladed rotor was designed with elastic and hinge flexibility in the flap direction. The hinge motion was restricted by neoprene bumpers, which behave like flap and droop stops without extension and retraction. The beam is stiff in both torsion and lead-lag and does not have pre-twist.

The experiment was conducted in two phases in order to capture both aerodynamic and ship motion effects.

**Phase 1**: was conducted in the 2 m x 3 m low-speed wind tunnel in the Aerodynamics Laboratory at the National Research Council of Canada. The details of this experimental phase can be found in Section 5.1.3 and Appendix D.

**Phase 2**: was conducted on the Stewart motion platform facility in the Applied Dynamics Laboratory at Carleton University. The details of this experimental phase can be found in Section 5.1.4 and Appendix D.

### 5.1.1 Experimental Scaling

For scaled experiments, the length scale, $S$, is normally determined by the size of the available facilities. Since the blade sailing phenomenon is known to occur at low rotational speeds, frequency effects in the airwake, rotor rotation, and blade structure are believed to be important. For this reason, Froude similarity was selected to guide the design of the experimental model. The Froude number, $Fr$, is

$$Fr = \frac{V^2}{gD} \quad (5.1)$$
Table 5.1: Experimental scaling parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length</td>
<td>$S$</td>
</tr>
<tr>
<td>Velocity</td>
<td>$\sqrt{S}$</td>
</tr>
<tr>
<td>Time</td>
<td>$\sqrt{S}$</td>
</tr>
<tr>
<td>Frequency</td>
<td>$\frac{1}{\sqrt{S}}$</td>
</tr>
<tr>
<td>Mass</td>
<td>$S^3$</td>
</tr>
<tr>
<td>Froude number</td>
<td>1</td>
</tr>
<tr>
<td>Lock number</td>
<td>1</td>
</tr>
<tr>
<td>Reduced frequency</td>
<td>1</td>
</tr>
</tbody>
</table>

where $g$ is acceleration due to gravity, and $V$ and $D$ are the characteristic velocity and length, respectively. It represents the ratio between inertial forces and gravitational forces. Froude number scaling is traditionally used in aeroelastic, stability, and control applications.

Reduced frequency, which captures the relationship between the rotor rotational speed and the frequency of the incoming turbulent vortices, is also important for blade sailing. The reduced frequency, $f^*$ is given by [101]

$$f^* = \frac{fD}{V} \quad (5.2)$$

where $f$ is the frequency of interest. Reduced frequency similarity is maintained through Froude number scaling, which gives velocity, time, and frequency scaling factors as given in Table 5.1.

A third scaling parameter, the Lock number, $L$, is given by

$$L = \frac{\rho a_0 c D^4}{I_b} \quad (5.3)$$

where $\rho$ is the air density, $a_0$ is the lift-curve slope of the airfoil, $c$ is the blade chord, and $I_b$ is the flap moment of inertia about the flap hinge. This parameter scales the ratio of aerodynamics forces to the flap inertia of the blade. The result of this scaling factor is that the blade mass scales by $S^3$. 
### Table 5.2: Important scaled properties of the rotor system.

<table>
<thead>
<tr>
<th>Property</th>
<th>Strict Full</th>
<th>Strict Model</th>
<th>Actual Full</th>
<th>Actual Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blade length (m)</td>
<td>9.3</td>
<td>0.78</td>
<td>0.82</td>
<td></td>
</tr>
<tr>
<td>Ship deck width (m)</td>
<td>12.25</td>
<td>1.02</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Rotor height (m)</td>
<td>5</td>
<td>0.42</td>
<td>0.44</td>
<td></td>
</tr>
<tr>
<td>Chord length (m)</td>
<td>0.6</td>
<td>0.05</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>Wind speed (m/s)</td>
<td>15</td>
<td>4.3</td>
<td>4.3</td>
<td></td>
</tr>
<tr>
<td>Ship deck angle (deg)</td>
<td>0/-20</td>
<td>0/-20</td>
<td>0/-20</td>
<td></td>
</tr>
<tr>
<td>Blade mass (kg)</td>
<td>250</td>
<td>0.145</td>
<td>0.137</td>
<td></td>
</tr>
<tr>
<td>Static tip deflection (m)</td>
<td>0.3</td>
<td>0.025</td>
<td>0.12</td>
<td></td>
</tr>
<tr>
<td>Droop stop angle (deg)</td>
<td>2</td>
<td>2</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>Flap stop angle (deg)</td>
<td>2</td>
<td>2</td>
<td>6.3</td>
<td></td>
</tr>
<tr>
<td>First flap frequency (rad/s)</td>
<td>1.13</td>
<td>3.91</td>
<td>1.04</td>
<td></td>
</tr>
</tbody>
</table>

### 5.1.2 Physical model

The experiment was designed to represent a typical maritime helicopter operating off the deck of a typical frigate. Considering the size of the wind tunnel, a model scale of 1:12 was selected. Most model parameters are approximately Froude scaled, as shown in Table 5.2. However, the blade flapping frequencies and stop angles were adjusted to ensure large blade deflections would be observed. For this reason, the experimental results are not meant as a study of blade sailing conditions; rather the validated simulation tools are intended for these studies.

A scaled rotor model and accompanying experimental environment was designed and constructed to meet the experimental goals; this model is shown in Figure 5.1. The experimental environments for Phases 1 and 2 are shown on the left. The wind tunnel photo was taken from the end of the test section looking upstream. In this figure, the rotor model is mounted on the -20° deck and a grid to generate the time-averaged properties of the
atmospheric boundary layer is in place at the entrance to the test section. Figure 5.1 also shows individual components of the rotor model and highlights some important features.

As is commonly done with scaled aeroelastic modelling, the blade stiffness is derived from an aluminum spine while the aerodynamic properties were provided by segmented NACA 64A010 airfoil shapes that were mounted over the spine. The airfoil segments were 2.54 cm long and separated by a gap of 1 mm. They were machined in two halves from RenShape, a polyurethane foam, and glued together over the spine. A picture of the blades with and without segments can be seen in the Figure 5.2. A schematic of the blade cross-section can be seen in Figure 5.3.

The blades were hinged to the hub by a custom hinge with ball bearings. Between the hub and the hinge, an interfacing piece allows the blade pitch to be set at a constant pitch angle between -10° and 10° in increments of 2°. The neoprene bumpers, which were selected to act as flap and droop stop elements, have a non-linear stiffness curve as shown in Figure 5.4. The rotor model was designed to be easily disassembled and reassembled.

5.1.3 Phase 1: Wind Tunnel

Phase 1 was intended to expose the rotor to representative aerodynamic loading for a typical frigate in beam winds. This phase was used to collect validation data

- at 2 static ship deck roll angles;
- at a variety of wind speeds with a representative boundary layer profile;
- for an engage/disengage profile with 2 final rotor speeds;
- for a variety of rotor engage and disengage times; and
- at a variety of blade pitch angles.

These parameters were selected in order to vary the amount of aerodynamic loading, and to vary the centrifugal stiffening including the time over which the stiffening was increased. These parameters represent a number of the important parameters that can affect full scale shipboard engage and disengage.
Figure 5.1: Experimental rotor system.
Figure 5.2: Blade construction.
Figure 5.3: Experimental blade cross section with NACA 64A010 airfoil and aluminum beam core [centre of gravity (+) and the 1/4, 1/2, and 3/4 chord points (o) marked].

Figure 5.4: Stiffness curve for neoprene bumpers.

\[ F = 19.832x^2 + 12.414x \]
Figure 5.5: Reproduced boundary layer.
Aerodynamics

The experimental aerodynamic environment was designed to achieve appropriate estimation of the aerodynamic loads using the two components of aerodynamic modelling: airwake and aerodynamics.

The validation data was intended to be compared to simulation runs that use the airwake model described in Chapter 4. As such, it was important that the airwake environment in the wind tunnel be similar to that measured during the airwake experiment. The two key components of the airwake experiment were the deck models, which have the cross-section of a typical frigate at different roll angles, and the boundary layer grid, which provides an incoming flow profile that increases in speed with altitude.

In order to reproduce the airwake described by the airwake model, the ship deck models at 0° and -20° roll angle and the boundary layer grid were both scaled up from the earlier airwake experiment, which was conducted at 1:35 scale, to the validation experiment, which was conducted at 1:12 scale. The scaled ship deck models were constructed to span the tunnel to give approximately planar flow. The new boundary layer grid was successful in producing a similar steady boundary layer profile in the region of the ship deck and rotor, as shown in Figure 5.5.

The approximate model and full-scale aerodynamic properties at 33% full rotor speed are given in Table 5.3. The experimental airfoil Reynolds numbers are expected to be in the range below 100 000; in this range, the NACA 0012 airfoil, which is often used for rotorcraft studies, behaves in a non-linear manner. The NACA 64A010 airfoil was selected for the scaled model since it is known to give relatively consistent attached-flow lifting characteristics in the Reynolds number range of 30 000 to 100 000 [102]. Figure 5.6 shows a typical lift-curve for the airfoil at the extremes of this range. Examination of the published data for this airfoil shows that the slope is not strictly linear and indicates a lifting deficiency in the range around 0°. This is attributed to the development of laminar separation bubbles near the sharp leading edge of the airfoil for small angles of attack. Since this airfoil characteristic leads to early transition even for smooth airfoils, the roughness of
Table 5.3: System properties at 33% full rotor speed.

<table>
<thead>
<tr>
<th>Property</th>
<th>Full Scale</th>
<th>Model Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Run-up time (s)</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>Run-down time (s)</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>Rotor speed (rad/s)</td>
<td>7</td>
<td>22</td>
</tr>
<tr>
<td>Wind speed (m/s)</td>
<td>15</td>
<td>4.3</td>
</tr>
<tr>
<td>Tip speed (m/s)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Advancing blade</td>
<td>79</td>
<td>49</td>
</tr>
<tr>
<td>Retreating blade</td>
<td>21</td>
<td>12</td>
</tr>
<tr>
<td>Tip Reynolds number</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Advancing blade</td>
<td>$2.6 \times 10^6$</td>
<td>$7.0 \times 10^4$</td>
</tr>
<tr>
<td>Retreating blade</td>
<td>$1.6 \times 10^6$</td>
<td>$4.1 \times 10^4$</td>
</tr>
<tr>
<td>Tip Mach number</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Advancing blade</td>
<td>0.23</td>
<td>0.06</td>
</tr>
<tr>
<td>Retreating blade</td>
<td>0.15</td>
<td>0.04</td>
</tr>
<tr>
<td>Tip reduced frequency</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Advancing blade</td>
<td>0.011</td>
<td>0.017</td>
</tr>
<tr>
<td>Retreating blade</td>
<td>0.012</td>
<td>0.021</td>
</tr>
</tbody>
</table>
the RenShape material is not expected to change appreciably the maximum lift coefficient or the slope of the lift-curve. The roughness may have the effect of smoothing the non-linearity in the lift-curve slope; however since airfoil characterization tests were not conducted this has not been verified. Never the less, a linear approximation for the airfoil lift-curve slope in the attached region is expected to give reasonable results in the blade sailing context.

While efforts were made to allow accurate aerodynamic force estimation, the inherent assumptions in the modelling procedure and inherent imperfections in the experimental apparatus likely lead to some discrepancy between the actual aerodynamic forces applied to the rotor and the forces estimated in the simulation.

Data Collection

An experimental test matrix was constructed using the range of test properties shown in Table 5.4, in order to expose the blade to moderate and severe sailing-like conditions.
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Table 5.4: Range of test parameters for Phase 1.

<table>
<thead>
<tr>
<th>Property</th>
<th>4</th>
<th>6</th>
<th>8</th>
<th>21</th>
<th>-8</th>
<th>-4</th>
<th>0</th>
<th>4</th>
<th>6</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wind speed (m/s)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4</td>
<td>6</td>
<td>8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Max rotor speed (rad/s)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>21</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pitch angle (deg)</td>
<td>-8</td>
<td>-4</td>
<td>0</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ship deck angle (deg)</td>
<td>-20</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Engage/disengage time (s)</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>12</td>
<td>15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Additionally, for each combination of ship deck, pitch angle, and wind speed, a data set was taken for a maximum rotor speed of 7 rad/s with an engage and disengage time of 4 seconds. The purpose of these test points was to keep the rotor in the sailing range for the duration of the test, rather than to transition through it with an engagement profile. Data points were also taken for some parameter combinations without wind, and for other combinations without the ship deck. A total of 248 sets of data were taken, plus additional calibration runs, drop test runs, and runs to record the non-rotating blades’ response to the turbulence in the flow.

5.1.4 Phase 2: Motion Platform

Phase 2 was intended to expose the rotor to representative ship motion, and to aerodynamics of the blades turning through still air. This phase was used to collect validation data

- during sinusoidal platform roll at a variety of roll amplitudes and frequencies;
- during representative six-degree-of-freedom ship motion in 4 m seas;
- for a variety of final rotor speeds (both constant and as part of an engage/disengage profile);
- for two rotor engage/disengage times; and
- at a variety of blade pitch angles.
These parameters were selected in order to vary the frequencies and amplitudes of ship
deck roll, the amount of aerodynamic loading, and to vary the centrifugal stiffening including
the time over which the stiffening was increased. These parameters represent a number of
the important parameters that can affect full scale shipboard engage and disengage.

The motion platform experiment was conducted in three parts.

**Part I:** examined the blade response during constant sinusoidal roll motion at a constant
rotor rotational speed. The roll frequencies were selected to include representative
scaled frigate roll (dominant frequency of 0.3 Hz) and representative scaled frigate
pitch (dominant frequency of 0.6 Hz). Rotor speeds were selected to cover the first
third of scaled normal operating speeds (0 - 20 rad/s).

**Part II:** examined the blade response during engage and disengage with representative
scaled ship motion.

**Part III:** examined the blade response at slow, constant (3.5 rad/s) rotor rotational speed
during representative ship motion.

**Ship Motion**

The ship motion time histories were generated based on the procedure laid out in Section 2.2.
Six motion files, which give a range of motion types within the motion limits of the platform,
are listed in Table 5.5. The motion files were scaled in time and in magnitude according to
the model scale of 1:12 and the scaling laws given in Table 5.1.

In order to remain within the velocity limits of the motion platform, the heave motions
were reduced in magnitude by an additional scaling factor of 2.5.

**Data Collection**

An experimental test matrix was constructed from the range of test parameters shown in
Tables 5.6 through 5.8. A data set was taken for each combination of the parameters.
During Part I, data was also collected for a platform roll amplitude of 15° at a frequency
of 0.25 Hz for blade pitch angles of 0° and 4°.
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Table 5.5: Ship motion files.

<table>
<thead>
<tr>
<th>motion file</th>
<th>wave height (m)</th>
<th>wave direction (deg)</th>
<th>ship speed (kn)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>0</td>
<td>25</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>45</td>
<td>10</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>45</td>
<td>25</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>90</td>
<td>10</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>90</td>
<td>25</td>
</tr>
</tbody>
</table>

Table 5.6: Range of test parameters for Phase 2, Part I.

<table>
<thead>
<tr>
<th>Property</th>
<th>Platform roll amplitude (deg)</th>
<th>Platform roll frequency (Hz)</th>
<th>Max rotor speed (rad/s)</th>
<th>Pitch angle (deg)</th>
<th>Engage/disengage time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5</td>
<td>0.25</td>
<td>3.49</td>
<td>-8</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.35</td>
<td>6.98</td>
<td>-4</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.45</td>
<td>10.47</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.55</td>
<td>13.96</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.65</td>
<td>17.45</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.75</td>
<td>20.94</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.85</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.95</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.7: Range of test parameters for Phase 2, Part II.

<table>
<thead>
<tr>
<th>Property</th>
<th>Significant wave height (m)</th>
<th>Wave approach angle (deg)</th>
<th>Ship speed (kts)</th>
<th>Max rotor speed (rad/s)</th>
<th>Pitch angle (deg)</th>
<th>Engage/disengage time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4</td>
<td>0</td>
<td>10</td>
<td>21</td>
<td>-8</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>45</td>
<td>25</td>
<td></td>
<td>-4</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>90</td>
<td></td>
<td></td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>8</td>
<td></td>
</tr>
</tbody>
</table>
Table 5.8: Range of test parameters for Phase 3, Part III.

<table>
<thead>
<tr>
<th>Property</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Significant wave height (m)</td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wave approach angle (deg)</td>
<td>0</td>
<td>45</td>
<td>90</td>
</tr>
<tr>
<td>Ship speed (kts)</td>
<td>10</td>
<td>25</td>
<td></td>
</tr>
<tr>
<td>Max rotor speed (rad/s)</td>
<td>3.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pitch angle (deg)</td>
<td>-4</td>
<td>0</td>
<td>8</td>
</tr>
</tbody>
</table>

5.2 Experimental Results

The measured quantities obtained from each experimental run, using the instrumentation described in Section D.1.1, are

- rotor shaft encoder voltage;
- flap hinge sensor voltage; and
- blade strain profile.

During post-processing, these were converted to the resulting desired quantities, which are

- elastic blade tip deflection;
- hinge angle; and
- total blade tip deflection.

Details of the instrumentation and data reduction procedure can be found in Appendix D.

To illustrate the quality of data gathered during the experiment, sample results for a moderate wind tunnel test case are shown in Figure 5.7. The operational conditions for this case are

- maximum rotor speed: 20.94 rad/s;
- blade pitch angle: 6°;
• tunnel speed at rotor height: 5.83 m/s;

• ship deck angle: 0°; and

• engage/disengage time: 8 s.

Figure 5.7(a) shows the encoder output voltage, the hinge angle converted to degrees, and the strains measured by each gauge, overlayed. This data is processed to give the blade tip deflections, which are given in Figure 5.7(b). The lower trace shows the blade tip deflection due to elastic deformation only, while the upper trace shows the tip deflection including hinge motion.

The primary result of the validation experiment is a collection of validation cases, which are compared to equivalent simulation results. In addition, the experiments have also confirmed that the blade sailing phenomenon is complex, and depends on a large number of operating parameters. The magnitude of blade deflection depends significantly on ship deck angle, wind speed, engage time, blade pitch angle, azimuthal blade position with respect to the wind, and ship motion. The specifics of the experimental results and some conclusions can be found in Appendix D.5.

5.3 Validation Results

Using the experimental data gathered during the validation experiment, it was possible to demonstrate the validity of the blade sailing simulation for modelling flexible rotor systems in complex environments.

5.3.1 Model Properties and Tuning

The experimental rotor was modelled using eight blade segments, as shown in Figure 5.8: one for the hinge piece, one for the mating piece, which allows blade pitch angles to be introduced, and six along the length of the flexible aluminum spine. The interfaces between segments 2/3 and 3/4 are assumed rigid since these parts of the model are significantly stiffer than the aluminum spine. The assumption of zero flexibility at the root of a cantilever beam
(a) Collected data: encoder voltage, hinge angle, blade strains

(b) Results: elastic blade tip and total blade tip deformation

Figure 5.7: Experimental data.
was employed here. The torsional and lead/lag flexibilities of the blades and the helicopter suspension were frozen during all validation experimental runs, which were solved using the Adams-Moulton method in the IMSL Fortran implicit integrator, DIVPAG [103].

Some properties, such as those involving distances and weights, were measured directly. The stiffness properties were calculated from the known properties of aluminum and the beam cross-section. The blade damping, and droop stop stiffness and contact angle were selected through parameter tuning, as described in Section 3.6.1, by comparing the simulation results with a blade drop test. The tip displacement and hinge angle results for both the experimental and simulated drop test are shown in Figure 5.9. The simulated rotor properties are given in Tables 5.9 and 5.10. These properties were used to calculate all the validation simulation results given in this thesis.

5.3.2 Interpreting Graphical Results

For the graphical results shown in this section, the simulation results are always given by the solid black line; the experimental results are given by the dashed black line.

Experimental Uncertainty

Some challenges encountered during data collection affected the uncertainty in the experimental results. Their effects are listed here. Descriptions of the challenges themselves are given in Section D.4.
Figure 5.9: Blade drop test for fitting properties (solid: simulation; dashed: experiment).
<table>
<thead>
<tr>
<th>property</th>
<th>units</th>
<th>segment 1</th>
<th>segment 2</th>
<th>segment 3</th>
<th>segments 4 - 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>flexible segment?</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td></td>
</tr>
<tr>
<td>pitch change?</td>
<td>no</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td></td>
</tr>
<tr>
<td>segment properties</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mass</td>
<td>(kg)</td>
<td>0.0463</td>
<td>0.0252</td>
<td>0.0228</td>
<td>0.0228</td>
</tr>
<tr>
<td>length</td>
<td>(m)</td>
<td>0.024</td>
<td>0.019</td>
<td>0.126</td>
<td>0.126</td>
</tr>
<tr>
<td>mass centre (x)</td>
<td>(m)</td>
<td>0.0134</td>
<td>0.0058</td>
<td>0.063</td>
<td>0.063</td>
</tr>
<tr>
<td>mass centre (y)</td>
<td>(m)</td>
<td>0</td>
<td>0</td>
<td>-0.00183</td>
<td>-0.00183</td>
</tr>
<tr>
<td>geometric centre (x)</td>
<td>(m)</td>
<td>0.0134</td>
<td>0.0058</td>
<td>0.063</td>
<td>0.063</td>
</tr>
<tr>
<td>geometric centre (y)</td>
<td>(m)</td>
<td>0</td>
<td>0</td>
<td>-0.0065</td>
<td>-0.0065</td>
</tr>
<tr>
<td>chord</td>
<td>(m)</td>
<td>0</td>
<td>0</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>flap stiffness</td>
<td>(Nm/rad)</td>
<td>0</td>
<td>0</td>
<td>4.9055</td>
<td>4.9055</td>
</tr>
<tr>
<td>flap damping</td>
<td>(Nm/rad s)</td>
<td>0</td>
<td>0</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>moments of inertia</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>torsional</td>
<td>(g m²)</td>
<td>0.19</td>
<td>0.008</td>
<td>0.0001</td>
<td>0.0001</td>
</tr>
<tr>
<td>flap</td>
<td>(g m²)</td>
<td>0.005</td>
<td>0.001</td>
<td>0.0303</td>
<td>0.0303</td>
</tr>
<tr>
<td>lead/lag</td>
<td>(g m²)</td>
<td>0.022</td>
<td>0.008</td>
<td>0.001</td>
<td>0.001</td>
</tr>
</tbody>
</table>
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Table 5.10: Root hinge properties

<table>
<thead>
<tr>
<th>property</th>
<th>units</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>starting azimuth angle</td>
<td>(rad)</td>
<td>1.5708/4.7124</td>
</tr>
<tr>
<td>hinge offset</td>
<td>(m)</td>
<td>0.02</td>
</tr>
<tr>
<td>droop stop contact angle range</td>
<td>(rad)</td>
<td>0.1537 - 0.1527</td>
</tr>
<tr>
<td>flap stop contact angle range</td>
<td>(rad)</td>
<td>-0.1144 - -0.1134</td>
</tr>
<tr>
<td>force at stop contact</td>
<td>(N)</td>
<td>0.03</td>
</tr>
<tr>
<td>droop stop stiffness</td>
<td>(Nm/rad)</td>
<td>48.4</td>
</tr>
<tr>
<td>droop stop damping</td>
<td>(Nm/rad s)</td>
<td>0.1</td>
</tr>
<tr>
<td>flap stop stiffness</td>
<td>(Nm/rad)</td>
<td>48.4</td>
</tr>
<tr>
<td>flap stop stiffness</td>
<td>(Nm/rad s)</td>
<td>0.1</td>
</tr>
<tr>
<td>flap hinge friction coefficient</td>
<td></td>
<td>0.1</td>
</tr>
<tr>
<td>radius of hinge pin</td>
<td>(m)</td>
<td>0.009525</td>
</tr>
</tbody>
</table>

Voltage regulation: results in an uncertainty in hinge angle of 1.2°.

Variable bumper stiffness: results in a lower bumper contact angle in the simulation data as the engage proceeds. This is because the physical bumper expands over time to its unloaded, uncompressed height.

Wireless packet drop: results in sporadic phase shifting, which appears as an increase in the frequency, in the experimental data from Phase 1. The tendency over time for the simulation and experimental data to lose alignment is a result of this.

Motor control drift: results in uncertainty as to the actual time that disengagement was initiated by the motor. This uncertainty is the reason disengage deflection time-histories were not presented for the wind tunnel data.

The experimental model exhibits real-world characteristics, but also imperfections that present various modelling challenges, and contribute to a degree of uncertainty between the experimental and numerical results.
The numerical airwake model is based on data that do not include the presence of the spinning rotor or helicopter body. In the experiment, the airwake is affected by the presence of the blades, the motor tube, and the data system. This difference is expected to be small, since the influence of the motor tube and data system is restricted to a small range of azimuthal angles, and since the wind speed is high enough to sweep away blade tip vortices.

The numerical aerodynamics models are based on published coefficients. Although the airfoil segments were machined for a good representation of the airfoil, some differences exist. The spaces between the blade segments are expected to decrease the lift coefficient of the real blade with respect to the published values. The spaces are the consequence of the aeroelastic modelling approach that was used; segmented aerodynamic shapes are a typical method in aeroelastic modelling. Additionally, the blade segments exhibit some variation in shape as a result of their mounting on the blade. These variations change the airfoil camber slightly.

Also, the numerical aerodynamics models are based on idealizations, such as the quasi-steady assumption, or thin airfoil theory. These assumptions allow the use of simple, effective models for the calculation of aerodynamic force. However, the presence of these assumptions is likely to affect the agreement of numerical and experimental results to some degree.

The experimental model exhibited small motions in the mechanical joints, including lead-lag motion of the blades and small shaft vibration. The numerical model did not include these motions. However, the magnitude, while visible to the eye, is believed small enough not to affect significantly the simulated results.

Finally, the numerical dynamics model is based on experience and engineering judgement as to the specific blade segment configuration, and property calculation and tuning as discussed in Section 5.3.1. Still, the possibility exists that further property tuning, or a slightly different blade segment configuration, could lead to a more representative model.

The same set of properties were used to calculate all the results shown in this chapter. This demonstrates a certain robustness to the method, because the properties were determined very easily, and the results of the experimental validation procedure demonstrate
relative consistency.

5.3.3 Phase 1: Wind Tunnel

The wind tunnel validation experiments were used to examine the transient behaviour during blade engagement using the dynamic, airwake and aerodynamics tools that have been developed.

The volume of validation data collected during the validation experiment makes the inclusion of every case impossible. Therefore the validation presented here seeks to show typical results of mild, moderate, and severe sample cases with the focus on the total blade tip deflections of blade 2.

Aerodynamic Model Comparison

The relative quality of the quasi-steady and the unsteady aerodynamic models are shown using a mild and a severe validation case. These cases, along with their experimental parameters are shown in Figure 5.10.

The unsteady model can improve the simulation of blade response, as shown from 4-10 s in Figure 5.10(b), or degrade it, as shown from 0-2 s in Figure 5.10(a). This indicates that the unsteady aerodynamic model captures some, but not all, realistic aerodynamic effects that are present in the experiment. The inconsistencies are likely caused by the dynamic stall modelling. At very low rotational speeds, the blade stalls every rotation due to high angles of attack from the deck updrafts. However, at higher speeds, the resultant angle of attack is much lower and attached flow is maintained, even though the blade undergoes large deflections. The validation results suggest that the attached flow unsteady model is better than the quasi-steady, but that the associated dynamic stall negates this improvement at low rotational speeds.

Given that the unsteady model does not universally improve blade results, especially at very low rotational speeds, the quasi-steady model is currently recommended.
Figure 5.10: Blade deflection with different aerodynamic models.
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Figure 5.11: Blade deflection with different turbulence models for 0° deck angle, 0° blade pitch, 8.07 m/s wind speed.

**Turbulence Model Comparison**

In order to examine the effect of turbulence on the simulated results, some cases were run with the perfectly correlated turbulence model (PCT), with the spatially- and temporally-correlated turbulence model (STC) given by the Advancing Fourier Series method, and without turbulence. The first 10 seconds of a sample case are shown in Figure 5.11. A relatively mild case was selected in order that severe dynamic effects due to the mean airwake not overshadow the differences in turbulence modelling. Additionally, turbulence is not included in the modelling of the separation bubble over the -20° ship deck; therefore results shown here are for a 0° ship deck case.

Both turbulence models induce some random variation in the blade tip deflection, which is the expected result of turbulence modelling. The perfectly correlated model significantly over-predicts the blade tip deflection where the spatially- and temporally-correlated model appears to add a reasonable amount of variation in blade tip deflection.
The spatially- and temporally-correlated turbulence model was also validated in the frequency domain using the steady-rotation portion of the rotor profile. Figure 5.12 shows the spectrum of tip deflection after engagement for a moderate deflection case with 0° deck angle, 4° blade pitch, and 7.97 m/s wind speed. In the figure, the structural resonant frequencies are consistent between the three cases. As expected, the application of correlated turbulence improves the simulation results, especially at frequencies in between the structural resonant frequencies.

Given that the difference in predicted blade deflection magnitude with and without turbulence modelling is similar, the simulation time of each method is worth considering. Using a sample case run on a single Intel 1.83 GHz processor with 1 GB of RAM, 15 seconds of blade tip simulation with 12 active degrees of freedom were solved in:

- 27 minutes without turbulence;
- 34 minutes with perfectly correlated turbulence (PCT); and
• 94 minutes with spatially- and temporally-correlated turbulence (STC) via the advancing Fourier series method.

This indicates that adequate simulation is achieved for reduced solution times without turbulence modelling. Still, the application of spatially- and temporally-correlated turbulence improves simulation fidelity in general.

Quasi-steady Comparison

In order to show the relative validation case agreement over a wide range of experimental properties, results for 38 cases with an engagement time of 8 s are presented. The simulation results were calculated using the quasi-steady aerodynamics model, since this model tends to show better agreement at very low rotational speeds. No turbulence was included, since the specific phase angles of each turbulent frequency during experimental data collection are unknown.

Time history plots of the first 10 seconds of blade tip deflection are shown in Appendix D.6, and good agreement between experimental and simulated results is shown throughout the data. Careful examination of each data set shows that the major transient features are captured in the simulations. The extrema of both blade tip deflection and hinge angle over the first 10 seconds of each engage are shown in Figures 5.13 and 5.14. These figures show data for both blades (blade 1 in black, blade 2 in grey). The difference between experimental and simulation results is on average 0.3 m for tip deflection and 0.8° for hinge angle, with the maximum difference being 0.14 m and 3°. In general, the experimental results show higher deflections, suggesting that the simulation aerodynamics do not provide large enough wind loads.

The mean and root mean square of both blade tip deflections and hinge angles for the steady rotation (after 8 s) portion of each validation case are shown in Figures 5.15 and 5.16. In these figures, the results show improved agreement for larger wind velocities, indicating that the underestimated wind loading occurs mainly during the transient portion of each run. The most severe steady-state blade deflections are observed for positive pitch angles.
over the -20° ship deck. During these cases, the blades encounter the stop bumpers every rotation. Since the modelled bumper contact angle does not adjust dynamically during the run, the simulated results show lower hinge angles and blade tip deflections than do the experimental results. This could likely be fixed using a more complex bumper modelling technique that allows the bumper to expand when unloaded during engage.

5.3.4 Phase 2: Motion Platform

The motion platform experiments were also used to validate the simulation tools. From experiment Part I, the blade response to uniform sinusoidal platform motion is shown in Figure 5.17. The trends are well reproduced, and the blade tip deflections agrees to within 2 cm.

From experiment Part II, examples of blade deflection time history due to engage/disengage with representative ship motion is shown in Figure 5.18. The trends and amplitudes are well captured by the simulation tools, especially for -4°, 0°, and 4°. The results for these pitch angles are typical of Figure 5.18(a). For the results at -8° and 8°, the simulated magnitudes are higher than those recorded during the experiment. Figure 5.19, which shows the root mean square of blade deflection during the steady rotation portion of the engagement profile, shows this trend as well. This seems to point to an inadequacy in the aerodynamic modelling for higher pitch angles in certain flow conditions.

The frequency domain results for the same two example cases are shown in Figure 5.20. These results suggest that the deflection overprediction occurs in the frequency band centred at 1.5 Hz, and that at the other frequencies, the agreement is better.
Figure 5.13: Maximum and minimum for first 10 s of validation cases with 8 s engage time on 0° ship deck.
Figure 5.14: Maximum and minimum for first 10 s of validation cases with 8 s engage time on -20° ship deck.
Figure 5.15: Mean and rms of blade deflection at full rotor speed for validation cases with 8 s engage time on 0° ship deck.
Figure 5.16: Mean and rms of blade deflection at full rotor speed for validation cases with 8 s engage time on -20° ship deck.
Figure 5.17: Blade deflections for motion platform tests with sinusoidal motion for 0° blade pitch.
Figure 5.18: Time history of blade response for ship motion file 3, with 4 second engage/disengage time. The traces have been offset vertically for clarity.
Figure 5.19: RMS of blade deflection during constant rotation for varying experimental properties (ship motion file in Table 5.5).
Figure 5.20: Frequency results of blade response for ship motion file 3, with 4 second engage/disengage time.
Chapter 6

Blade Sailing Results

The numerical tools developed in this research are intended for predicting the blade sailing response of shipboard helicopters. Ideally, helicopters are tested on a case-by-case basis, such that the operating conditions and design parameters can be specified carefully. The best long-term application for the numerical tools developed here is for pre-sea trial prediction and parametric studies, since the individual effects from the contributors to the blade sailing phenomenon are difficult to generalize.

The numerical tools, however, can also be used to show the general response trends to varying operational parameters. This chapter demonstrates the applicability and functionality of the numerical tools at full scale. Using a typical shipboard helicopter configuration, sample engage and disengage tests are used to show the variation in blade deflection as a function of a variety of representative operational parameters. In terms of fully characterizing the effects of each important operational parameter, this study is preliminary.

6.1 Helicopter Properties

The typical ship-helicopter-rotor system used in this chapter is based on a typical frigate in beam winds (deck width 12.25 m and deck height 3.92 m above the waterplane); a helicopter body, suspension, and landing gear configuration similar to the CH-149 Cormorant; and a helicopter rotor with the hub and flexibility characteristics of the CH-46 Sea Knight. This combination was selected in order to simulate a typical Canadian system; the rotor was
selected based on rotor properties that are available in the literature [48].

The properties of the helicopter system are given in Table 6.1, and the radially-dependant blade properties given in Reference [48] are approximated as shown in Figures 6.1 through 6.4. The properties were approximated such that the blade could easily be segmented. Ten blade segments per blade were used to model this system, and the blade segment joints are located at radial locations \( x = [0.017 0.15 0.25 0.35 0.45 0.55 0.65 0.75 0.85 0.95]R \). All the simulation cases shown in this section were solved using Gear’s method in the IMSL Fortran implicit integrator, DIVPAG [103].

The deflections predicted in this section should be considered in conjunction with the definitions for blade sailing given in Section 1.2. A downward blade tip deflection of -1.4 m will cause a fuselage strike on a Sea Knight, and -1.3 m will exceed the limit for linear beam deflections with hinge motion, including the tip deflection from hinge angle, assuming first mode elastic bending. A downward tip deflection of only -0.8 m will bring the blade within 0.58 m of the fuselage, for a blade clearance value [1] of 2, and a deflection of -1.2 m will bring the blade within 0.2 m of the fuselage for a blade clearance value of 3 or 4.

6.2 Blade Response

The response of all three blades in representative conditions with and without ship motion are shown in Figure 6.5. The operating conditions, given in Table 6.2, were selected to represent as closely as possible typical engagement conditions in moderate-to-severe wind and sea conditions, as detailed mainly in Reference [48]. A collective setting of 3° during engage and disengage is part of the typical engage procedure. Engage and disengage take approximately 20 s each. Wind speeds in the range of 15 m/s and ship motion of 4 m significant wave height are typical of upper sea state 5 or lower sea state 6. The individual blades can experience different responses, because the operational conditions for each blade vary with time. This is especially apparent when ship motion is present, since the airwake properties change in time with roll angle.
Table 6.1: Helicopter system properties [48].

<table>
<thead>
<tr>
<th>property</th>
<th>value</th>
<th>units</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of blades</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>full rotor speed (NR)</td>
<td>27.65</td>
<td>rad/s</td>
</tr>
<tr>
<td>rotor engage time</td>
<td>20</td>
<td>s</td>
</tr>
<tr>
<td>rotor hold at full speed</td>
<td>20</td>
<td>s</td>
</tr>
<tr>
<td>rotor disengage time</td>
<td>20</td>
<td>s</td>
</tr>
<tr>
<td>rotor radius</td>
<td>7.7724</td>
<td>m</td>
</tr>
<tr>
<td>blade chord</td>
<td>0.47625</td>
<td>m</td>
</tr>
<tr>
<td>flap hinge location</td>
<td>1.7</td>
<td>%R</td>
</tr>
<tr>
<td>pitch bearing location</td>
<td>6.5</td>
<td>%R</td>
</tr>
<tr>
<td>first flap frequency</td>
<td>1.02</td>
<td>/rev</td>
</tr>
<tr>
<td>first torsional frequency</td>
<td>6.05</td>
<td>/rev</td>
</tr>
<tr>
<td>flap stop settings</td>
<td>1</td>
<td>deg</td>
</tr>
<tr>
<td>effective blade twist at tip</td>
<td>-8.5</td>
<td>deg</td>
</tr>
<tr>
<td>stop exension/retraction speed</td>
<td>50</td>
<td>%NR</td>
</tr>
<tr>
<td>downward tip deflection for tunnel strike</td>
<td>-1.4</td>
<td>m</td>
</tr>
<tr>
<td>helicopter mass</td>
<td>11000</td>
<td>kg</td>
</tr>
<tr>
<td>centre of gravity distance above deck (undeflected suspension)</td>
<td>2.97</td>
<td>m</td>
</tr>
<tr>
<td>rotor hub centre distance above centre of gravity</td>
<td>2.13</td>
<td>m</td>
</tr>
<tr>
<td>rotor axis tilted from vertical by</td>
<td>0</td>
<td>deg</td>
</tr>
<tr>
<td>ship deck width</td>
<td>12.25</td>
<td>m</td>
</tr>
</tbody>
</table>
Figure 6.1: CH-46 rotor blade property distributions: stiffness (given with respect to fraction of rotor radius: $r/R$).
Figure 6.2: CH-46 rotor blade property distributions: mass distribution (given with respect to fraction of rotor radius: $r/R$).

Figure 6.3: CH-46 rotor blade property distributions: inertia and aerodynamic centre offsets (given with respect to fraction of rotor radius: $r/R$).
Ship motion has the potential to increase the maximum downward blade tip deflection. Comparing Cases 1 and 2, it increased from -0.99 m to -1.15 m for blade 1, and blade 3 achieved the deflection sufficient to cause a fuselage strike.

In order to show the relative effects of changes in operational parameters, a baseline case was used. The baseline response is shown in Figure 6.6, and is based on parameters similar to those selected for Case 1. However, the wind speed was increased to 25 m/s since studies by both Newman and Smith/Keller, as discussed in Section 2.4, used this speed in

<table>
<thead>
<tr>
<th>case</th>
<th>collective number</th>
<th>ship motion</th>
<th>wind speed</th>
<th>airwake roll angle</th>
<th>turbulence</th>
<th>max tip deflection (blade 1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3° no</td>
<td>15 0°</td>
<td>no</td>
<td>-0.99</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3° yes (45° waves)</td>
<td>15 variable</td>
<td>no</td>
<td>-1.15</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 6.5: Typical system response for all 3 blades.
Important system parameters were then varied, according to the properties listed in Table 6.3. All of the test cases were conducted using the model properties listed in Table 6.1, the quasi-steady aerodynamic model, and with all blade flap and torsional degrees of freedom active.

Figure 6.7(a) shows blade behaviour for static ship deck roll of −20°. The upward blade deflection is increased significantly, but the downward deflection is not seriously affected. This trend was observed during examination of the validation experiment results, and is attributed to the airwake shape at static −20° deck roll, which exhibits severe updrafts at the windward deck edge, but no appreciable downdrafts. Figure 6.7(b) shows blade behaviour for static ship deck roll of 20°, which exhibits blade deflections in the tunnel strike range. While a typical engagement is likely to contain only periodic excursions toward ±20°, it is useful to see how the blade might respond to these excursions at any point during a typical engagement profile.
## Table 6.3: Parameters for the test cases with one blade active and suspension frozen

<table>
<thead>
<tr>
<th>case number</th>
<th>collective setting</th>
<th>ship motion</th>
<th>wind speed m/s</th>
<th>airwake roll angle</th>
<th>turbulence</th>
<th>max downward tip deflection m</th>
</tr>
</thead>
<tbody>
<tr>
<td>baseline</td>
<td>3°</td>
<td>no</td>
<td>25</td>
<td>0°</td>
<td>no</td>
<td>-0.87</td>
</tr>
<tr>
<td>3</td>
<td>3°</td>
<td>no</td>
<td>25</td>
<td>-20°</td>
<td>no</td>
<td>-1.05</td>
</tr>
<tr>
<td>5</td>
<td>3°</td>
<td>no</td>
<td>25</td>
<td>20°</td>
<td>no</td>
<td>-1.40</td>
</tr>
<tr>
<td>6</td>
<td>3° yes (45° waves)</td>
<td>variable</td>
<td>25</td>
<td>variable</td>
<td>no</td>
<td>-1.38</td>
</tr>
<tr>
<td>7</td>
<td>3° yes (90° waves)</td>
<td>variable</td>
<td>25</td>
<td>variable</td>
<td>no</td>
<td>-1.36</td>
</tr>
<tr>
<td>8</td>
<td>3°</td>
<td>no</td>
<td>15</td>
<td>0°</td>
<td>no</td>
<td>-0.68</td>
</tr>
<tr>
<td>9</td>
<td>3°</td>
<td>no</td>
<td>30</td>
<td>0°</td>
<td>no</td>
<td>-0.99</td>
</tr>
<tr>
<td>10</td>
<td>3°</td>
<td>no</td>
<td>25</td>
<td>0°</td>
<td>yes</td>
<td>-0.85</td>
</tr>
<tr>
<td>11</td>
<td>0°</td>
<td>no</td>
<td>25</td>
<td>0°</td>
<td>no</td>
<td>-1.36</td>
</tr>
</tbody>
</table>

Through Figures 6.8, the effects of ship motion at 45° and 90° relative wave direction respectively are shown. The variation in blade deflection, especially at low rotational speeds, supports the claim that ship motion is a critical component of blade sailing modelling. For Case 6, the ship motion is given in Figure 2.2.

Figure 6.9 shows the relative effect of wind speed on blade tip deflection. As expected, higher wind speeds led to larger blade deflections. The downward-most blade tip excursion increased from -0.68 to -0.99 m as the windspeed was increased from 15 to 30 m/s.

Figure 6.10 shows the effect of spatially- and temporally-correlated turbulence with the Advancing Fourier Series method on blade deflection. The magnitude of blade deflection can be significantly changed at lower rotational speeds, either as an increase or decrease, depending on whether an upward or downward turbulent excursion is occurring. The magnitude of blade deflection is not appreciably affected at higher rotor speeds, since the aerodynamic loads are governed by rotor rotation rather then flow turbulence.

As a final parameter variation, the root collective setting was decreased from 3° to 0°. The resulting tip deflection profile is shown in Figure 6.11. Tip excursions increased...
significantly and dangerously approached fuselage strike levels.

Based on the results shown in this study, ship motion and its effect on the airwake can cause blade sailing with deflections in the fuselage strike range (Cases 5 and 7). Fuselage strike can also occur if the pitch angle of the blades is not carefully controlled (Case 11).

The results shown in this study exhibit characteristically lower downward blade deflections than those shown in some previous blade sailing studies. However, the previous studies used the deterministic airwake models as shown in Figure 2.4, which contain similar updraft velocities, but larger downward velocities, compared to those exhibited in the representative airwake profile given in Section 4.3. The results presented here still support some of the conclusions made by previous blade sailing research, especially the idea that largest blade deflections occur in the rotor speed range less than 15% NR. Also, in high wind conditions of 25 - 30 m/s (50 - 60 kn), especially including ship motion, the rotor blades can undergo deflections large enough to cause fuselage strike.
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Figure 6.7: Typical system response at static ship roll.
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Figure 6.8: Typical system response with ship motion.
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Figure 6.9: Typical system response with varying wind speed.
Figure 6.10: Typical system response with turbulence (case 8).

Figure 6.11: Typical system response with 0° root collective (case 9).
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Conclusion

The research encompassed within this thesis has achieved the goals set out at the beginning of the project, which were

1. to study the contributors to the blade sailing phenomenon individually and collectively; and

2. to develop validated modelling tools for this purpose.

These goals have been met through the development of a number of novel models and extensive validation. The important contributions and conclusions from this research are summarized here.

7.1 Contributions

The main contributions of this research fall into three categories: the numerical models themselves, which can be used for the simulation of blade sailing; methods for rigid-body dynamics, which can be applied in other rigid-body modelling applications; and experimental data that was gathered over the course of the research project.

7.1.1 Numerical Tools

A numerical model of the ship-helicopter-rotor system was developed by combining novel and existing models of important system components.
A rigid-segment dynamic model of the ship-helicopter-rotor system was developed that
allows the analyst to vary a wide number of system parameters. Through extensive
validation, this model shows that rigid body dynamics can be applied to problems with
relatively complicated dynamics undergoing complicated aerodynamic excitation.

A novel method for simulating spatially- and temporally-correlated turbulence for
non-uniform flowfields was developed. This method is called the Advancing Fourier
Series (AFS) method.

These models were combined with existing models for aerodynamic force calculation
and ship motion.

The numerical tools have shown good agreement with analytical, published, and experi­
mental data.

7.1.2 Methods in Rigid-body Dynamics

Two rigid-body modelling methods were identified during the development of the dynamic
simulation.

A method for assembling the equations of motion for a blade with a user-defined
number of rigid segments by Lagrange’s equation was developed. To assemble the
equations of motion, the derivatives can be taken using the differentiating rule (Equa­
tion 3.37)

\[
\frac{\partial}{\partial \phi(l_2,n)} \left( \sum_{i=l_1}^{n_x} G_i \right) = \sum_{i=l_{\text{max}}}^{n_x} \frac{\partial G_i}{\partial \phi(l_2,n)}
\]

where \( l_{\text{max}} = \begin{cases} 
\max(l_1, l_2) & \text{if } G_i \text{ contains } \sum_{j=1}^{i} \phi(j,n) \\
l_1 & \text{otherwise}
\end{cases} \)

which applies when an unknown number of rigid bodies are connected in series, and the
energy expression contain cascading products or sums of system coordinates, \( \phi(j,n) \).
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• Coupled stiffness properties between rigid segments can be represented using a fully populated rotational stiffness matrix, \([k_{(i,n)}]\). If the stiffness properties of the equivalent continuous system are known, then the properties of the discrete system can be calculated as (Equation 3.64)

\[ [k_{(i,n)}] = \frac{[k_b]}{l_{(i,n)}} \]

where \([k_b]\) is the continuous stiffness matrix and \(l_{(i,n)}\) is the length of the segment.

7.1.3 Experimental Data

A large quantity of experimental data has been collected over the course of this research project, which has led to the development of some novel simulation tools, and to some important conclusions. Three sets of experimental data have been gathered.

• The steady airwake data shows the variations in the time-averaged quantities of the flowfield as a function of space above the ship deck and as a function deck roll angle.

• The unsteady airwake data shows the how the flow correlation characteristics vary with position over the flight deck, considering a variety of correlations spacing distances and directions.

• The validation data consists of a wide variety of validation cases for a model helicopter exposed to combined sailing-like conditions in the wind tunnel and on the motion platform.

7.2 Conclusions

Several important conclusions can be drawn based on the experimental and simulated data gathered in this research.

7.2.1 Experimental Airwake Measurements

Based on experimental results from the airwake experiment, the time-averaged component of the ship airwake in beam winds has some interesting characteristics (Figures 4.3 to 4.9).
• The flow profile is significantly affected by ship roll angle.

• At large positive roll angles, when the ship deck is rolled toward the wind, the flow is approximately parallel to the deck.

• At zero and negative roll angles, positive updrafts appear at the leading edge. They increase in magnitude with negative deck roll angle.

• At negative roll angles, a separation bubble develops near the surface of the deck. This bubble increases in size with negative roll angle, and can encompass up to half of the rotor disc plane at deck roll angles around -20°.

• For small roll angles, the turbulence intensity varies mainly with height. For large negative roll angles, the turbulence intensity tends to increase in the windward direction across the deck.

The coherence results for pairs of points measured at a wide range of probe spacings, probe directions, and positions in the flowfield confirm a number of expected correlation trends in airwake flow (Figures C.9 to C.50).

• Correlation decreases with increasing frequency (eddy size).

• Overall coherence decreases as turbulence content increases.

• The -20° ship deck exhibits lower correlations along the deck than the 0° ship deck. This is an indication of higher turbulence content, smaller eddies, or a shear layer.

The measured auto- and cross-correlations can be reproduced well using von Kármán spectral models, and Taylor's hypothesis for frozen turbulence for spacing distances over which significant correlations exist. The generalized models, described in Section 4.4.4, confirm some expected trends (Figures 4.19 to 4.25).

• The magnitude of the fitted length scale for a given point over the deck remains similar regardless of correlation spacing direction or distance.
For a deck angle of 0°, the fitted length scale varies mainly with height. For a deck angle of -20°, the fitted length scales tend to decrease in the windward direction across the deck.

### 7.2.2 Combined Effects at Model Scale

Based on the validation experiment results, the following general trends, but not rules, regarding the magnitude of blade deflection can be stated, bearing in mind that the experimental blades possessed exaggerated flexibility in the flap direction.

For the data collected during experimental Phase 1 (wind tunnel), these conclusions have been drawn (Figures D.5 to D.21).

- Maximum blade deflections occur during droop stop impacts.
- Increases in wind speed increase blade deflections.
- Faster engage/disengage times lead to more erratic blade response and often the larger blade deflections.
- Slower engage/disengage times allow the updrafts to influence blade behaviour over several rotor rotations. This can also lead to large blade deflections.
- Deck inclination away from wind leads to increased updrafts, larger upward blade deflections, and sometimes larger downward blade deflections.
- Increases in blade pitch angle, positive or negative, increase the resultant aerodynamic forces and often the resulting blade deflections.
- Individual blades do not exhibit the same maximum deflections due to their relative azimuthal positions and the different times at which they encounter the up and down drafts in the flow.
- At a deck angle of -20°, maximum upward deflections are increased. Maximum downward deflections are generally similar for low pitch angles, and sometimes decreased for high pitch angles.
For the data collected during experimental Phase 2 (motion platform), these conclusions have been drawn (Figures D.22 to D.23).

- Blade pitch angle does not appreciably affect the frequency response characteristics of the blades.

- Wave approach angle affects ship motion, which has an affect on the magnitude of blade tip deflection.

### 7.2.3 Numerical Tools

Using the validation experiment, the numerical tools have been shown to capture both the transient and steady-state trends in a complex sailing-like environment. From the comparison of simulated and experimental data, these conclusions regarding airwake and aerodynamics modelling have been drawn.

- The perfectly-correlated turbulence model induces relatively unrealistic large turbulence content and therefore blade deflections.

- The spatially- and temporally-correlated turbulence model using the Advancing Fourier Series method improves the fidelity of the airwake model.

- The inclusion of unsteady aerodynamic effects, through the AMT method, improves the fidelity of the aerodynamics when attached flow is maintained. The accompanying dynamic stall model does not to consistently improve the fidelity of the model.

- The quasi-steady aerodynamics model performs well and consistently at low blade rotation speeds as well as higher speeds.

### 7.2.4 Blade Sailing

A preliminary study was completed on a typical full-scale helicopter configuration to evaluate the relative importance of the modelled contributors on the magnitude of blade deflections (Figures 6.5 to 6.11). Based on these results, the following conclusions can be drawn.
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- Blade azimuthal angle affects the blade response due to the changing nature of the operational conditions. Therefore, some blades may deflect more than others.

- Both representative turbulence and ship motion have the potential to appreciably increase blade deflections at low rotational speeds. Accurate modelling is important for the study of blade sailing.

7.3 Future Work

The work contained in this thesis has many possible extensions. The most obvious is to use the model to examine the sailing behaviour of some specific helicopters in specific environments.

The models could also be further developed to yield a higher fidelity simulation with more simulation options. Concerning airwake modelling, a CFD model interfaced to the dynamics would improve the range of operating conditions over which the blade sailing phenomenon could be studied. Additionally, the advancements made toward the simulation of spatially- and temporally-correlated turbulence modelling could be advanced by studying the following avenues.

- Methods for extending the AFS method along the length of the blade as the blade rotates through space.

- Methods for increasing the speed of the current AFS method.

Additional models could be added to the simulation to improve its fidelity, such as an alternate aerodynamics model, with inflow and a more appropriate dynamic stall model; a more advanced suspension model, allowing for the modelling of complex suspension elements and non-linear tire behaviour; and a pilot model or control system, which could be used to actively change the collective and pitch settings.

The simulation tools also have the potential for being used to study other on-deck phenomena, and could be expanded to simulate blade dynamics of flying helicopters. Some extensions that could provide expanded model applicability are listed.
• The extensional degree of freedom could be added to each blade segment. This could be necessary for composite blades rotating at full speed.

• The capability for the tires to lift or slide off the deck could be added. This would allow flight and landing to be simulated.

• A tail rotor could be added to allow flight and tail rotor tests to be completed.
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Appendix A

Aerodynamic and Airwake Algorithms

A.1 Algorithm for Unsteady Aerodynamics

This appendix defines the execution of the unsteady aerodynamics model used in this research, as described in Section 3.4.5. It is a time-history model that combines the indicial method (AMT) for unsteady attached flow and dynamic stall, and the quasi-steady method for separated flow.

This aerodynamics model evaluates aerodynamic coefficients in blade coordinates. The coefficients $C_n$ and $C_c$ are the force coefficients normal to the chord and parallel to the blade chord, as shown in Figure A.1, and $C_m$ is the moment coefficient about the 3/4 chord axis. The aerodynamic forces normal to the chord, $N$, parallel to the chord, $C$, and the aerodynamic moment, $M$, can be calculated from these coefficients using Equations A.1 through A.3.

\[
N = \frac{1}{2} \rho V^2 C_n(\alpha) cd \tag{A.1}
\]

\[
C = \frac{1}{2} \rho V^2 C_c(\alpha) cd \tag{A.2}
\]

and

\[
M = \frac{1}{2} \rho V^2 C_m(\alpha) c^2 d \tag{A.3}
\]
where \( \rho \) is the air density, \( V \) is the magnitude of the local relative air in the airfoil plane, \( c \) is the chord length, and \( d \) is the width of the section. The lift, \( L \), and the drag, \( D \), can be calculated using Equations 2.11 and 2.12.

### A.1.1 Model Component 1 - Unsteady Attached Flow

The attached flow component of the model is detailed in References [50] and [49]. With this model, the time-varying lift per unit length, \( \ell \), is given by

\[
\ell(t) = \frac{1}{2} \rho V(t)cC_{1a}\left(w_{34}(0)\phi(s) + \int_{s_0}^{s} \frac{dw_{34}(\sigma)}{ds} \phi(s-\sigma) d\sigma\right) = \frac{1}{2} \rho V(t)cC_{1a}w_{34,eff}(t) \tag{A.4}
\]

where \( \phi(s) \) represents the indicial response to a unit step input in angle of attack, and the integral is known as Duhamel’s integral. The variable \( s \) represents the travel of the airfoil through the air in semi-chords, given by

\[
s = \frac{2}{c} \int_{0}^{t} V dt \tag{A.5}
\]

The effective wind vertical velocity, \( w_{34,eff} \), on the airfoil is related to an effective angle
of attack, $\alpha_{eff}$, by

$$
\alpha_{eff} = \arcsin \frac{w_{34i}}{V}
$$

(A.6)

In Reference [50], the vertical velocity, at instant $i$, is defined as

$$
w_{34i} = V_i \alpha_i + \dot{h}_i + b \dot{\alpha}_i \left( \frac{1}{2} - a \right)
$$

(A.7)

where $h$ represents the plunge of the airfoil, $b = c/2$, and $a$ is the centre of rotation with respect to the flow, in fractions of semi-chords measured positive toward the trailing edge from mid-chord. In the modified formulation used in the current research, blade plunge is given as a component of $V$. Considering this and acknowledging that the angle of attack is not necessarily small, the vertical blade velocity is given by

$$
w_{34i} = V_i \sin \alpha_i + b \dot{\alpha}_i \left( \frac{1}{2} - a \right)
$$

(A.8)

and the change in vertical velocity over one timestep is given by

$$
\Delta w_{34i} = (V_i - V_{i-1}) \sin \alpha_i + V_i \cos \alpha_i (\alpha_i - \alpha_{i-1}) + b \left( \frac{1}{2} - a \right) (\dot{\alpha}_i - \dot{\alpha}_{i-1})
$$

(A.9)

Therefore, the deficiency functions from Duhamel’s integral are given by [49]

$$
X_i = X_{i-1} e^{-b_1 \Delta s_i} + \frac{A_1}{6} \Delta w_{34i} \left( 1 + 4 e^{-b_1 \Delta s_i} + e^{-2b_1 \Delta s_i} \right)
$$

(A.10)

and

$$
Y_i = Y_{i-1} e^{-b_2 \Delta s_i} + \frac{A_2}{6} \Delta w_{34i} \left( 1 + 4 e^{-b_2 \Delta s_i} + e^{-2b_2 \Delta s_i} \right)
$$

(A.11)

where the coefficients $A_1$, $A_2$, $b_1$, and $b_2$ given by Jones’ approximation [49] are

$$
\phi(s) = 1 + A_1 e^{-b_1 s} + A_2 e^{-b_2 s} = 1 - 0.165 e^{-0.0455 s} - 0.335 e^{-0.3 s}
$$

(A.12)
and the value of $\Delta s_i$ is calculated using backward difference such that

$$\Delta s_i = \frac{(V_{i-1} + V_i) \Delta t}{2}$$  \hspace{1cm} (A.13)

Finally, the effective vertical velocity is calculated by

$$w_{34_{\text{eff}}_i} = w_{34_i} - X_i - Y_i$$  \hspace{1cm} (A.14)

at each timestep, and the effective angle of attack is calculated using Equation A.6. The resulting lift coefficient is calculated by

$$C_l^e = C_{l_0} \alpha_{\text{eff}}$$  \hspace{1cm} (A.15)

In order to apply the model in blade coordinates, the lift coefficient is transformed using

$$C_{n}^c = C_l^e \cos \alpha_{\text{eff}}$$  \hspace{1cm} (A.16)

and

$$C_{m}^c = C_l^e \sin \alpha_{\text{eff}}$$  \hspace{1cm} (A.17)

The above lift coefficients account for the circulatory lift, indicated by the superscript $c$. They are so named because they account for the lift resulting from circulation through potential flow theory. Unsteady loads are also caused by the inertial interaction between the blades and the air. These loads, called non-circulatory and labelled with a superscript $nc$, are given by

$$C_{n}^{nc} = \frac{\pi b^2}{V_i^2} \frac{(V_i - V_{i-1})}{\Delta t} \sin \alpha_i + V_i \bar{\alpha}_i \cos \alpha_i$$  \hspace{1cm} (A.18)

$$C_{m}^{nc} = \frac{\pi b^3}{V_i^2} \left( \frac{a V_i - V_{i-1}}{\Delta t} \sin \alpha_i \right) - V_i \left( \frac{1}{2} - a \right) \bar{\alpha}_i \cos \alpha_i$$  \hspace{1cm} (A.19)

Chordwise non-circulatory lift is taken to be 0.
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Figure A.2: Unsteady aerodynamics model validation results.
Validation

The unsteady behaviour of the coefficient of lift is validated against experimental results for an airfoil oscillating in steady flow [52]. For this case, the Mach number was 0.383, the reduced frequency, \( k \), was 0.074, and the angle of attack was varied as

\[
2.1^\circ + 8.2^\circ \sin \omega t \tag{A.20}
\]

The normal and chordwise force coefficients are shown in Figure A.2. The agreement is good.
A.1.2 Model Component 2 - Quasi-steady

If the flow over the airfoil is separated, as indicated by the dynamic stall model, the aerodynamic coefficients are obtained using the quasi-steady lookup method. The coefficients are shown in Figure A.3, and are given by the expressions

\[ C_f = 1.15 \sin (2\alpha) \]  
\[ C_d = 1.02 - 1.02 \cos (2\alpha) \]  
\[ C_m = \begin{cases} 
0 & \alpha < 12^\circ \\
4.69e^{-5}\alpha^2 - 1.17e^{-2}\alpha + 0.133 & 12^\circ \leq \alpha < 120^\circ \\
4.23e^{-7}\alpha^4 + 2.36e^{-4}\alpha^3 - 4.92e^{-2}\alpha^2 + 4.52\alpha - 155.5 & 120^\circ \leq \alpha < 172^\circ \\
0.05(\alpha - 180.0) & 172 \leq \alpha < 188^\circ \\
2.16e^{-7}\alpha^4 - 1.96e^{-4}\alpha^3 + 6.64e^{-2}\alpha^2 - 9.96\alpha + 556.8 & 188^\circ \leq \alpha < 240^\circ \\
-4.69e^{-5}\alpha^2 + 2.20e^{-2}\alpha - 1.98 & 240^\circ \leq \alpha < 348^\circ \\
0 & 348^\circ \leq \alpha 
\end{cases} \]  

which are modified from those found in Reference [48]

These expressions are the same as those given in Equation 3.5, except that the attached flow effects have been removed. This is because the attached flow generated-loads are accounted for using the AMT method. The coefficients are transformed to blade coordinates using the geometrical angle of attack, \( \alpha \).
A.1.3 Model Component 3 - Dynamic Stall

The dynamic stall model provides an interface between the attached and quasi-steady (separated) model components. Using two criteria, the model indicates whether or not the airfoil has stalled. The first criteria checks for leading edge stall. A corrected quasi-steady normal coefficient, \( C_{n}^{c} \) is calculated as

\[
C_{n_{t}}^{c} = C_{n_{t}}^{c} - D_{p_{t}}
\]

where

\[
D_{p_{t}} = D_{p_{t-1}} e^{\frac{\Delta f_{t}}{\tau_{p}}} + (C_{n_{t}}^{c} - C_{n_{t-1}}^{c}) e^{\frac{\Delta f_{t}}{\tau_{p}}}
\]

The corrected coefficient is then compared to the quasi-steady maximum coefficient.

\[
\text{if } C_{n_{t}}^{c} > C_{t_{a}} \alpha_{a} \rightarrow \text{ stall}
\]

The second criteria checks for trailing edge stall, which is based on a Kirchoff's separation model [52]. The sequence of calculations for the trailing edge stall criteria is well described in Reference [48], and the modified version used in the current model is described here.

The procedure requires the calculation of a corrected stall angle of attack, \( \alpha'_{1} \), which accounts for hysteresis effects. It is given by

\[
\alpha'_{1} = \alpha_{1} - \Delta\alpha'_{1}
\]

where \( \Delta\alpha'_{1} \) is given by

\[
\Delta\alpha'_{1} = \begin{cases} 
\Delta\alpha_{1}(1 - f_{t-1})^{\frac{1}{2}} & \text{if } K_{\alpha_{1}} < 0 \\
0 & \text{if } K_{\alpha_{1}} \geq 0
\end{cases}
\]

if \( \alpha_{1} \geq 0 \), and

\[
\Delta\alpha'_{1} = \begin{cases} 
\Delta\alpha_{1}(1 - f_{t-1})^{\frac{1}{2}} & \text{if } K_{\alpha_{1}} \geq 0 \\
0 & \text{if } K_{\alpha_{1}} < 0
\end{cases}
\]
if $\alpha_i < 0$ and

$$K_a = \frac{\Delta\alpha}{\Delta t} \quad (A.30)$$

An effective angle of attack, $\alpha_f$, is given by

$$\alpha_f = \arcsin \frac{C_n'}{C_{1\alpha}} \quad (A.31)$$

and from this, an effective separation point, $f'$, is given by

$$f' = \begin{cases} 
1 - 0.3e^{\frac{\alpha_f - \alpha_1}{s_1}} & \text{if } |\alpha_f| \leq \alpha_1' \\
0.04 + 0.66e^{\frac{\alpha_1' - |\alpha_f|}{s_2}} & \text{if } |\alpha_f| > \alpha_1' 
\end{cases} \quad (A.32)$$

The boundary layer lag effects are accounted for using $D_{f_1}$ given by

$$D_{f_1} = D_{f_{i-1}} e^{\frac{-\Delta f}{s_f}} + (f'_i - f'_{i-1}) e^{\frac{-\Delta f}{s_f}} \quad (A.33)$$

to give a new separation point, $f''_i$, by

$$f''_i = f'_i - D_{f_i} \quad (A.34)$$

The criteria for trailing edge stall can then be tested.

if $f'' < 0.7 \rightarrow$ stall \quad (A.35)

The effective separation point is also used to calculate normal force and moment correction factors, which modify the force coefficients near stall. These are given by

$$f_{ncorrect} = \left( \frac{1 + \sqrt{f''_i}}{2} \right)^2 \quad (A.36)$$

$$f_{ncorrect} = K_0 + K_1 (1 - f''_i) + K_2 \sin (\pi (f''_i)^m) \quad (A.37)$$

A similar procedure is used to check for flow reattachment. The quasi-steady reattachment/separation point is given by

$$f_{qs} = \begin{cases} 
1 - 0.3e^{\frac{\alpha_i - \alpha_1}{s_1}} & \text{if } |\alpha_i| \leq \alpha_1 \\
0.04 + 0.66e^{\frac{\alpha_1 - |\alpha_i|}{s_2}} & \text{if } |\alpha_i| > \alpha_1 
\end{cases} \quad (A.38)$$
and then the dynamic reattachment point is given by

\[
 f_{i}^{r} = \begin{cases} 
 f' & K_a > 0 \\
 f_{qs} & K_a \leq 0 
\end{cases} 
\]  
(A.39)

if \( \alpha_f \geq 0 \) and

\[
f_{i}^{r} = \begin{cases} 
 f' & K_a \leq 0 \\
 f_{qs} & K_a > 0 
\end{cases} 
\]  
(A.40)

if \( \alpha_f < 0 \). Correcting for lag effects, the reattachment point becomes

\[
f_{i}^{r''} = f_{i}^{r'} - D_{f_{i}}^{r} 
\]  
(A.41)

where

\[
 D_{f_{i}}^{r} = D_{f_{i-1}}^{r} e^{\frac{-\Delta t_{i}}{r_{f}}} + \delta f_{i}^{r'} e^{\frac{-\Delta t_{i}}{2r_{f}}} 
\]  
(A.42)

and reattachment occurs

\[
 if \quad f_{i}^{r''} > 0.7 \rightarrow \text{reattachment} 
\]  
(A.43)

An additional characteristic of dynamic stall is vortex shedding. The modelling of this phenomenon is based on the idea that a vortex strengthens at the leading edge of a stalling airfoil and is then shed downstream immediately after the stall.

The vortex contributes to the coefficient of lift by

\[
 C_{i_{v}}^{w} = \begin{cases} 
 C_{i_{-1}}^{w} e^{\frac{-\Delta t_{i}}{r_{v}}} + (C_{i}^{w} - C_{i_{-1}}^{w}) e^{\frac{-\Delta t_{i}}{2r_{v}}} & \text{for attached flow} \\
 C_{i_{-1}}^{w} e^{\frac{-\Delta t_{i}}{r_{v}}} & \text{for separated flow} 
\end{cases} 
\]  
(A.44)

where

\[
 C_{i}^{w} = C_{n_{i}}^{w} \left(1 - \left(\frac{1 + \sqrt{F_{i}^{w}}}{2}\right)^{2}\right) 
\]  
(A.45)
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and the moment coefficient by

\[ C_m = \begin{cases} 
-C_P C_l^v & \text{for forward attached flow} \\
C_P C_l^v & \text{for reversing attached flow} \\
0 & \text{for separated flow}
\end{cases} \]  \hspace{1cm} (A.46)

where

\[ C_P = 0.2 \left( 1 - \cos \frac{t}{\tau_w} \right) \]  \hspace{1cm} (A.47)

A.1.4 Model Execution

The combined model operates according to the flowchart shown in Figure A.4. The calculation steps are indicated by capital letters in brackets.

The vertical lines on either side of the calculation steps represent important calculation variables. On the left side, six indices that track information about the flow are shown. Some of the indices must be stored because their values at the previous timestep are important for the subsequent calculation. These are labeled “global”.

**Stalltime (global)**: indicates the time at which stall begins.

**Revindex (local)**: indicates if the flow is reversed, that is \( \alpha \) within 25° of the chord-line at the trailing edge (1: reversed; 0: default).

**Teindex (local)**: indicates if the criteria is met for leading edge attachment (1: attached, 0: stalled)

**Leindex (local)**: indicates if the criteria is met for trailing edge attachment (1: attached, 0: stalled)

**Flying (global)**: indicates the type of flow at that timestep as

0: stall has occurred and flow is unattached;
variables from this timestep

- calculate $\alpha$ and derivatives by backward difference (A)
- use AMT to calculate effective angle of attack (B)
- calculate non-circulatory terms (C)

reverse flow? (D)

- yes
  - revindex = 1
- no
  - revindex = 0

$\alpha$ back in range? (E)

- yes
  - orindex = 0
- no
  - orindex = 1

reset all history values

leading edge separation? (F)

- yes
  - leindex = 0
- no
  - leindex = 1

trailing edge effects included? (G)

- yes
  - teindex = 0
- no
  - teindex = 1

check if phase of flying is changing (I)

- calculate vortex contribution (J)
- calculate coefficients (K)
- reassign variables (L)

Figure A.4: Flow chart for operation of unsteady aerodynamics function.
1: flow is attached;
2: airfoil is in the process of stalling (vortex is shedding);
3: flow is attached (reverse flow); or
4: airfoil is in the process of stalling (vortex is shedding in reverse flow).

\textbf{orindex (global)}: indicates that the angle of attack is well beyond a reasonable attached flow angle therefore history variables need not be stored (1: $\alpha$ beyond $25^\circ$, 0: attachment possible). When orindex is 1, the quasi-steady model is always used, unless the airfoil has just stalled and the vortex is still shedding.

The two lines on the right indicate the current and previous values of other variables, as given by the equations in this section. The details of each calculation step are now described.

\textbf{(A):} The resultant velocity, $V$, angle of attack, $\alpha$, and the derivatives are calculated using the velocity vector given in blade coordinates as

$$ V_i = \sqrt{U(2)_i^2 + U(3)_i^2} \quad (A.48) $$

$$ \alpha_i = \arctan \left( \frac{U(3)_i}{-U(2)_i} \right) \quad (A.49) $$

$$ \dot{\alpha}_i = \frac{\alpha_i - \alpha_{i-1}}{dt} \quad (A.50) $$

$$ \ddot{\alpha}_i = \frac{\dot{\alpha}_i - \dot{\alpha}_{i-1}}{dt} \quad (A.51) $$

and the possible vortex shed time at this time step is calculated as

$$ \tau_v = \frac{2b}{V_i} \quad (A.52) $$
(B): The attached flow coefficients are calculated using Equations A.16 and A.17.

(C): The circulatory loads are calculated using Equations A.18 and A.19.

(D): If the flow is reversed, then the angle of attack is corrected such that it is given with respect to the trailing edge rather than the leading edge, and the attached flow calculation can proceed as if the flow were attached and forward.

(E): If the angle of attack is above ±25° during the previous time step, check to see if it has come within that angular range this timestep. If not, proceed directly to (K).

(F): Check the leading edge stall criteria using Equation A.26.

(G)/(H): Check the trail edge stall using Equation A.35 and A.43.

(I): At this point, all the conditions of this timestep have been collected. To check if the index flying must be updated this timestep, the following criteria are applied.

- If the flow is attached, “flying” = 1 (or 3), check if stall has occurred. If stall has occurred according to the leading edge or the trailing edge criteria, “flying” = 2 (or 4), the vortex shed time is $\tau_v$, and the time is recorded in “stalltime”.
- If the airfoil is stalling, “flying” = 2 (or 4), check if the vortex has finished shedding. If the time that has passed since the onset of stall is greater than the vortex shed time, then “flying” = 0 and “stalltime” is reset to 0.
- If the flow is unattached, “flying” = 0, check if reattachment has occurred.
  - If the flow is forward (“revindex” = 0), both leading and trailing edge conditions allow for attached flow, and the angle of attack is decreasing, then “flying” = 1.
  - If the flow is forward (“revindex” = 1), both leading and trailing edge conditions allow for attached flow, and the angle of attack is decreasing, then “flying” = 3.
  - If the flow remains unattached and the angle of attack exceeds 25°, then the flow is out of range (“orindex” = 1, “revindex” = 0).
(J): If the vortex is shedding ("flying" = 2 or 4), or has just shed ("flying" = 0), then the vortex contributions from Equations A.44 and A.46 are calculated and included.

(K): Calculate the aerodynamic coefficients that are appropriate for the flying conditions.

- if "flying" = 1 or 2

\[
\begin{align*}
C_{n_t} &= C_{n,f} f_{\text{correct}} + C_{l} + C_{n} \quad \text{(A.53)} \\
C_{ct} &= C_{c} \sqrt{f_i' \eta} \quad \text{(A.54)} \\
C_{mt} &= C_{n} \left( \frac{1}{2} + a \right) f_{\text{correct}} + C_{m} + C_{nc} \quad \text{(A.55)}
\end{align*}
\]

- if "flying" = 3 or 4

\[
\begin{align*}
C_{n_t} &= C_{n,f} f_{\text{correct}} + C_{l} + C_{n} \quad \text{(A.56)} \\
C_{ct} &= -C_{c} \sqrt{f_i' \eta} \quad \text{(A.57)} \\
C_{mt} &= -C_{n} \left( \frac{1}{2} + a \right) f_{\text{correct}} + C_{m} + C_{nc} \quad \text{(A.58)}
\end{align*}
\]

- if "flying" = 0

\[
\begin{align*}
C_{n_t} &= C_{n} + C_{l} \quad \text{(A.59)} \\
C_{ct} &= C_{c} \quad \text{(A.60)} \\
C_{mt} &= C_{m} \quad \text{(A.61)}
\end{align*}
\]

(L): Store the variables that are required at the next time step.

### A.2 Algorithm for Airwake Modelling

The algorithms behind the turbulence modelling options specified in Section B.2 are described here.
A.2.1 Perfectly Correlated Turbulence (PCT)

For perfectly correlated turbulence, given by "AEROindex" = 3, two assumptions are made. First, the normalized turbulence spectrum, given by Equation 4.37, is assumed to be the same at every point in the flow field. The spectrum is scaled in magnitude according to the measured turbulence intensity and the local velocity at the point of interest. Second, the root-coherence between any two points in the flow field has a value of 1. The turbulence value is calculated according to the following procedure.

- A scaled frequency vector of the desired range is created.
- The scaled von Kármán auto-spectra are created from the specified spectral parameters \( \alpha e_u^{2/3}, L_{uauto}, \alpha e_w^{2/3}, \) and \( L_{wauto} \), used in Equations 4.24 and 4.25.
- The spectra are scaled to simulation scale in both magnitude and frequency by

\[
 f = \frac{f_n U_{free}}{D} \tag{A.62}
\]

and Equation 4.38. The magnitude of the spectra are corrected to reflect the turbulence intensity given by the model developed under airwake experiment A, which is discussed in Chapter 4.

- The values of turbulence at time \( t \) are calculated using

\[
 u(t) = \sum_{j=1}^{n} (A_{uj} \sin(\omega_{uj}t + \psi_{uj})) \tag{A.63}
\]

and

\[
 w(t) = \sum_{j=1}^{n} (A_{wj} \sin(\omega_{wj}t + \psi_{wj})) \tag{A.64}
\]

where the amplitudes, \( A_j \) and frequencies, \( \omega_j \) are from the simulation-scaled spectra and the phase angles, \( \phi_j \) are generated randomly during the first time step. The frequencies are selected with random frequency spacing.
The quality of the reproduced spectra is shown in Figure A.5. The shape with respect to frequency is reproduced correctly up to 5 Hz, which is the upper limit of the frequency range specified in the input file. The difference in magnitude of the recreated spectra reflects the difference in desired target turbulence intensity, as calculated using Equation 4.38. For this simulation, the windspeed was 1 m/s, the deck width was 1 m, and the points in question were at 0.457 m vertically (Z), and 0.41 m and 1.25 m laterally (Y) in ship coordinates. The desired frequency range was 0 - 5 Hz with 60 frequency components. A sample of horizontal and vertical flow velocity for two points on two adjacent blade segments in the flow field is shown in Figure A.6. Although the signals have slightly different means and turbulence intensities, as per the steady airwake model, the two velocities show no phase offsets.

A modified version of the perfectly correlated model is given by AEROindex = 4. For this model, the turbulent eddies are assumed to convect as per Taylor’s frozen turbulence hypothesis across the flight deck. For points in the flowfield a distance of \( r_Y \) away from the ship’s centreline in the streamwise (\( Y \)) direction, the appropriate time shift is calculated by

\[
\tau_{\text{shifted}} = t - \frac{r_Y}{U_{\text{free}}}
\]

so that the turbulent fluctuations are given by

\[
u(t) = \sum_{j=1}^{n} (A_{uj} \sin(\omega_{uj} \tau_{\text{shifted}} + \psi_{uj}))
\]

and

\[
\nu(t) = \sum_{j=1}^{n} (A_{uj} \sin(\omega_{uj} \tau_{\text{shifted}} + \psi_{uj}))
\]

A sample of horizontal and vertical flow for the same two segments as Figure A.6 are shown in Figure A.7. In this figure, the velocity signals exhibit a relative phase shift, which reflects their relative offset in the lateral (\( Y \)) direction.
Figure A.5: Target and reconstructed spectra from perfectly correlated turbulence (PCT) model.
A.2.2 Spatially- and Temporally-Correlated (STC) Turbulence

The Advancing Fourier Series (AFS) method is used to simulate spatially- and temporally-correlated (STC) turbulence. The theory, as described in Section 4.4.5, is shown schematically in Figure A.8. For each blade, the AFS method is applied to the outboard-most blade segment, and the inboard segments are assumed perfectly correlated but are scaled for the local turbulence intensity and are shifted via Taylor's hypothesis to compensate for the appropriate streamwise spacing difference. Since the outboard segment has the largest moment arm, the force acting on this segment has the highest impact on blade deflection. It also experiences the highest velocities when advancing. If the wind velocity is very low, the aerodynamic flapping moment on the rotor hub varies as approximately radius cubed. Therefore, this loads on this segment are most important from a modelling point of view.

Verification

The Advancing Fourier Series method was verified against the expected auto- and cross-spectral characteristics for the time-history signal generated at each time step. A sample of the expected and recreated auto- and cross-spectra used to advance the Fourier series coefficients for one blade segment from one point to the next in space and in time are shown in Figure A.9. The agreement is excellent.

Spectral Property Models

The AFS method requires a consistent and complete model for estimating the parameters $L_u$ and $L_w$ for any point in the flowfield. Based on the results described in Section 4.4.4, three different possible parametric models have been proposed.

Model A: uses the fitting parameters from the $0^\circ$ deck at 35 mm spacing only, but includes all the spacing directions.

Model B: uses the fitting parameters from the $0^\circ$ deck at 35 mm spacing in the X direction only.
Model C: uses constant fitting parameters \( L_u = 0.162 \text{ m}; L_w = 0.103 \text{ m} \). These constants were selected as typical values for X spacing of 35 mm as given by pair 43 in Figure C.17.

These models are listed in order of decreasing accuracy and increasing simplicity. They have been compared to examine their respective ability to generate representative spectra across the entire flowfield.

A total of 210 data sets were used to generate the results in Figures C.9 to C.50, and another 106 were used to select the basic correlation distance, described in Section 4.4.2. Coherence functions were calculated for each of these 316 measured data sets and compared with the function calculated using each model. The relative error was calculated using

\[
\varepsilon_{coh} = \sqrt{\frac{N}{\sum_{i=1}^{N} (\gamma_m(i) - \gamma_c(i))^2}}
\]  

(A.68)

where \( c \) and \( m \) are the calculated and measured root coherences respectively, and \( N \) is the number of discrete points where the model coherence is above 0.4. The maximum and mean of errors for all data sets are shown in Table A.1. The original data set shows the error inherent in the original fitting calculations.

Figures A.10 through A.12 show fitting results for a sample of data points using models A through C respectively. The same five pairs are shown in each figure, giving a typical X spacing at mid deck from the fitting data; small X spacing at a streamwise location not used in the fitted data; a larger vertical spacing at a location not used in the fitted data; a typical combined fitting (ZYD) at mid deck for 0° deck; and a typical combined fitting (ZYD) at mid deck for -20° deck. These five points were selected to show a variety of spacing directions, distances, deck angles, and model agreement quality.

As is shown in both the table and the figures, all three models give very good approximations for the coherence, with the errors generated in each model being only slightly larger than those generated by the original fits.

The horizontal coherence functions fit well, where the largest errors are exhibited close to the deck for pairs involving streamwise spacing. For vertical coherence, the pairs with
Table A.1: Euclidean error for verification points.

<table>
<thead>
<tr>
<th>model</th>
<th>original</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\max \epsilon_{\text{coh}_u}$</td>
<td>0.245</td>
<td>0.277</td>
<td>0.270</td>
<td>0.295</td>
</tr>
<tr>
<td>$\max \epsilon_{\text{coh}_w}$</td>
<td>0.251</td>
<td>0.271</td>
<td>0.289</td>
<td>0.282</td>
</tr>
<tr>
<td>$\text{mean} \epsilon_{\text{coh}_u}$</td>
<td>0.057</td>
<td>0.080</td>
<td>0.069</td>
<td>0.094</td>
</tr>
<tr>
<td>$\text{mean} \epsilon_{\text{coh}_w}$</td>
<td>0.067</td>
<td>0.067</td>
<td>0.081</td>
<td>0.082</td>
</tr>
</tbody>
</table>

horizontal spacing agree well in all three models. Pairs with vertical spacing suffer from larger errors for models B and C. This is likely due to a higher degree of coherence in the vertical velocity fluctuations as induced by the ship deck. These are not captured by models based on the fitting parameter for horizontal spacings only. Coherences over the -20° deck are also typically well modelled in all three cases, although these exhibit somewhat larger errors than pairs over the 0° deck.

Based on these results, Model B was selected for use in the simulations that were run as part of the work contained within this thesis. The AFS method could be used with any of these, or some other proposed model for generating representative flow auto- and cross-spectra.
Figure A.6: Reconstructed velocity signals without Taylor's hypothesis.
Figure A.7: Reconstructed velocity signals with Taylor's hypothesis.
Figure A.8: Flow chart for spatially- and temporally-correlated (STC) turbulence modelling.
Figure A.9: Expected and reconstructed auto- and cross-spectra at one point in space and time in the flowfield.
Figure A.10: Fitting parameters for all spacing directions at 35 mm over 0° ship deck (model A).

Figure A.11: Fitting parameters for X spacing direction at 35 mm over 0° ship deck (model B).
Figure A.12: Fitting parameters for constant fitting parameters ($L_u = 0.162; L_w = 0.103$) (model C).
Appendix B

SHREDS Operator's Manual

SHREDS (Shipboard Helicopter Rotor Engage/Disengage Simulation) was developed for the study of the blade sailing phenomenon. This manual provides the details of the structure, files, operating parameters, and variables that are required for the use of the blade sailing simulation program, SHREDS. It is intended to be used in conjunction with the thesis, which describes in detail the theory on which SHREDS is based.

SHREDS operates according to the flowchart shown in Figure B.1, which shows the simulation on the left and an expanded block diagram of “Matrix Calculation” on the right.

B.1 File Structure

The executable simulation file SHREDS.exe is compiled from seven separate files.

SHREDS.for: contains the bulk of the code for SHREDS, which is structured as shown in Figure B.1.

input_aerodynamics.for: contains the subroutines for calculating the instantaneous wind vectors and aerodynamic forces (A).

input_bessel.for: calculates modified Bessel functions of the second kind used by the von Kármán turbulence model. This file is only used by the Advancing Fourier Series method in (A).
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SHREDS

INITIALIZATION
input files read
initial conditions set

linear damping matrices determined

droop and flap stop checked/switched
wind velocity and aero forces calculated (A)

FORMULATION
rotor motion calculated (D)
ship motion calculated (B)
collective/cyclic calculated (C)

CALC LEVEL 1
rotation matrices
Euler angle rate vectors
projected spring angles

calculation

calculation

calculation

CALC LEVEL 2
global position vectors
global angular velocity vectors
global inertial matrices

CALC LEVEL 3
energy expression derivatives
mass matrix terms

EXTERNAL FORCES (B)
suspension forces
joint and stop damping
hinge friction
force vector terms

CALC LEVEL 4
force vector assembly
proportional damping
mass matrix assembly

inactive coordinates disabled
vector equation solved for accelerations

Figure B.1: Operational schematic of SHREDS.
input_forces.for: calculates the force contributions from ship motion, suspension, hinge friction, and damping (B).

input_pitch.for: contains the functionally-defined blade root pitch angle (C).

input_rotor.for: contains the functionally-defined rotor rotation profile (D).

input_vrbstxt: contains variable and common block definitions.

The executable simulation requires a number of data input files and generates a variety of output files, as described below.

B.1.1 Input Files

A maximum of nine input files are required to operate SHREDS. The files are listed and described here, and the contents of the files are also tabulated. These tables are intended to connect the variable symbols given in the body of the thesis to the variable names given in the input files and in the code itself.

Without exception, the units of this program conform to the kg-m-s metric system. In the spreadsheet for input file generation, as described in Section B.3, the units of each variable are given.

in_SHREDS1.inp: defines the size of the model to be simulated, including the number of blades and segments, the number of suspension points and the output option selected by the analyst. The variables, in order, are given in Table B.1.

in_SHREDS2.inp: defines the main system properties, including the geometrical and dynamic properties of the system. The variables, in order, are given in Table B.2.

in_flightdeck.rsp: defines representative ship motion in six degrees of freedom, giving frequency components with their respective amplitudes and phase angles.

in_int.inp: defines the properties of the numerical integrator. The variables in order are given in Table B.3.
Table B.1: Variables in file “in.SHREDS1.inp”.

<table>
<thead>
<tr>
<th>variable symbol</th>
<th>variable name</th>
<th>size</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_s$</td>
<td>n.s</td>
<td>(1)</td>
<td>number of segments per blade</td>
</tr>
<tr>
<td>$n_b$</td>
<td>n.b</td>
<td>(1)</td>
<td>number of blades</td>
</tr>
<tr>
<td>n.w</td>
<td></td>
<td>(1)</td>
<td>number of suspension elements</td>
</tr>
<tr>
<td>n.d</td>
<td></td>
<td>(1)</td>
<td>number of active degrees of freedom</td>
</tr>
<tr>
<td>OUTPUTIndex</td>
<td></td>
<td>(1)</td>
<td>Section B.2</td>
</tr>
</tbody>
</table>

*in.rotor.inp:* defines the run-up profile properties of the rotor disc. The variables in order are given in Table B.4.

*in.aero.inp:* defines the aerodynamic properties of the airfoil and aerodynamic force model. The variables are given in order in Table B.5. These properties feed into the model described in Appendix A.1.

*in.steady.inp:* defines the steady airwake properties, as shown in Figures 4.3 to 4.9, of the airwake flowfield in a grid for interpolation.

*in.turb_PC.inp:* defines the properties of the perfectly-correlated turbulence model described in Appendix A.2.1.

*in.turb_STC.inp:* defines the properties of the spatially- and temporally-correlated turbulence model in a grid for interpolation. These properties feed into the model described in Appendix A.2.2.

SHREDS is limited to a certain maximum number of rigid-body elements, since the code was written to allow finite memory space for many of the internal variables. These maximums can be changed in the code, however care must be taken to replace all the variable dimension identifiers in the variables lists. The limits are currently set to

- maximum number of blades (nbmax) = 10;
### Table B.2: Variables in file “in.SHREDS2.inp”.

<table>
<thead>
<tr>
<th>variable</th>
<th>variable</th>
<th>variable</th>
<th>size</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>symbol</td>
<td>name</td>
<td>size</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GENERAL</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$g$</td>
<td>$g$</td>
<td>(1)</td>
<td></td>
<td>acceleration due to gravity</td>
</tr>
<tr>
<td>$\rho$</td>
<td>$\rho$</td>
<td>(1)</td>
<td></td>
<td>air density</td>
</tr>
<tr>
<td>$\pi$</td>
<td>$\pi$</td>
<td>(1)</td>
<td></td>
<td>numerical value of $\pi$</td>
</tr>
<tr>
<td>INITIAL MODEL SETUP</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eqn 3.13</td>
<td>$q$</td>
<td>(2 ndof)</td>
<td></td>
<td>initial conditions {position, velocity}</td>
</tr>
<tr>
<td></td>
<td>$qallow$</td>
<td>(ndof)</td>
<td></td>
<td>indicates active (1) and inactive (0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>degrees of freedom</td>
</tr>
<tr>
<td></td>
<td>$\text{shipallow}$</td>
<td>(6)</td>
<td></td>
<td>indicates active (1) and inactive (0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ship degrees of freedom</td>
</tr>
<tr>
<td></td>
<td>$\text{qlinear_nom}$</td>
<td>(2 ndof)</td>
<td></td>
<td>operating point for linear</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>matrix calculation {position, velocity}</td>
</tr>
<tr>
<td></td>
<td>$\text{qallowdamp}$</td>
<td>(ndof)</td>
<td></td>
<td>indicates damped (1) and undamped (0)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>degrees of freedom</td>
</tr>
<tr>
<td>INDICES</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>INTindex</td>
<td></td>
<td>(1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ROTORindex</td>
<td></td>
<td>(1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SHIPMOindex</td>
<td></td>
<td>(1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AEROindex</td>
<td></td>
<td>(1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SWITCHindex</td>
<td></td>
<td>(1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>STOPindex</td>
<td></td>
<td>(1)</td>
<td></td>
<td>execution options (Section B.2)</td>
</tr>
<tr>
<td>ElGindex</td>
<td></td>
<td>(1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HINGEindex</td>
<td></td>
<td>(1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DAMPindex</td>
<td></td>
<td>(1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PITCHindex</td>
<td></td>
<td>(1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UNSTEADYindex</td>
<td></td>
<td>(1)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
## STOP PROPERTIES

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_{ds}$</td>
<td>droopsp</td>
<td>(1) stop retraction speed (Eqn 3.48)</td>
</tr>
<tr>
<td>$\omega_{fs}$</td>
<td>flapsp</td>
<td>(1) stop retraction speed (Eqn 3.48)</td>
</tr>
<tr>
<td>$t_{\text{stopswitch}}$</td>
<td></td>
<td>(2) time for stops to retract/extend</td>
</tr>
</tbody>
</table>

## FORCE PROPERTIES

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_{\text{shift.sh}}$</td>
<td>starting time of ship motion time history</td>
<td>(1)</td>
</tr>
<tr>
<td>$t_{\text{ramp}}$</td>
<td>time of gradual external force application</td>
<td>(1)</td>
</tr>
<tr>
<td>$\text{tip.force}$</td>
<td>validation tool - not used</td>
<td>(1)</td>
</tr>
</tbody>
</table>

## SHIP PROPERTIES

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U_{\text{free}}$</td>
<td>windspeed</td>
<td>(1) freestream wind speed</td>
</tr>
<tr>
<td>deck</td>
<td>flight deck width</td>
<td>(1)</td>
</tr>
<tr>
<td>deckang</td>
<td>static deck roll angle (SHIPMOindex = 3)</td>
<td>(1)</td>
</tr>
</tbody>
</table>

## DAMPING PROPERTIES

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>perturb</td>
<td>perturbation for stiffness matrix</td>
<td>(1)</td>
</tr>
<tr>
<td>$t_{\text{lin}}$</td>
<td>operational time for linear matrices</td>
<td>(1)</td>
</tr>
<tr>
<td>$a$</td>
<td>fraction of mass matrix in damping</td>
<td>(1) fraction of stiffness matrix in damping (Eqn 3.57)</td>
</tr>
<tr>
<td>$b$</td>
<td>fraction of stiffness matrix in damping</td>
<td>(1) fraction of stiffness matrix in damping (Eqn 3.57)</td>
</tr>
</tbody>
</table>

## HELICOPTER PROPERTIES

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m$</td>
<td>helicopter body mass</td>
<td>(1)</td>
</tr>
<tr>
<td>$[J_{HH}]$</td>
<td>helicopter inertia</td>
<td>(3,3)</td>
</tr>
<tr>
<td>${r_{RR}}$</td>
<td>position of rotor disc centre</td>
<td>(3)</td>
</tr>
<tr>
<td>$\varepsilon_1$</td>
<td>rotor shaft tilt</td>
<td>(1) rotor shaft tilt (Eqn 3.9)</td>
</tr>
<tr>
<td>$\varepsilon_2$</td>
<td>rotor shaft tilt</td>
<td>(1) rotor shaft tilt (Eqn 3.9)</td>
</tr>
</tbody>
</table>

## BLADE PROPERTIES

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_{b(i,n)}$</td>
<td>blade segment mass</td>
<td>$(n_s,n_b)$</td>
</tr>
<tr>
<td>$[J_{b(i,n)}]$</td>
<td>segment inertia</td>
<td>$(3,3,n_s,n_b)$</td>
</tr>
<tr>
<td>$\alpha_x(i,n)$</td>
<td>structural offset angle</td>
<td>$(n_s,n_b)$</td>
</tr>
<tr>
<td>$\alpha_y(i,n)$</td>
<td>structural offset angle</td>
<td>$(n_s,n_b)$</td>
</tr>
<tr>
<td>$\alpha_z(i,n)$</td>
<td>structural offset angle</td>
<td>$(n_s,n_b)$</td>
</tr>
</tbody>
</table>
### Appendix B. Shreds Operator's Manual

<table>
<thead>
<tr>
<th>( r_{B(i,n)B(i-1,n)} )</th>
<th>( r_{B(i,n)B(i-1,n)} )</th>
<th>( r_{C(i,n)B(i-1,n)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r_{B(i,n)B(i-1,n)} )</td>
<td>( r_{B(i,n)B(i-1,n)} )</td>
<td>( r_{C(i,n)B(i-1,n)} )</td>
</tr>
<tr>
<td>( r )</td>
<td>( (3,n_s,n_b) )</td>
<td>position of blade segment origin</td>
</tr>
<tr>
<td>( b )</td>
<td>( (3,n_s,n_b) )</td>
<td>position of segment mass centre</td>
</tr>
<tr>
<td>( c )</td>
<td>( (3,n_s,n_b) )</td>
<td>position of segment geometric centre</td>
</tr>
<tr>
<td>chord</td>
<td>( (n_s,n_b) )</td>
<td>segment chord length</td>
</tr>
</tbody>
</table>

**AEROONIndex**

| \( [k(i,n)(1,1)] \) | \( k_{txb} \) | \( (n_s,n_b) \) |
| \( [k(i,n)(2,2)] \) | \( k_{tyb} \) | \( (n_s,n_b) \) |
| \( [k(i,n)(3,3)] \) | \( k_{tzb} \) | \( (n_s,n_b) \) |

Diagonal stiffness matrix terms (Eqn 3.43)

| \( [c(i,n)(1,1)] \) | \( c_{txb} \) | \( (n_s,n_b) \) |
| \( [c(i,n)(2,2)] \) | \( c_{tyb} \) | \( (n_s,n_b) \) |
| \( [c(i,n)(3,3)] \) | \( c_{tzb} \) | \( (n_s,n_b) \) |

Diagonal damping matrix terms (Eqn 3.56)

| \( \sigma_o(i,n) \) | \( \text{or}_\sigma \) | \( (n_b) \) |

Starting azimuth angle of each blade

| \( r_{t(i,n)B(i-1,n)} \) | \( r.t \) | \( (3,n_s,n_b) \) |

Position of tip (last segment)

\( \theta_{2\text{leadlag}} \)
\( \theta_{1\text{leadlag}} \)
\( \theta_{1m\text{leadlag}} \)
\( \theta_{2m\text{leadlag}} \)
\( \theta_{2p\text{flap}} \)
\( \theta_{1p\text{flap}} \)
\( \theta_{1m\text{flap}} \)
\( \theta_{2m\text{flap}} \)
\( M_{\text{leadlag}} \)
\( M_{m\text{leadlag}} \)
\( M_{p\text{flap}} \)
\( M_{m\text{flap}} \)
\( k_{f\text{leadlag}} \)
\( k_{d\text{leadlag}} \)
\( k_{f\text{flap}} \)
\( k_{d\text{flap}} \)

Defined stop stiffness profile (Eqn 3.48)

\( \text{jy}_2p \) \( (1,n_b) \)
\( \text{jy}_1p \) \( (1,n_b) \)
\( \text{jy}_2m \) \( (1,n_b) \)
\( \text{z}_2p \) \( (1,n_b) \)
\( \text{z}_1p \) \( (1,n_b) \)
\( \text{z}_2m \) \( (1,n_b) \)
\( \text{Fy}_2p \) \( (1,n_b) \)
\( \text{Fy}_2m \) \( (1,n_b) \)
\( \text{Fz}_2p \) \( (1,n_b) \)
\( \text{Fz}_2m \) \( (1,n_b) \)
\( \text{k}_yfs \) \( (1,n_b) \)
\( \text{ky}_ds \) \( (1,n_b) \)
\( \text{kz}_fs \) \( (1,n_b) \)
\( \text{kz}_ds \) \( (1,n_b) \)
### SUSPENSION PROPERTIES

<table>
<thead>
<tr>
<th>{ r_{ws} }</th>
<th>xab_sp</th>
<th>(3,n_w,1)</th>
<th>suspension location in ship frame</th>
</tr>
</thead>
<tbody>
<tr>
<td>{ r_{wh} }</td>
<td>xbc_sp</td>
<td>(3,n_w,1)</td>
<td>suspension location in helicopter frame</td>
</tr>
</tbody>
</table>

| a_{kx} | a_{kx.sp} | (3,n_w) |
| b_{kx} | b_{kx.sp} | (3,n_w) |
| a_{ky} | a_{ky.sp} | (3,n_w) |
| b_{ky} | b_{ky.sp} | (3,n_w) |
| a_{kz} | a_{kz.sp} | (3,n_w) |
| b_{kz} | b_{kz.sp} | (3,n_w) |

| a_{cx} | a_{cx.sp} | (3,n_w) |
| b_{cx} | b_{cx.sp} | (3,n_w) |
| a_{cy} | a_{cy.sp} | (3,n_w) |
| b_{cy} | b_{cy.sp} | (3,n_w) |
| a_{cz} | a_{cz.sp} | (3,n_w) |
| b_{cz} | b_{cz.sp} | (3,n_w) |

- \( c_{fsleadlag} \) cyfs \((1,n_b)\) defines stop damping (Eqn 3.55)
- \( c_{dsleadlag} \) cyds \((1,n_b)\)
- \( c_{fsflap} \) czfs \((1,n_b)\)
- \( c_{dsflap} \) czds \((1,n_b)\)
- \( \mu_{flap} \) mus_f hf \((n_b)\)
- \( \mu_{flap} \) mus_ii hf \((n_b)\)
- \( \mu_{flap} \) muk_f hf \((n_b)\) defines hinge friction (Eqn 3.53)
- \( \mu_{flap} \) muk_ii hf \((n_b)\)
- \( \varepsilon_{hinge} \) smalle_hf \((n_b)\)
- \( r_{hinge_{flap}} \) pin_f hf \((n_b)\) defines hinge friction (Eqn 3.52)
- \( r_{hinge_{leadlag}} \) pin_ii hf \((n_b)\)

- \([k_{i,j}(1,2)] \) k_{txy} \((1,n_b)\) coupled stiffness terms (Eqn 3.43)
- \([k_{i,j}(1,3)] \) k_{txz} \((1,n_b)\)
- \([k_{i,j}(2,3)] \) k_{tyz} \((1,n_b)\)

- \([c_{i,j}(1,2)] \) c_{txy} \((1,n_b)\) coupled damping terms
- \([c_{i,j}(1,3)] \) c_{txz} \((1,n_b)\)
- \([c_{i,j}(2,3)] \) c_{tyz} \((1,n_b)\)
Table B.3: Variables in file “inJnt.inp”.

<table>
<thead>
<tr>
<th>variable symbol</th>
<th>variable name</th>
<th>size</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta t )</td>
<td>dt</td>
<td>(1)</td>
<td>output time step (INT 1,2,3)</td>
</tr>
<tr>
<td>nstep</td>
<td></td>
<td>(1)</td>
<td>number of output time steps (INT 1,2,3)</td>
</tr>
<tr>
<td>tolr</td>
<td></td>
<td>(1)</td>
<td>relative allowable solution tolerance (INTindex = 1,2,3)</td>
</tr>
<tr>
<td>tola</td>
<td></td>
<td>(1)</td>
<td>absolute allowable solution tolerance (INTindex = 1)</td>
</tr>
<tr>
<td>hmin</td>
<td></td>
<td>(1)</td>
<td>minimum internal time step (INTindex = 1)</td>
</tr>
<tr>
<td>hmax</td>
<td></td>
<td>(1)</td>
<td>maximum internal time step (INTindex = 1)</td>
</tr>
<tr>
<td>hstart</td>
<td></td>
<td>(1)</td>
<td>starting internal time step (INTindex = 1)</td>
</tr>
<tr>
<td>nistp</td>
<td></td>
<td>(1)</td>
<td>number of internal timesteps (INTindex = 2)</td>
</tr>
<tr>
<td>mxit</td>
<td></td>
<td>(1)</td>
<td>max iterations per timestep (INTindex = 2)</td>
</tr>
<tr>
<td>param</td>
<td></td>
<td>(20)</td>
<td>properties required by IMSL integrator (INTindex = 3)</td>
</tr>
</tbody>
</table>

Table B.4: Variables in file “in_rotor.inp”.

<table>
<thead>
<tr>
<th>variable symbol</th>
<th>variable name</th>
<th>size</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Omega )</td>
<td>rotorsp_r</td>
<td>(1)</td>
<td>maximum rotor speed</td>
</tr>
<tr>
<td>( t_{r1} )</td>
<td>rotortrans_r</td>
<td>(1)</td>
<td>rotor profile time 1</td>
</tr>
<tr>
<td>( t_{r2} )</td>
<td>rotortrans2_r</td>
<td>(1)</td>
<td>rotor profile time 2</td>
</tr>
<tr>
<td>( t_{r3} )</td>
<td>rotortrans_3</td>
<td>(1)</td>
<td>rotor profile time 3</td>
</tr>
<tr>
<td>( t_{\text{hold}} )</td>
<td>holdtime_r</td>
<td>(1)</td>
<td>time before profile starts (ROTORindex = 1)</td>
</tr>
</tbody>
</table>
Table B.5: Variables in file “in.aero.inp”.

<table>
<thead>
<tr>
<th>variable</th>
<th>symbol</th>
<th>name</th>
<th>size</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_a$</td>
<td>a</td>
<td>alphaa</td>
<td>(1)</td>
<td>quasi-steady stall angle</td>
</tr>
<tr>
<td>$\alpha_b$</td>
<td>b</td>
<td>alphab</td>
<td>(1)</td>
<td>quasi-steady stall angle (reverse flow)</td>
</tr>
<tr>
<td>$C_{l\alpha_1}$</td>
<td>Cl_\alpha1</td>
<td>Cl_\alpha1</td>
<td>(1)</td>
<td>lift curve slope, Eqn A.15</td>
</tr>
<tr>
<td>$C_{l\alpha_2}$</td>
<td>Cl_\alpha2</td>
<td>Cl_\alpha2</td>
<td>(1)</td>
<td>lift curve slope (reverse flow), Eqn A.15</td>
</tr>
<tr>
<td>$C_{l\alpha_1 \alpha_a}$</td>
<td>Cl_\alpha1 \alpha_a</td>
<td>Cl_\alpha1 \alpha_a</td>
<td>(1)</td>
<td>quasi-steady maximum lift coefficient</td>
</tr>
<tr>
<td>$C_{l\alpha_2 \alpha_b}$</td>
<td>Cl_\alpha2 \alpha_b</td>
<td>Cl_\alpha2 \alpha_b</td>
<td>(1)</td>
<td>quasi-steady maximum lift coefficient (reverse flow)</td>
</tr>
<tr>
<td>$T_p$</td>
<td>Tp</td>
<td>Tp</td>
<td>(1)</td>
<td>Eqn A.25, [53]</td>
</tr>
<tr>
<td>$S_1$</td>
<td>S1</td>
<td>S1</td>
<td>(1)</td>
<td>Eqn A.32, [53]</td>
</tr>
<tr>
<td>$S_2$</td>
<td>S2</td>
<td>S2</td>
<td>(1)</td>
<td>Eqn A.32, [53]</td>
</tr>
<tr>
<td>$\Delta \alpha_1$</td>
<td>darphal</td>
<td>darphal</td>
<td>(1)</td>
<td>Eqn A.28, [53]</td>
</tr>
<tr>
<td>$T_f$</td>
<td>Tf</td>
<td>Tf</td>
<td>(1)</td>
<td>Eqn A.33, [53]</td>
</tr>
<tr>
<td>$K_0$</td>
<td>K0</td>
<td>K0</td>
<td>(1)</td>
<td>Eqn A.37, [53]</td>
</tr>
<tr>
<td>$K_1$</td>
<td>K1</td>
<td>K1</td>
<td>(1)</td>
<td>Eqn A.37, [53]</td>
</tr>
<tr>
<td>$K_2$</td>
<td>K2</td>
<td>K2</td>
<td>(1)</td>
<td>Eqn A.37, [53]</td>
</tr>
<tr>
<td>$m_1$</td>
<td>m_1</td>
<td>m_1</td>
<td>(1)</td>
<td>Eqn A.37, [53]</td>
</tr>
<tr>
<td>$T_v$</td>
<td>Tv</td>
<td>Tv</td>
<td>(1)</td>
<td>Eqn A.44, [53]</td>
</tr>
<tr>
<td>$\eta$</td>
<td>eta</td>
<td>eta</td>
<td>(1)</td>
<td>Eqn A.55</td>
</tr>
<tr>
<td>$A_1$</td>
<td>A1</td>
<td>A1</td>
<td>(1)</td>
<td>Eqn A.10, [49]</td>
</tr>
<tr>
<td>$A_2$</td>
<td>A2</td>
<td>A2</td>
<td>(1)</td>
<td>Eqn A.11, [49]</td>
</tr>
<tr>
<td>$b_1$</td>
<td>b1</td>
<td>b1</td>
<td>(1)</td>
<td>Eqn A.10, [49]</td>
</tr>
<tr>
<td>$b_2$</td>
<td>b2</td>
<td>b2</td>
<td>(1)</td>
<td>Eqn A.11, [49]</td>
</tr>
</tbody>
</table>

- teincl (1) to include and (0) not to include te influence
- Vmin (1) aerodynamic forces are zero below this velocity
• maximum number of blade segments ($nsmax$) = 20;

• maximum number of suspension elements ($nwmax$) = 10; and

• maximum number of degrees of freedom ($ndmax$) = 100.

If these limits are exceeded, the program will not run in its current configuration. They can be changed by modifying the source code.

### B.1.2 Output Files

There are four possible output settings, as described in Section B.2. The output option is selected by the analyst using the variable “OUTPUTIndex” in the input file “in.SHREDS1.inp”. The specific contents of the output files are given here. Each output file contains the simulation time in the first column; the data in the remaining columns is listed.

**out.tip.txt:** is generated with OUTPUTIndex = 0,1,2 and contains

- global displacement of blade tips

  given by

  $$
  t \ r_{(1,1)G} (1) \ r_{(1,2)G} (1) \ \cdots \ r_{(1,n_b)G} (1) \ r_{(1,1)G} (2) \ \cdots \\
  r_{(1,n_b)G} (2) \ r_{(1,1)G} (3) \ \cdots \ r_{(1,n_b)G} (3)
  $$

**out.disp.txt:** is generated with OUTPUTIndex = 0,1,2 and contains

- helicopter body position in global coordinates;
- helicopter body orientation in global coordinates; and
- Euler angles of each segment in the previous coordinate system
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given by

\[ t \ X_H \ Y_H \ Z_H \ \theta_{roll} \ \theta_{pitch} \ \theta_{yaw} \ \phi_B(2,1) \ \phi_B(3,1) \ \cdots \ \phi_B(i,1) \ \phi_B(2,2) \ \cdots \]
\[ \phi_B(i,n_b) \ \tau_B(1,1) \ \tau_B(2,1) \ \cdots \ \tau_B(i,n_b) \ \psi_B(1,1) \ \cdots \ \psi_B(i,n_b) \]

out_shipmo.txt: is generated with OUTPUTindex = 0,1,2 and contains

- surge, sway, heave, roll (Euler angle), pitch (Euler angle), yaw (Euler angle); and
- the velocities associated with each in the same order

given by

\[ t \ X_S \ Y_S \ Z_S \ \theta_{roll} \ \theta_{pitch} \ \theta_{yaw} \ \dot{X}_S \ \dot{Y}_S \ \dot{Z}_S \ \dot{\theta}_{roll} \ \dot{\theta}_{pitch} \ \dot{\theta}_{yaw} \]

out_sigmas.txt: is generated with OUTPUTindex = 1,2 and contains

- rotor hub azimuth angle (relative to zero), rotor speed, rotor acceleration;
- azimuth angle of each blade in sequence;
- the state of the flap and droop stops (extended or retracted); and
- the time when a stop switch was initiated

given by

\[ t \ \sigma \ \dot{\sigma} \ \sigma_{(i,n)} \ \text{stopstate} \ t_{\text{startswitch}} \]

out_pitch.txt: is generated with OUTPUTindex = 1,2 and contains

- the root pitch angles of each blade in sequence; and
- the velocities associated with each in the same order
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given by

\[ t \dot{\phi}_{B(1,1)} \dot{\phi}_{B(1,2)} \cdots \dot{\phi}_{B(1,n_b)} \dot{\phi}_{B(1,1)} \dot{\phi}_{B(1,2)} \cdots \dot{\phi}_{B(1,n_b)} \]

\text{out\_tireforce.txt: } is generated with OUTPUTindex = 1,2 and contains

- global forces on the first three suspension elements

given by

\[ t f_{\text{suspension}k_1G(1)} f_{\text{suspension}k_2G(1)} f_{\text{suspension}k_3G(1)} \]
\[ f_{\text{suspension}k_1G(2)} f_{\text{suspension}k_2G(2)} f_{\text{suspension}k_3G(2)} \]
\[ f_{\text{suspension}k_1G(3)} f_{\text{suspension}k_2G(3)} f_{\text{suspension}k_3G(3)} \]

\text{out\_hinge.txt: } is generated with OUTPUTindex = 1,2 and contains

- global forces due to friction at the hinges in sequence

given by

\[ t f_{\text{hinge}k_1G(1)} f_{\text{hinge}k_2G(1)} \cdots f_{\text{hinge}n_hG(1)} f_{\text{hinge}k_1G(2)} f_{\text{hinge}k_2G(2)} \cdots \]
\[ f_{\text{hinge}n_hG(2)} f_{\text{hinge}k_1G(3)} f_{\text{hinge}k_2G(3)} f_{\text{hinge}n_hG(3)} \]

\text{out\_wind.txt: } is generated with OUTPUTindex = 1,2 and contains

- global aerodynamic forces for the blade segments of blade 1 in sequence;
- segment-local aerodynamic moments for the blade segments of blade 1 in sequence;
- positions of aerodynamic force application for the blade segments of blade 1 in sequence in ship coordinates;
resultant wind velocity for the blade segments in blade coordinates of blade 1 in sequence; and

angle of attack for the blade segments of blade 1 in sequence
given by

\[ t f_{a(1,1)}(1) \ldots f_{a(n_s,1)}(1) f_{a(1,1)}(2) \ldots f_{a(n_s,1)}(2) f_{a(1,1)}(3) \ldots f_{a(n_s,1)}(3) \]

\[ M_{a(1,1)}B(1,1)(1) \ldots M_{a(n_s,1)}B(1,1)(1) M_{a(1,1)}B(1,1)(2) \ldots M_{a(n_s,1)}B(1,1)(2) \]

\[ M_{a(1,1)}B(1,1)(3) \ldots M_{a(n_s,1)}B(n_s,1)(3) r_{a(1,1)}(1) \ldots r_{a(n_s,1)}(1) \]

\[ r_{a(1,1)}(2) \ldots r_{a(n_s,1)}(2) r_{a(1,1)}(3) \ldots r_{a(n_s,1)}(3) V_{a(1,1)}B(1,1)(1) \ldots V_{a(n_s,1)}B(n_s,1)(1) \]

\[ V_{a(1,1)}B(1,1)(2) \ldots V_{a(n_s,1)}B(n_s,1)(2) V_{a(1,1)}B(1,1)(3) \ldots V_{a(n_s,1)}B(n_s,1)(3) \alpha(1,1) \ldots \alpha(n_s,1) \]

\texttt{out\_vel.txt} is generated with \texttt{OUTPUTindex} = 2 and contains

- time derivative of the contents of \texttt{out\_disp.txt}
given by

\[ t \dot{X}_H \dot{Y}_H \dot{Z}_H \dot{\theta}_{\text{roll}} \dot{\theta}_{\text{pitch}} \dot{\theta}_{\text{yaw}} \dot{\phi}_{B(1,1)} \dot{\phi}_{B(2,1)} \ldots \dot{\phi}_{B(n_s,1)} \dot{\phi}_{B(2,2)} \ldots \]

\[ \dot{\phi}_{B(n_s,n_b)} \dot{\tau}_{B(1,1)} \dot{\tau}_{B(2,1)} \ldots \dot{\tau}_{B(n_s,n_b)} \dot{\psi}_{B(1,1)} \ldots \dot{\psi}_{B(n_s,n_b)} \]

\texttt{out\_accel.txt}: is generated with \texttt{OUTPUTindex} = 2 and contains

- time derivative of the contents of \texttt{out\_vel.txt}
given by

\[ t \ddot{X}_H \ddot{Y}_H \ddot{Z}_H \ddot{\theta}_{\text{roll}} \ddot{\theta}_{\text{pitch}} \ddot{\theta}_{\text{yaw}} \ddot{\phi}_{B(1,1)} \ddot{\phi}_{B(2,1)} \ldots \ddot{\phi}_{B(n_s,1)} \ddot{\phi}_{B(2,2)} \ldots \]

\[ \ddot{\phi}_{B(n_s,n_b)} \ddot{\tau}_{B(1,1)} \ddot{\tau}_{B(2,1)} \ldots \ddot{\tau}_{B(n_s,n_b)} \ddot{\psi}_{B(1,1)} \ldots \ddot{\psi}_{B(n_s,n_b)} \]
out_flying.txt: is generated with OUTPUTIndex = 2 and contains

- flying index for the blade segments of blade 1 in sequence;
- vortex shed time for the blade segments of blade 1 in sequence;
- time of stall for the blade segments of blade 1 in sequence; and
- angle of attack for the blade segments of blade 1 in sequence

given by

\[ t \text{flying}(1,1) \ldots \text{flying}(n_s,1) \tau_v(1,1) \ldots \tau_v(n_s,1) \]
\[ t_{\text{stall}}(1,1) \ldots t_{\text{stall}}(n_s,1) \alpha(1,1) \ldots \alpha(n_s,1) \]

out_wind2.txt: is generated with OUTPUTIndex = 2 and contains

- total normal coefficient for the blade segments of blade 1 in sequence;
- total chordwise coefficient for the blade segments of blade 1 in sequence;
- total moment coefficient for the blade segments of blade 1 in sequence; and
- angle of attack for the blade segments of blade 1 in sequence

given by

\[ t C_n(1,1) \ldots C_n(n_s,1) C_C(1,1) \ldots C_C(n_s,1) \]
\[ C_m(1,1) \ldots C_m(n_s,1) \alpha(1,1) \ldots \alpha(n_s,1) \]

out_globpostions.txt: is generated with OUTPUTIndex = 3 and contains

- global positions of each rigid body in sequence

given by

\[ t XH r_{b(1,1)G}(1) r_{b(1,2)G}(1) \ldots r_{b(n_s,n_b)G}(1) YH r_{b(1,1)G}(2) \ldots \]
out_globorients.txt: is generated with OUTPUTIndex = 3 and contains

- global Euler angles of each rigid body in sequence

given by

\[
\begin{align*}
\theta_{roll} & \quad \phi_{B(2,1)} \quad \phi_{B(3,1)} \quad \cdots \quad \phi_{B(i,1)} \quad \phi_{B(2,2)} \quad \cdots \\
\phi_{B(n_s,n_b)} & \quad \theta_{pitch} \quad \tau_{B(1,1)} \quad \tau_{B(2,1)} \quad \cdots \quad \tau_{B(n_s,n_b)} \quad \theta_{yaw} \quad \psi_{B(1,1)} \quad \cdots \quad \psi_{B(n_s,n_b)}
\end{align*}
\]

out_inputverify.txt: is always generated and contains all input parameters to ensure the inputs have been read in correctly.

out_linear.txt: is always generated and contains the linearized matrices calculated about the operating point.

B.2 Execution Options

There are several different operational modes, which can be controlled using 13 indices. These indices and their respective options are given here.

**INTIndex:** selects the integrator to be used in the propagation of the solution. The options are

1: a Runge-Kutta-Fehlberg fourth/fifth order explicit integrator [86];

2: a simple Newton-Euler implicit integrator [104];

3: the IMSL routine DIVPAG [103]; or

other: error message generated: “selected integration method not supported”.

**ROTORIndex:** controls the type of rotor run-up/run-down profile. The options are

0: no rotor rotation;
1: engage using a sine profile and disengage by a linear profile given by

\[
\dot{\sigma}(t) = \begin{cases} 
\Omega \left[ -0.5 \cos \frac{\pi}{t_{r1}} t + 0.5 \right] & t_{\text{hold}} \leq t \leq t_{r1} + t_{\text{hold}} \\
\Omega & t_{r1} + t_{\text{hold}} \leq t \leq t_{r2} + t_{\text{hold}} \\
\Omega \left[ \frac{-1}{t_{r3} - t_{r2}} t + \frac{t_{r3}}{t_{r3} - t_{r2}} \right] & t_{r2} + t_{\text{hold}} \leq t \leq t_{r3} + t_{\text{hold}} \\
0 & t \leq t_{\text{hold}} \text{ or } t > t_{r3} + t_{\text{hold}} 
\end{cases}
\] (B.1)

2: engage by the profile for validation case described in Equation 3.65;

3: turn at constant rotational speed given by

\[
\dot{\sigma}(t) = \Omega 
\] (B.2)

4: engage only using a sine profile given by

\[
\dot{\sigma}(t) = \begin{cases} 
\Omega \left[ -0.5 \cos \frac{\pi}{t_{r1}} t + 0.5 \right] & 0 \leq t \leq t_{r1} \\
\Omega & t > t_{r1} 
\end{cases}
\] (B.3)

or

other: error message generated: “selected rotor run-up profile not supported”.

SHIPMOindex: controls the type of ship motion to be included. The options are

0: no ship motion included;
1: representative ship motion with active suspension for ship degrees of freedom indicated with the variable “shipallow”;
2: representative ship motion with frozen suspension for ship degrees of freedom indicated with the variable “shipallow”;
3: static roll angle for aerodynamics only as defined by the variable “deckang”; or
other: default to 0.
**AEROindex**: selects the type of wind environment for aerodynamic force calculation. The options are

0: no aerodynamics calculated;
1: uniform flow only;
2: representative mean flow only;
3: perfectly-correlated turbulence with representative mean flow;
4: perfectly-correlated turbulence with Taylor’s hypothesis and representative mean flow;
6: spatially- and temporally-correlated turbulence through the Advancing Fourier Series method with representative mean flow; or
other: error message generated: “selected airwake type not supported”.

The details of turbulence modelling for AEROindex = 3, 4, and 6 can be found in Appendix A.2.

**SWITCHindex**: toggles flap and droop stop extension and retraction on and off. The options are

0: stops do not extend or retract;
1: stops can extend and retract; or
other: default to 0.

**STOPindex**: toggles the inclusion of flap/droop and lead/lag stops on and off. The options are

0: no stops included;
1: allows the application of stops; or
other: default to 0.
If option 1 is selected, then reasonable contact angle values need to be set for both stop sets, even if the applicable stiffnesses are zero, or the degrees of freedom are inactive.

HINGEindex: toggles the inclusion of hinge friction on and off. The options are

0: hinge friction not included;
1: hinge friction included; or
other: default to 0.

EIGindex: controls how the linear matrices for proportional damping are calculated. The options are

0: linear matrices not calculated (no proportional damping);
1: linear matrices are calculated with all force terms included;
2: linear matrices are calculated with linear force terms only included (\(e_{ndof}\) terms in Equation 3.16); or
other: default to 0.

DAMPindex: toggles the inclusion of proportional damping on and off. The options are

0: proportional damping off;
1: proportional damping on; or
other: default to 0.

PITCHindex: toggles the functional definition of collective and cyclic pitch on and off. The options are

0: cyclic and collective always 0;
1: cyclic and collective defined functionally; or
other: error message generated: “selected collective/cyclic profile not supported”.
UNSTEADYindex: controls the method used to calculate aerodynamic forces. The options are

1: uses quasi-steady theory to calculate aerodynamic forces;
2: uses the AMT method to calculate unsteady forces; or
other: error message generated: “unsteady index is out of range”.

OUTPUTindex: controls which output files are generated as part of the program. The options are

0: only the tip displacement, degrees of freedom, and ship motion output files are generated;
1: rotor rotation, tire force, wind and aerodynamic force, and hinge force output files are generated in addition to those above.
2: generalized velocity and accelerations, and more aerodynamic information are output;
3: only the global positions and orientation of each rigid body are given (for visualization); or
other: error message generated: “output index is out of range”.

AEROONindex: controls whether aerodynamic forces are applied to each blade segment or not. It is defined for each blade segment. The options are

0: aerodynamic forces not calculated for this segment;
1: aerodynamic forces are calculated for this segment; or
other: default to 0.

B.3 Tools

In order to assist the analyst, a set of tools are included with the SHREDS software.
• An Excel spreadsheet, called “InputGenerator.xls”, which can be used in combination with MATLAB to generate some of the input files, is provided. This spreadsheet also contains a description of each input property and the corresponding units.

• In the event that the analyst wishes to modify or generate the input files manually, template copies of each input file are included. They are named “*_template.inp” where the star is the input file name. These show the correct format for each input file.

• In order to select appropriate properties for the droop/flap and lead/lag stops, as shown in Figure 3.4, a MATLAB function, which plots the force and energy curves as a function of joint angle, is provided. It is called “springtest.m”. This function allows the user to ensure smooth stiffness transition as the stops are impacted.

B.4 System Upgrading and Interfacing

SHREDS is designed so that changes to the external force calculations can be made without modifications to the main simulation engine. To change the calculation of aerodynamic forces, the file “input_aerodynamics.for” must be modified. To change or add other external forces, the file “input_forces.for” must be modified. The global variables defined in “input_vrbs.txt” are now presented such that the force files can be successfully modified. Where the variables correspond to a symbol given in the body of the thesis, this symbol is also given.

The system generalized coordinates are given in Table B.6. The addition of the letter “d” after the variable name indicates a derivative with respect to time. The most important transformation matrices and kinematic vectors are given in Table B.7. The addition of “d” refers again to a time derivative. Additional matrices, derivatives of the ones listed, are also used. A derivative with respect to generalized coordinate A is given by the notation “_A”. Table B.8 gives additional variables that are available through the file “input_vrbs.txt”.
### Table B.6: Generalized coordinates.

<table>
<thead>
<tr>
<th>variable</th>
<th>symbol</th>
<th>name</th>
<th>size</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>XH</td>
<td>XH</td>
<td>(1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>YH</td>
<td>YH</td>
<td>(1)</td>
<td></td>
<td>Eqn 3.7</td>
</tr>
<tr>
<td>ZH</td>
<td>ZH</td>
<td>(1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \theta_{\text{Hroll}} )</td>
<td>tXH</td>
<td>(1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \theta_{\text{Hpitch}} )</td>
<td>tYH</td>
<td>(1)</td>
<td></td>
<td>Eqn 3.8</td>
</tr>
<tr>
<td>( \theta_{\text{Hyaw}} )</td>
<td>tZH</td>
<td>(1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \phi )</td>
<td>phi</td>
<td>((n_s, n_b))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \tau )</td>
<td>tau</td>
<td>((n_s, n_b))</td>
<td></td>
<td>Eqn 3.10</td>
</tr>
<tr>
<td>( \psi )</td>
<td>psi</td>
<td>((n_s, n_b))</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table B.7: Kinematic matrices and vectors.

<table>
<thead>
<tr>
<th>variable</th>
<th>symbol</th>
<th>name</th>
<th>size</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>([\text{R}_{HG}])</td>
<td>Rhg</td>
<td>(3,3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>([\text{R}_{SG}])</td>
<td>Rsg</td>
<td>(3,3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>([\text{R}_{RH}(n)])</td>
<td>Rrh</td>
<td>((3,1, n_b))</td>
<td></td>
<td>Eqn 3.1</td>
</tr>
<tr>
<td>([\text{R}<em>{B(i,n)}]</em>{R(i-1,n)})</td>
<td>R</td>
<td>((3, n_s, n_b))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>([\text{R}_{wH}])</td>
<td>Rwh</td>
<td>(3,3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>([\text{R}_{wR}(n)])</td>
<td>Rwr</td>
<td>((3,1, n_b))</td>
<td></td>
<td>Eqn 3.3</td>
</tr>
<tr>
<td>([\text{R}_{wH}(i,n)])</td>
<td>Rw</td>
<td>((3, n_s, n_b))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>({T_{HG}})</td>
<td>P</td>
<td>(3)</td>
<td></td>
<td>Eqn 3.7</td>
</tr>
<tr>
<td>(\omega_{HG})</td>
<td>w</td>
<td>(3)</td>
<td></td>
<td>Eqn 3.29</td>
</tr>
<tr>
<td>([J_{HG}]) from (J)</td>
<td>J</td>
<td>(3,3)</td>
<td></td>
<td>Eqn 3.23</td>
</tr>
<tr>
<td>({\text{R}_{b(i,n)}})</td>
<td>Pb</td>
<td>((3, n_s, n_b))</td>
<td></td>
<td>Eqn 3.30</td>
</tr>
<tr>
<td>(\omega_{b(i,n)})</td>
<td>wb</td>
<td>((3, n_s, n_b))</td>
<td></td>
<td>Eqn 3.31</td>
</tr>
<tr>
<td>(J_{b(i,n)})</td>
<td>Jb</td>
<td>((3, n_s, n_b))</td>
<td></td>
<td>Eqn 3.24</td>
</tr>
</tbody>
</table>
Table B.8: Globally available variables.

<table>
<thead>
<tr>
<th>variable symbol</th>
<th>variable name</th>
<th>size</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( u_i )</td>
<td>ONE</td>
<td>(3)</td>
<td>Eqn 3.4</td>
</tr>
<tr>
<td>( u_2 )</td>
<td>TWO</td>
<td>(3)</td>
<td>Eqn 3.4</td>
</tr>
<tr>
<td>( u_3 )</td>
<td>THE</td>
<td>(3)</td>
<td>Eqn 3.4</td>
</tr>
<tr>
<td>( \theta_{x(i,n)} )</td>
<td>jointx</td>
<td>((n_s, n_b))</td>
<td>Eqn 3.45</td>
</tr>
<tr>
<td>( \theta_{y(i,n)} )</td>
<td>jointy</td>
<td>((n_s, n_b))</td>
<td>Eqn 3.46</td>
</tr>
<tr>
<td>( \theta_{z(i,n)} )</td>
<td>jointz</td>
<td>((n_s, n_b))</td>
<td>Eqn 3.47</td>
</tr>
<tr>
<td>{f_{\text{suspension}}}</td>
<td>tireforce</td>
<td>((3, n_u))</td>
<td>Eqn 3.50</td>
</tr>
<tr>
<td>( r_{t(i,n),G} ) (1)</td>
<td>Pt.x</td>
<td>(n_b)</td>
<td></td>
</tr>
<tr>
<td>( r_{t(i,n),G} ) (1)</td>
<td>Pt.y</td>
<td>(n_b)</td>
<td></td>
</tr>
<tr>
<td>( r_{t(i,n),G} ) (1)</td>
<td>Pt.z</td>
<td>(n_b)</td>
<td></td>
</tr>
<tr>
<td>( r_{b(i,n),G} ) (1)</td>
<td>Pb.x</td>
<td>(n_dof)</td>
<td></td>
</tr>
<tr>
<td>( r_{b(i,n),G} ) (2)</td>
<td>Pb.y</td>
<td>(n_dof)</td>
<td>Section B.1.2</td>
</tr>
<tr>
<td>( r_{b(i,n),G} ) (3)</td>
<td>Pb.z</td>
<td>(n_dof)</td>
<td></td>
</tr>
<tr>
<td>( \phi_{B(i,n),G} )</td>
<td>gphi</td>
<td>(n_dof)</td>
<td></td>
</tr>
<tr>
<td>( \tau_{B(i,n),G} )</td>
<td>gpsi</td>
<td>(n_dof)</td>
<td></td>
</tr>
<tr>
<td>( \sigma_a )</td>
<td>sigmas</td>
<td>(n_b)</td>
<td>azimuthal angle of each blade</td>
</tr>
<tr>
<td>( \sigma )</td>
<td>sigma</td>
<td>(1))</td>
<td>Eqn 3.9</td>
</tr>
<tr>
<td>( \dot{\sigma} )</td>
<td>sigmad</td>
<td>(1))</td>
<td>Eqn B.1</td>
</tr>
<tr>
<td>( \ddot{\sigma} )</td>
<td>sigmadd</td>
<td>(1))</td>
<td>rotor acceleration</td>
</tr>
<tr>
<td>( f_{\text{hinge}_{agG}} ) (1)</td>
<td>hinge_x_vec</td>
<td>(n_b)</td>
<td></td>
</tr>
<tr>
<td>( f_{\text{hinge}_{agG}} ) (2)</td>
<td>hinge_y_vec</td>
<td>(n_b)</td>
<td>Eqn 3.54</td>
</tr>
<tr>
<td>( f_{\text{hinge}_{agG}} ) (3)</td>
<td>hinge_z_vec</td>
<td>(n_b)</td>
<td></td>
</tr>
<tr>
<td>( \text{motion.sh} )</td>
<td>((6,2))</td>
<td></td>
<td>Eqn 3.5</td>
</tr>
<tr>
<td>( \text{t.startswitch} )</td>
<td>((2,n_b))</td>
<td></td>
<td>time stops started retracting/extending</td>
</tr>
</tbody>
</table>
### Components of \( \{f_a\} \), Eqn 3.49

| \( \{f_a\} \) | aeroforce & \( (3,n_s,n_b) \) |
| --- | --- | --- |
| \( \{r_a\} \) | aerolocloc & \( (3,n_s,n_b) \) |
| \( \{V_a\} \) | aerovel & \( (3,n_s,n_b) \) |
| \( \{M_a\} \) | aeromom & \( (3,n_s,n_b) \) |
| | aeroforce1 & \( (3,n_s,n_b) \) |
| | XH_force & \( (n_s,n_b) \) |
| | YH_force & \( (n_s,n_b) \) |
| | ZH_force & \( (n_s,n_b) \) |
| | tXH_force & \( (n_s,n_b) \) |
| | tYH_force & \( (n_s,n_b) \) |
| | tZH_force & \( (n_s,n_b) \) |
| | phi_force & \( (n_s,n_b) \) |
| | tau_force & \( (n_s,n_b) \) |
| | psi_force & \( (n_s,n_b) \) |

Components of \( \{f\} \), Eqn 3.49

**rotordata** (5) contains variables in Table B.4
Appendix C

The Airwake Experiment

This appendix is intended to provide the details of the airwake experiment, which was conducted to study the steady and unsteady characteristics of the flow field over a typical frigate in beam wind conditions. The context for this experiment, the conclusions drawn from the data, and the synthesis of the information into numerical models can be found in Chapter 4.

C.1 Background on Atmospheric Boundary Layer

The importance of correctly modelling the wind profile approaching the ship for dynamic interface work has been stressed by S. Zan [35] and J. Val Healey [105]. The atmospheric air flow above the Earth's surface is complex and depends on a wide variety of factors, which include but are not limited to: the surface roughness, moisture content, thermal stability, altitude, pressure gradients, and Coriolis force (apparent velocity due to Earth's rotation) [106]. The behaviour of the atmospheric boundary layer has been extensively studied, drawing heavily on the fundamental equations for fluid flow and thermodynamics, combined with much experimental data that has been collected over many different types of terrain at many different altitudes. The atmospheric boundary layer over the ocean, in which ships and shipboard helicopters operate, is additionally complex, owing to the fact that the wind changes the surface conditions that in turn affect the boundary layer profile.

Frictional effects influence the planetary boundary layer, which extends up to a height
of \( z_g \), called the gradient height, in the range of 300 m over water. The planetary boundary layer can be divided into sections. In the surface boundary layer, the shear stress can be assumed constant. It extends from the earth up to a height in the range of 30 - 60 m. Above the surface boundary layer, which is the only section of interest for blade sailing, a transition region extends up to the free atmosphere.

Many different models for atmospheric boundary layer modelling exist, each considering a different combination of contributing factors. The mean velocity profile has been shown to be adequately described by the Prandtl logarithmic profile, given by

\[
U_z = \frac{U^*}{k} \ln \frac{z}{z_0}
\]

where \( U_z \) is the mean velocity at height \( z \) above the surface, \( U^* = (\tau / \rho)^{1/2} \) is the friction velocity, \( \tau \) is the shear stress in the boundary layer, \( \rho \) is the density of the air, \( z_0 \) is the eddy size at the surface, an approximate measure of the surface roughness, and also the height at which \( U_z = 0 \). The proportionality constant, \( k \), is the Kármán constant, and while difficult to measure in the atmosphere, is widely accepted to be 0.4 [107].

Typical over-ocean roughness is given to be in the range 0.001 - 0.01 m [27]. However, the flow over the ocean must be considered to have changing values of \( z_0 \), since the surface roughness changes with the wind speed. A relationship between friction velocity and surface roughness is given by [107]

\[
z_0 = A \frac{U_*^2}{g}
\]

where \( g \) is gravity and \( A \), taken to be 0.0144, is the non-dimensional Charnock constant, which is determined experimentally. The change in friction velocity with wind speed (and surface roughness) is captured by the neutral drag coefficient, \( C_{DN} \), which is related to the friction velocity and a reference velocity at 10 m above the ocean surface by

\[
C_{DN} = \left( \frac{U_*}{U_{10m}} \right)^2
\]

and can be found using Figure C.1
Figure C.1: Atmospheric neutral drag coefficient, $C_{DN}$, as a function of wind speed at $z = 10$ m. The thick line is from Charnock’s relation; the lines are empirical relations; and the dots are measurements [107].

The surface boundary layer can also be represented by the power law [107]. Here,

$$\frac{U}{U_1} = \left( \frac{z}{z_1} \right)^\alpha$$  \hspace{1cm} (C.4)

where $U$ is the velocity at height $z$, and $U_1$ and $z_1$ are a reference height and velocity. The exponent, $\alpha$, varies depending on the surface roughness. In a special case of Equation C.4, the gradient height and velocity can be used: $U_1 = U_g$ and $z_1 = z_g$. The characteristics of the atmospheric boundary layer have been extensively studied by Davenport [96, 108]. In these works, specific values for $z_g$ and $\alpha$, which are based on an impressive collection of experimental data starting from 10 m above the surface, have been proposed. The value of $\alpha$ for rough seas is about 0.11.

For airwakes above frigates, the boundary layer of interest is below 10 m. In this region, the boundary layer is locally influenced by waves, and data on the relevant boundary layer characteristics have not been found. Therefore the log law or power law models are used as an approximation.

Turbulence intensities in the atmospheric boundary layer are dependant on flow velocity
and on surface roughness, and decrease with increasing altitude [27]. For surface roughnesses in the range of 0.01 - 0.001, turbulence intensity ranges from a value of 0.26 to 0.13 at 3 m above the ground and decreases from 0.18 to 0.12 at 10 m above the ground. These values are for a freestream velocity at 10 m above the ground of 20 m/s. The turbulence intensity in the planetary boundary layer can also be expressed by [24]

\[ i_u = \frac{1}{\ln \left( \frac{z}{z_0} \right)} \]  
\[ i_v = \frac{0.80}{\ln \left( \frac{z}{z_0} \right)} \]  
\[ i_w = \frac{0.52}{\ln \left( \frac{z}{z_0} \right)} \]

which assumes stable atmosphere and a logarithmic mean velocity profile.

The length scales in the atmospheric boundary layer are also given approximately by models such as [100] (in m)

\[ xL_u = 25 \frac{z^{0.35}}{z_0^{0.063}} \]  
\[ xL_w = 0.35z \text{ or } 140 \text{ if smaller} \]

when \( z \leq 1000z_0^{0.18} \) or by [24] (in ft)

\[ xL_u = 20\sqrt{z} \]  
\[ xL_w = 0.4z \]

C.2 Experimental Design

Ship airwake data was taken during two separate test phases. The first phase, intended to characterize the steady characteristics of the flow field, is referred to as "airwake experiment A". The second phase, intended to characterize the unsteady component of the flow field is referred to as "airwake experiment B".
Table C.1: Frigate deck dimensions and scaling.

<table>
<thead>
<tr>
<th>deck</th>
<th>width at flight deck (m)</th>
<th>height above the waterplane (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>tunnel model</td>
<td>0.35</td>
<td>0.112</td>
</tr>
<tr>
<td>typical frigate (35:1 of model)</td>
<td>12.25</td>
<td>3.92</td>
</tr>
<tr>
<td>Canadian Patrol Frigate</td>
<td>14.7</td>
<td>5.7</td>
</tr>
</tbody>
</table>

Although the goals of the two experimental phases are distinctly different, the test setup, calibration procedure, and equipment are largely the same. The details of the experimental design apply to both experimental phases.

C.2.1 Scaling

The airwake experiment was conducted at a scale of 1:35, which was arrived at by comparing the ship deck models, which were pre-fabricated, to a representative frigate size. Table C.1 gives the approximate size of the ship deck cross sections for the wind tunnel model, the representative frigate, and the Canadian Patrol Frigate.

Due to the fact that the ship deck models in use are sharp-edged bluff bodies, the resulting airwake is relatively insensitive to Reynolds number effects. In the Reynolds number range of the model and full scale, the mean flow characteristics are assumed to be linearly scalable with flow velocity. Healey [35] notes that for this to be true, the local deck Reynolds number should be maintained above $11 \times 10^3$ for wind tunnel modelling of ships. For a wind speed of 7 m/s at the ship deck height, the local deck Reynolds number is in the range of $2 \times 10^5$. At full scale, the deck Reynolds number is $7 \times 10^6$.

Reduced frequency, which captures the relationship between the rotor rotational speed and the frequency of the incoming turbulent vortices, is an important scaling parameter for blade sailing. The reduced frequency, $f^*$ is given by [101]

$$f^* = \frac{f D}{V}$$  (C.12)
where \( f \) is the frequency of interest. Reduced frequency similarity was maintained through this equation in the airwake experiment.

### C.2.2 Equipment

The experiments were conducted in the 5 m diameter Vertical Wind Tunnel Facility at the Aerodynamics Laboratory, National Research Council of Canada. The following equipment was used in both phases of the airwake experiment.

- Vertical Wind Tunnel (NRC; 2 x 3 m insert installed);
- Ship deck shapes at 0°, 5°, 10°, 15° and 20° roll (courtesy Indal Technologies);
- Cross hot-film anemometers (TSI model 1241-20);
- Hot-film circuitry (TSI IFA 100 [Intelligent flow analyzer]);
- Associated wiring and probe holders;
- Digital impeller anemometer (Omega HH30); and
- Horizontal traverse with combined traverse control and data acquisition system (NRC).

Figure C.2 shows a model of the wind tunnel facility and some of the components of the experimental set-up. The wind tunnel working section was 3/4 open jet and is 2 m by 3 m in size. The nominal tunnel velocity was recorded using a digital impeller anemometer mounted in the tunnel freestream. The tests were completed at a nominal wind speed around 9.05 m/s, which was achieved with a fan speed of approximately 150 rpm.

Five different ship deck cross-sectional models were used, for a total of seven ship deck roll angles: -20°, -15°, -10°, -5°, 0, 5°, and 20°. Negative roll angles are achieved when the deck was tilted away from the freestream wind direction; flows at negative rolls angles are characteristically separated and turbulent. Flows at positive roll angles are in contrast attached, and move approximately parallel to the deck. They are less affected by small
Figure C.2: Vertical tunnel facility and experimental equipment.
changes in roll angle. For this reason, fewer positive roll angles were tested. Figure C.3 shows the cross-section of each tested model. Positive roll angles were achieved by reversing the models used for the corresponding negative roll angle.

The deck models were owned by Indal Technologies, having been previously used at the National Research Council of Canada for other research [45]. The models are made of wood and foam, and were constructed to be adjustable such that the relative width and height of the cross-sectional shape can be varied. The models tested in the airwake experiment had a constant height along the deck centreline of 112 mm (3.92 m full scale) and a constant width of 350 mm (12.25 m full scale). The height at the centre of the flight deck remained fixed for models at each roll angle. The maximum roll angle available with the Indal models was 20°, which was deemed to be appropriate, given that sea state 5 can lead to maximum ship roll angles in the range of 20°.

The boundary layer grid, another existing piece of equipment, was used to give a representative mean wind profile approaching the ship decks. It was made of 13 mm metal bars placed at increasing spacing up to a height above the tunnel wall of 645 mm (22.6 m full scale).

C.2.3 Experimental Flow

Figure C.4 shows the mean flow velocity measured in the experimental boundary layer over the course of experiments A and B, compared to the theoretical logarithmic and power laws that are discussed in Section C.1. Using a mean wind speed of 15 m/s and the $C_{DN}$ value from Figure C.1, the resulting surface roughness is $z_o = 6 \times 10^{-4}$ m. The freestream value
is always, unless otherwise specified, taken to be the velocity at the typical rotor height, which is at 260 mm (5 m full scale) above the ship deck.

Good agreement is shown between the theoretical boundary layer and the profile given by the boundary layer grid, especially in the region of the rotor disc plane. The scatter in the experimental results is an indication of the velocity measurement uncertainty; this scatter is less than 5% of the freestream value.

The unsteady characteristics of the wind tunnel velocity are also of interest. Figure C.5 shows examples of the spectrum measured in the wind tunnel behind the grid at 169 mm and 289 mm above the ocean at model scale (4.2 m and 10.1 m full scale).

The turbulence intensities measured in the wind tunnel are of the correct order of magnitude, although smaller, than those expected in the atmosphere. This is considered acceptable since the turbulence intensity close to the ground can vary significantly and is
Figure C.5: Auto-spectra for the measured boundary layer in the wind tunnel (probe spacing is $X$ 63.5 mm).
only approximately given by published models. However, it is likely that true airwake flows will have higher turbulence intensity than the models used in this study.

The length scales in the atmospheric boundary layer as predicted by the models are much larger than those available in the wind tunnel. This is not expected to appreciably affect the results collected in the wind tunnel, since the eddies generated by the deck itself are self-scaling and are expected to be of highest importance from a blade sailing perspective.

C.3 Equipment Calibration

C.3.1 Hot-film Aneomometers

Cross hot-film anemometers were used in both phases of the airwake experiment. For the airwake experiment, the hot films were calibrated in the 3/4 open-jet 1 m by 1 m Pilot Wind Tunnel at the Aerodynamics Laboratory, National Research Council of Canada. They were calibrated using the following procedure.

- The hot films were mounted on the yaw traverse in the wind tunnel at a location with known wind velocity.

- The hot-film system was set up according the the procedure laid out in the manual.

- A total of 1000 data scans were taken at 100 Hz for each speed and yaw angle combination, sweeping first through velocities from 0 to 15 m/s with the probe at 0°, and then through yaw angles ranging from -30° to 30° with the velocity at 8 m/s.

- The voltage readings from each hot film were corrected for ambient temperature and pressure.

- The empirical directional correction factor, $k$, and fourth-order polynomial fit are determined to calculate velocity from the hot-film voltage signals.

- The reference temperature and density value along with the fitted values are stored in a calibration file.
A sample calibration is shown in Figure C.6, which shows the polynomial fits for effective velocity and the error induced by flow at an angle respectively for probe number 83388, which was used for experimental phase A. Five hot film anemometers were used to take the data in airwake experiments A and B. Each hot film was calibrated using this procedure.

C.3.2 Propellor anemometer

The vane anemometer used to measure the freestream wind tunnel velocity was also calibrated in the Pilot Wind Tunnel facility. The vane anemometer reading was found to be within 1.7% percent of the wind tunnel speed, when compared to the velocity as calculated from a pitot tube.

C.4 Airwake Experiment A

Dates: 14 May - 19 Jun 2004

Goal: Steady statistics of the flow field.

Data Collection: For each point, 1000 samples were taken at 100 Hz, data unfiltered. The A/D converter was a 16 bit ±10V sample-and-hold multichannel data acquisition card.

Hot-film: Probe #83388.

Temperature: Calibration was completed at 27.8°C. Tests were completed at a temperature field of 29 – 32°C.

Probe position error: Estimated to be ±0.1 m full scale (3 mm model scale) in the Y (spanwise) direction and ±0.04 m full scale (1 mm model scale) in the Z (vertical) direction, as discussed in Section C.6.
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- Figure C.6: Sample hot-film calibration.

(a) polynomial fit of effective film velocity.

(b) velocity error at varying flow angles.
C.4.1 Experimental Procedure

Once the probe locations above the ship deck were determined for each run, time history data was collected according to the following procedure.

- The probe and ship deck were manually positioned laterally (in the $XY$ plane).
- Data was taken for each vertical ($Z$) location using an automated data collection and probe traversing system.
- The nominal wind tunnel speed was recorded.
- The ship deck was re-positioned laterally.

The boundary layer was periodically measured throughout the tests to ensure that the hot-film sensors did not drift out of calibration. The data was reduced according to the following procedure.

- The measurement air density was calculated using

$$
\rho = 1.225 \frac{P_{\text{atm}}}{101.325 \text{kPa}} \frac{288 \text{K}}{T}
$$

where atmospheric pressure, $P_{\text{atm}}$, and tunnel temperature, $T$, are measured using the tunnel instruments.

- The electrical signals from each hot-film were corrected for density and temperature using

$$
E = E \sqrt{\frac{T_{\text{ref}} - T_r}{T - T_r}} \left( \frac{\rho_{\text{ref}}}{\rho} \right)^{0.22}
$$

where $T_r = 250^\circ \text{C}$ is the hot-film temperature, and the reference values, $T_{\text{ref}}$ and $\rho_{\text{ref}}$, are part of the hot-film calibration.
• The effective velocity at each film was calculated using the calibration polynomials given by

\[ u_{\text{eff}} = p_1 E^4 + p_2 E^3 + p_3 E^2 + p_4 E + p_5 \]  

(C.15)

where the constants are given by the film calibration.

• The effective velocity signal was then expressed as direction, \( \theta \), and magnitude, \( V \), relative to the probe axis using

\[ \theta = \frac{\pi}{4} - \arctan \left( \frac{u_{\text{eff}1}^2 - u_{\text{eff}2}^2}{k_1^2 u_{\text{eff}1}^2} \right) \]  

(C.16)

and

\[ V = \frac{u_{\text{eff}1}}{\sqrt{\cos^2(\frac{\pi}{4} + \theta) + k_1^2 \sin^2(\frac{\pi}{4} + \theta)}} \]  

(C.17)

respectively and then corrected for probe misalignment. The effective velocities, \( u_{\text{eff}1} \) and \( u_{\text{eff}2} \) are for each wire, from Equation C.15.

• The final velocity vector was finally expressed as horizontal and vertical components in global coordinates.

C.4.2 Data and Results

Figure C.7 shows mean velocity vectors at each measurement point for each ship deck roll angle. This is intended to show the density of measurements and also the trends exhibited by the data. The data is then gridded and interpolated to a much finer grid of spacing 3 mm (0.1 m full scale) in horizontal velocity and turbulence intensity, vertical velocity and turbulence intensity. Figures 4.3 to 4.9 show contour plots of these quantities for each deck angle. Flow visualization was also conducted using a smoke wand over the -20° deck.

Results, models and discussion relating to airwake Experiment A can be found in Chapter 4.
Figure C.7: Measured velocity vectors at measurement locations for the airwake Experiment A.
C.5 Airwake Experiment B


**Goal:** Unsteady statistics of the flow field.

**Data Collection:** For each point, 90000 samples were taken at 400 Hz and filtered at 200 Hz. The A/D converter was a 16 bit ±10 V sample-and-hold multichannel data acquisition card.

**Hot-film:** Probes #86172 and #9893.

**Temperature:** Calibration was completed at 24.0°C. Tests were completed at a temperature of 24 - 26.5°C.

**Probe position error:** Estimated to be ±0.2 m full scale (6 mm model scale), as discussed in Section C.6.

C.5.1 Experimental Procedure

The procedure used in Experiment B is the same as that used in Experiment A. The data reduction process is an extension of the reduction for Experiment A, in that the spectral and unsteady characteristics are examined as well. The extra steps are summarized here.

- The velocity signals were normalized by the freestream velocity and the frequencies were scaled to maintain reduced frequency similarity.

- The auto- and cross-spectral density functions of each horizontal and vertical velocity component, as defined in ship coordinates, were calculated using Welch's averaged modified periodogram method [109] with non-overlapping Hanning windows of 1024 points each.

C.5.2 Data and Results

The details of the data synthesis for Experiment B are largely discussed in Chapter 4. The coherence and phase angle data collected during Experiment B are shown in Figures C.9
through C.50. Primarily, these figures show the quality of the model fits discussed in Section 4.4.5.

These plots also confirm expected trends in the variation of the coherence throughout the data. Greater spacing between probes leads to lower coherence, as does increased turbulence. This trend can be observed by comparing, for example, the magnitude of coherence measured for a XY probe spacing of 35 mm. Considering the five points above the 0° deck prior to the leading edge (point 11 - 15; Figure C.11), at mid-deck (points 51 - 55; Figure C.19) and after the trailing edge of the deck (points 92 - 96; Figures C.27 and C.28), a decrease in the overall coherence is observed for z locations close to the deck. The correlations further from the deck remain relatively unchanged since they are not significantly influenced by the presence of the ship deck. These coherences can be further compared to the points above the -20° deck (points 132-136, 162-166, and 188-190; Figures C.35-C.36, C.41-C.42, and C.46 respectively). The -20° deck causes higher flow turbulence, which is exhibited by lower overall correlations near the deck.

The phase angle also behaves as expected. Data with increasing spacing in the local streamwise direction exhibit increasing phase angles between the points. They also exhibit mainly linear phase angle versus frequency relationships, which allows the use of Taylor's hypothesis in this situation. The sign of the phase angle depends only on the order in which the points are compared. For these figures, the lowest point in the (z) direction was taken to be the first point. Due to slight probe misalignments and angled local flow, the lowest point is not intuitive for every case shown.

C.6 Sources of Uncertainty

Careful characterization of the sources present in this, and indeed any, measurement system is essential for correctly interpreting the data. Sources of experimental uncertainty traditionally fall into three categories: calibration uncertainties, data acquisition uncertainties, and data reduction uncertainties. Each uncertainty can be classified as either bias error or random error. While random errors are a measure of the scatter of data about the true value, bias
errors represent a systematic shift of the data away from the true value. An effort has been made to quantify each uncertainty in order to understand the overall resolution of the experiments that have been completed.

C.6.1 Calibration Uncertainties

Calibration uncertainties result from the calibration process and thus are inherent to all measurements made with the calibration. Calibration uncertainties are all taken to be bias errors.

Calibration standard: Some uncertainties exist as a result of the fact that velocity is a derived quantity, comprised of the fundamental units length and time. Many measurement steps exist between a velocity measurement with hot-films or pressure and its calibration against standards for fundamental magnitudes.

Calibration changes: Uncertainties can be introduced if the properties of the films change. Hot-film probes are sensitive to calibration changes as a result of contamination, although to a lesser degree than hot-wires. This is even more likely during tests in which the probe is often moved in and out of the test set-up.

Calibration assumptions: During calibration, the empirical directional correction factor, \( k \), which determines the extent to which flow along the film affects the reading, is found by minimizing the angular uncertainty. Table C.2 shows the angular uncertainties for angle range between -30° and 30° for each probe used, with one probe repeated three times.

C.6.2 Data Acquisition Uncertainties

These uncertainties come from uncertainties present in the acquisition process itself. These uncertainties are also taken to be bias errors for the purpose of data analysis.

Digitization of analog signal: The 16 bit ±10V A/D converter can resolve up to 0.0003 V. This allows a speed resolution of about 0.008 m/s.
Table C.2: Probe angular uncertainty and associated experiment.

<table>
<thead>
<tr>
<th>probe #</th>
<th>angular error (%)</th>
<th>directional sensitivity $k_1/k_2$</th>
<th>experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>83388</td>
<td>4.6</td>
<td>.22/.28</td>
<td>A</td>
</tr>
<tr>
<td>86172 (1)</td>
<td>4.1</td>
<td>.28/.35</td>
<td>boundary layer</td>
</tr>
<tr>
<td>85212</td>
<td>2.8</td>
<td>.34/.28</td>
<td>boundary layer</td>
</tr>
<tr>
<td>86172 (2)</td>
<td>2.8</td>
<td>.36/.35</td>
<td>boundary layer</td>
</tr>
<tr>
<td>8760</td>
<td>3.2</td>
<td>.23/.24</td>
<td>boundary layer</td>
</tr>
<tr>
<td>86172 (3)</td>
<td>5.6</td>
<td>.32/.37</td>
<td>B</td>
</tr>
<tr>
<td>9893</td>
<td>5.5</td>
<td>.29/.26</td>
<td>B</td>
</tr>
</tbody>
</table>

Temperature effects and drift in internal circuitry: A mathematical correction exists to compensate for differences in the heat transfer from the hot-film when the operating and calibration temperatures differ. This correction is given in Equation C.14. However, the circuitry taking the measurements will also be affected by temperature changes. The magnitude of the uncertainty induced by this is expected to be small.

Background electrical noise: Signal noise at 20, 60, 100, 140, and 180 Hz was observed. Depending on the local turbulence intensity, the noise frequencies may or may not be visible in the resulting spectra. The noise frequencies are narrow enough, though, not to affect the calculated turbulence intensity by more than ±0.002.

Wind tunnel speed uncertainty: Since all single point statistics are quoted as a percent of the wind tunnel velocity, errors in free stream measurement add some error to the results. The vane anemometer used to measure the tunnel velocity has an accuracy of 1.7%.

Out-of-plane velocity uncertainties: Out of plane turbulence still affects the cross-film readings, even though they cannot be resolved. Velocity uncertainties of up to 8% can be induced for turbulence intensities of 20% [110].
Table C.3: Estimates of spatial error in the global reference frame.

<table>
<thead>
<tr>
<th>Test</th>
<th>Vertical (Z) error</th>
<th>Spanwise (Y) error</th>
</tr>
</thead>
<tbody>
<tr>
<td>#</td>
<td>(±m) full scale : (±mm) model scale</td>
<td>(±m) full scale : (±mm) model scale</td>
</tr>
<tr>
<td>A</td>
<td>0.1:3</td>
<td>0.04:1</td>
</tr>
<tr>
<td>B</td>
<td>0.2:6</td>
<td>0.2:6</td>
</tr>
</tbody>
</table>

**Probe positioning uncertainties:** Probe positioning uncertainties are of significant concern in these tests. Many manual set-up changes were required. Based on the number and complexity of the setup changes and an estimate for the repeatability of each, the spatial error for each test has been estimated. The locations of the data from experiment A are known with much higher precision than those from experiment B. Table C.3 summarizes these.

**Time-base uncertainties:** Temporal uncertainties occurring in the data acquisition are believed negligible compared to other uncertainties since a sample-and-hold data acquisition card was used, and the sampling rates are not high compared to the computer speeds and system capabilities.

**Probe mounting uncertainties:** Any angular offset of the probe in the plane of the flowfield will result in an apparent flow angle as read by the sensor. This effect can be corrected provided the offset angle is known. For experiment A, the set-up was significantly more consistent and the angular repeatability is believed to have been on the order of one degree. For experiment B, the angular mounting repeatability may have been higher. While this had minimal effect on the streamwise statistics, it may affect the vertical fluctuations more significantly.

**C.6.3 Velocity Uncertainty Quantification**

The magnitudes of the uncertainties listed above are summarized in Table C.4. Using the root-sum-square error analysis and a nominal freestream speed of 8.2 m/s, the total
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Table C.4: A summary of the velocity measurement errors.

<table>
<thead>
<tr>
<th>experiment error</th>
<th>(A) magnitude</th>
<th>(A) percent</th>
<th>(B) magnitude</th>
<th>(B) percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>calibration standard</td>
<td>negligible</td>
<td>up to 4.6%</td>
<td>negligible</td>
<td>1.7%</td>
</tr>
<tr>
<td>calibration assumptions</td>
<td>negligible</td>
<td>negligible</td>
<td>negligible</td>
<td>up to 5.6%</td>
</tr>
<tr>
<td>calibration changes</td>
<td>negligible</td>
<td>negligible</td>
<td>negligible</td>
<td>negligible</td>
</tr>
<tr>
<td>tunnel speed error</td>
<td>0.008m/s</td>
<td>1.7%</td>
<td>0.008m/s</td>
<td>1.7%</td>
</tr>
<tr>
<td>digitization</td>
<td>negligible</td>
<td>negligible</td>
<td>negligible</td>
<td>negligible</td>
</tr>
<tr>
<td>temperature effects and drift</td>
<td>negligible</td>
<td>negligible</td>
<td>negligible</td>
<td>negligible</td>
</tr>
<tr>
<td>signal noise</td>
<td>negligible</td>
<td>negligible</td>
<td>negligible</td>
<td>negligible</td>
</tr>
<tr>
<td>out of plane turbulence</td>
<td>8%</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table C.5: A summary of the temporal and spatial uncertainties.

<table>
<thead>
<tr>
<th>experiment error</th>
<th>(A) magnitude</th>
<th>(A) percent</th>
<th>(B) magnitude</th>
<th>(B) percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>spatial error</td>
<td>±3 mm</td>
<td>negligible</td>
<td>±6 mm</td>
<td>negligible</td>
</tr>
<tr>
<td>temporal error</td>
<td>±1°</td>
<td>negligible</td>
<td>±2°</td>
<td>negligible</td>
</tr>
</tbody>
</table>

The estimated error is 9.4% for experiment A and 9.9% for experiment B. The two largest sources of uncertainty are calibration uncertainties, which are most pronounced at large angles, and out-of-plane turbulence uncertainties, which are most pronounced near the separation bubble. Using Figures 4.3 through 4.9 it is clear that these two uncertainties are not at their maximum in the same locations in the flow. Additionally, the spatial uncertainty in the probe position contributes to velocity uncertainty when using the model to estimate flow velocity for a given position. These uncertainties could exceed 10% in the shear layer, but are far below 10% across most of the flowfield. Clearly the expected uncertainty in velocity measurements depends on the location in the flowfield, and is expected to be much less than 10% for most spatial locations.
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C.6.4 Data Reduction Uncertainties

Data reduction errors take the form of statistical uncertainty [95]. For the steady measurements, uncertainty in the mean and variance are respectively given by

\[ \epsilon_{\text{mean}} = \frac{\sigma_a}{\mu_a \sqrt{N}} \]  
\[ \epsilon_{\text{variance}} = \sqrt{\frac{2}{N}} \]

where the time history record is \( a(t) \) and \( N \) is the number of samples taken at a spacing of \( \Delta t \) in the time history record.

Since \( \frac{\sigma_a}{\mu_a} \) is the calculated turbulence intensity, \( i_a \), at the point where record \( a(t) \) was taken, then the uncertainty in the mean estimation is \( i_a / \sqrt{N} \). For Experiment A, the uncertainty is \( i_a / \sqrt{2000} = i_a 0.022 \) which means that the fractional uncertainty in the estimated mean is 2.2% of the turbulence intensity value. For the variance (square of the standard deviation), the uncertainty is 3.16% for all variance estimates.

For the measurements taken in experiment B, the mean uncertainty drops to 0.33% of the turbulence intensity and the variance uncertainty drops to 0.47% since the records taken contained 90 000 points. The random error in auto-spectral estimates is given by [95, 109]

\[ \epsilon_{\text{G_{as}(f)}} = \frac{1}{\sqrt{n_d}} \]

when non-overlapping windows are used in the spectral analysis and the \( n_d \) is the number of windows. For the data taken in experiment B, 87 windows of 1024 points were used. This corresponds to a PSD magnitude uncertainty of 10.7%. The random error in the cross-spectra depends on the value of the root coherence through

\[ \epsilon_{\text{G_{ab}(f)}} = \frac{1}{|\gamma_{ab}(f)| \sqrt{n_d}} \]

For 87 windows, the cross-spectral uncertainty exceeds 25% when the coherence drops below 0.43. Therefore 0.4 shall be considered the critical level for coherence analysis completed in this research.
Figure C.8: Auto-spectral estimation within 95% confidence limits.

The random error in the coherence function is given as

\[ \epsilon_{\gamma_{ab}(f)} = \frac{\sqrt{2}(1 - \gamma_{ab}^2(f))}{|\gamma_{ab}(f)|\sqrt{n_d}} \]  

(C.22)

The auto-spectral value is predicted to within 95% confidence within the error bars shown in Figure C.8. The magnitudes of these uncertainties are consistent throughout the data.
Figure C.9: Root coherence (top) and phase angle (bottom) model agreement (points 1-5).
Figure C.10: Root coherence (top) and phase angle (bottom) model agreement (points 6-10).
Figure C.11: Root coherence (top) and phase angle (bottom) model agreement (points 11-15).
Figure C.12: Root coherence (top) and phase angle (bottom) model agreement (points 16-20).
Figure C.13: Root coherence (top) and phase angle (bottom) model agreement (points 21-25).
Figure C.14: Root coherence (top) and phase angle (bottom) model agreement (points 26-30).
Figure C.15: Root coherence (top) and phase angle (bottom) model agreement (points 31-35).
Figure C.16: Root coherence (top) and phase angle (bottom) model agreement (points 36-40).
Figure C.17: Root coherence (top) and phase angle (bottom) model agreement (points 41-45).
Figure C.18: Root coherence (top) and phase angle (bottom) model agreement (points 46-50).
Figure C.19: Root coherence (top) and phase angle (bottom) model agreement (points 51-55).
Figure C.20: Root coherence (top) and phase angle (bottom) model agreement (points 56-60).
Figure C.21: Root coherence (top) and phase angle (bottom) model agreement (points 61-65).
Figure C.22: Root coherence (top) and phase angle (bottom) model agreement (points 66-70).
Figure C.23: Root coherence (top) and phase angle (bottom) model agreement (points 71-75).
Figure C.24: Root coherence (top) and phase angle (bottom) model agreement (points 76-80).
Figure C.25: Root coherence (top) and phase angle (bottom) model agreement (points 81-85).
Figure C.26: Root coherence (top) and phase angle (bottom) model agreement (points 86-90).
Figure C.27: Root coherence (top) and phase angle (bottom) model agreement (points 91-95).
Figure C.28: Root coherence (top) and phase angle (bottom) model agreement (points 96-100).
Figure C.29: Root coherence (top) and phase angle (bottom) model agreement (points 101-105).
Figure C.30: Root coherence (top) and phase angle (bottom) model agreement (points 106-110).
Figure C.31: Root coherence (top) and phase angle (bottom) model agreement (points 111-115).
Figure C.32: Root coherence (top) and phase angle (bottom) model agreement (points 116-120).
Figure C.33: Root coherence (top) and phase angle (bottom) model agreement (points 121-125).
Figure C.34: Root coherence (top) and phase angle (bottom) model agreement (points 126-130).
Figure C.35: Root coherence (top) and phase angle (bottom) model agreement (points 131-135).
Figure C.36: Root coherence (top) and phase angle (bottom) model agreement (points 136-140).
Figure C.37: Root coherence (top) and phase angle (bottom) model agreement (points 141-145).
Figure C.38: Root coherence (top) and phase angle (bottom) model agreement (points 146-150).
Figure C.39: Root coherence (top) and phase angle (bottom) model agreement (points 151-155).
Figure C.40: Root coherence (top) and phase angle (bottom) model agreement (points 156-160).
Figure C.41: Root coherence (top) and phase angle (bottom) model agreement (points 161-165).
Figure C.42: Root coherence (top) and phase angle (bottom) model agreement (points 166-170).
Figure C.43: Root coherence (top) and phase angle (bottom) model agreement (points 171-175).
Figure C.44: Root coherence (top) and phase angle (bottom) model agreement (points 176-180).
Figure C.45: Root coherence (top) and phase angle (bottom) model agreement (points 181-185).
Figure C.46: Root coherence (top) and phase angle (bottom) model agreement (points 186-190).
Figure C.47: Root coherence (top) and phase angle (bottom) model agreement (points 191-195).
Figure C.48: Root coherence (top) and phase angle (bottom) model agreement (points 196-200).
Figure C.49: Root coherence (top) and phase angle (bottom) model agreement (points 201-205).
Figure C.50: Root coherence (top) and phase angle (bottom) model agreement (points 206-210).
Appendix D

The Validation Experiment

This appendix contains details of the experimental design, data reduction, and results of the validation experiment, which is described in Chapter 5.

D.1 Experimental Design

In addition to the design scaling and physical model details, which are covered in Chapter 5, some additional experimental design considerations are presented here.

D.1.1 Instrumentation

Time histories of hinge and of elastic blade deflections were the desired results of the validation experiment, including the correlation of these measurements with azimuthal blade position.

A continuous expression for the strain profile along a beam can be obtained by curve-fitting the strain readings from a finite number of gauges, provided the number of gauges is sufficient to capture the number of modes under consideration [111]. This expression can be then used to obtain the deflection profile. The elastic bending of the blade was measured using strain gauges situated at five locations along the blade, as shown in Figure 5.2. The strain gauges were mounted on the top and bottom of the blade in pairs such that all four bridge arms were active to measure bending in the flap direction. This configuration maximizes strain measurement sensitivity in bending, and compensates for temperature,
lead wire resistance, and extensional strain. Parallel grid dual strain 1000 Ω gauges were used. The extensional, torsional, and lead-lag strains were not measured.

The articulated hinge angle was measured using rotational Hall Effect sensors with a range of 0° to 30° and a published accuracy of ±0.1°. The sensor module remained fixed to the rotor hub while the magnet was mounted to the end of the hinge pin and rotated with the blade. These sensors were selected for their small size, large linear output over a small angular range, and excellent accuracy. In addition, the sensors are non-contact and therefore do not cause any resistance to the hinge motion. The sensors exhibit up to an 11 ms time lag between measurement and output. At the highest rotational speed projected for this experiment, this lag corresponds to a hub rotation of 14 degrees. At lower speeds, where large hinge deflections are expected, the azimuthal lag is much less. Since the hinge angle is expected to vary at the rotational frequency of the hub, this offset was considered acceptable for capturing the hinge behaviour.

As with many rotating systems, the collection of data is complicated by the fact that measurement system cannot be hard wired to the non-rotating frame. To solve this problem, wireless voltage nodes were employed. Two devices, one per blade, were used during the experiment. The devices are capable of reading seven analog input voltage channels each. Four of the channels are differential channels, with amplification and filtering. The first four strain gauges were read through these. The commercial software allowed the gauge offset and bridge factor to be preset, such that the software logged strain directly. The other three channels are single ended and were used to measure the fifth strain gauge, the Hall Effect sensor, and the analog azimuth encoder signal respectively. These three channels were logged as digital bits and were therefore filtered and converted to strain, hinge angle, and azimuth angle respectively as part of the data post-processing.

The rotor azimuthal angle was measured using a 1000 counts-per-revolution optical encoder ring and reader. In order to capture meaningful data from the optical encoder, the pulsed signal was converted to an analog signal that varied between 0 and 3 V and was reset with the encoder index pulse. Some supporting circuitry was required to collect and condition the data. DC power of +5 V was supplied to the instrumentation through a slip
ring mounted at the base of the shaft.

The supporting circuitry was contained at the top of the rotor, and was designed to perform the following functions:

- distribution of +5 V DC excitation to all the components of the instrumentation system;
- counting of the encoder pulses, converting them to analog voltage, and resetting the analog voltage at the reference location; and
- dividing of the output of the Hall Effect sensor from 5 to 3 V.

During set-up, the two outboard gauges on one blade were damaged. Data was collected from the working gauges on both blades for all experiments. The sample rate was selected automatically by the wireless nodes and is related to the number of active channels on the node. Blade 2, having five working gauges, was sampled at 452 Hz. Blade 1, having 3 working gauges, was sampled at 520 Hz.

D.1.2 Motor Control

The rotor rotation velocity profile was governed by a brush servo motor that was connected to the rotor through a 3:1 gear box. The rotor motion was controlled to a pre-defined engage/disengage profile of angular velocity that follows a sinusoidal acceleration during engage and a linear deceleration during disengage. Figure D.1 shows the engage/disengage profile that was used. The rotor was engaged over the specified engagement time, $t_r$ s, to the final speed, which was most often 200 RPM at model scale, representing 33% of the scaled normal operating rotor speed. This speed was then held for $30 - t_r$ s, and disengaged over $t_{r1}$ s.

The motion control system consisted of a universal motion instrument card, motion control card, and a current adjustable amplifier all connected to a single CPU. The virtual instruments provided with the motion control card were used to develop a motor control Graphical User Interface, which allowed easy modification of the engage profile parameters.
A PID controller was set up with user-defined inputs for position and velocity control. The controller was tuned for velocity control primarily due to the importance of accurately tracing the specified rotor angular velocity profile. The position control was occasionally employed to orient the rotor system at the start of each experimental run.

D.1.3 System Configuration

The first phase of the experiment was composed of components as shown in Figure D.2(a). The wind tunnel was controlled by and the data from tunnel instruments were acquired from the existing tunnel infrastructure computers. The rotor motor parameters were managed by a controller computer, and the motion was triggered by the tunnel data system. The model instrumentation information was transmitted wirelessly to a separate acquisition computer.

The motion platform experiment was set up using similar equipment. In this case, the motor controller was triggered manually instead of remotely with an electronic trigger. A schematic of the system for the motion platform is shown in Figure D.2(b).
Figure D.2: Schematic of the experimental data and control systems.
D.2 Experimental Execution

For each data set, the wind tunnel or motion platform, and motor parameters were set; the rotor was centred by hand such that the blades started in a consistent configuration, with blade 1 into wind; the wind tunnel or motion platform, and motor system were triggered; and the data was collected automatically and saved manually.

D.3 Data Processing

D.3.1 Calibration

Prior to beginning the experiment, the strain gauges were zeroed by setting the blades on their edges such that gravitational effects did not act in the flap direction. These settings were recorded in the data collection software and used for the duration of the experiment, and their applicability was verified periodically using a known resting blade state. Strain data for the following cases were also recorded to facilitate data reduction and later simulation of the experimental cases:

- blade static deflection due to gravity;
- damping profile of the blade resulting from a drop test; and
- damping profile of the blade and bumpers resulting from a drop test onto the droop stops.

Photographs of the blade deflecting due to gravity were also taken.

Additionally, the following calibrations were completed. The voltage response of the Hall Effect sensors at known hinge angles was recorded and the linearity of the sensors across the hinge angle range was verified. The sensitivity of the Hall Effect sensors to variations in the input voltage was measured, and found to vary between the sensors and with hinge angle. The accuracy of the wirelessly transmitted single-ended channels was found to be within 15 mV.
With respect to the wind tunnel, the boundary layer profile, including turbulence, resulting from the grid was measured using a three-hole Cobra probe. Due to the large wind tunnel blockage of the boundary layer grid and the ship decks, the wind tunnel velocity at the hub location was calibrated for the 0 and -20° ship decks at rotor height using a vane anemometer. These measurements were used to compute the corresponding freestream reference flow velocity at rotor height for use as input into the airwake model. At the beginning of each set of runs, typically every half day, a tare was taken to record the tunnel conditions with wind off. The tare runs are used to correct the tunnel speed information for atmospheric pressure and temperature.

### D.3.2 Data Reduction

The reduction and analysis of the experimental data was carried out after the experiment had been completed. The Hall Effect signal was digitally filtered to eliminate frequencies above 35 Hz and was converted to hinge angle using the calibration. The analog signal from the fifth strain gauge was filtered and converted to strain.

The strain gauge data was then processed to give blade deflections. The elastic deflection of the blade and curvature are related by

\[
\kappa = \frac{d^2 z}{dx^2} \left[ 1 + \left(\frac{dz}{dx}\right)^2 \right]^{-\frac{1}{2}}
\]  

where \(x\) is measured along the blade, \(z\) is the vertical deflection of the beam from the beam reference line, and the curvature, \(\kappa\), can be obtained using \(\kappa \nu = \epsilon\), which is valid for small strains. Here, \(\nu\) is the distance from the neutral axis to the strain gauges, and \(\epsilon\) is the measured bending strain.

After solving for a functional expression for the curvature along the blade at a specific instant, Equation D.1 was converted to first order using a change of variables and then solved numerically for slope with spatial marching. The slope was then directly integrated to find elastic deflection. This procedure was completed for each instantaneous time measurement.

During data reduction, the wind tunnel speed was obtained using the data-point-specific
tunnel static and dynamic pressure, tunnel static offset, and tunnel total temperature combined with calibration data.

**D.4 Experimental Challenges**

Due to the available equipment, time constraints, and lack of experience, some experimental challenges were encountered during and after data collection. These challenges, their effects on the results, and associated mitigation strategies are briefly described.

**D.4.1 Voltage Regulation**

The supporting circuitry was missing one important feature: adequate voltage regulation. During testing with the rotating system, the sliding contact in the slip ring was shown to affect the consistency of the voltage supplied to the instrumentation. The impact on the collected data varies. The wireless devices have their own voltage regulators, and so the strain gauges were not affected.

The encoder analog signal was directly affected by variations in supply voltage. While the exact azimuthal position at a given time is uncertain, the reset angle is not, and so the rotor profile could be obtained by curve fitting the reset times. Since the supply voltage to the onboard circuitry was not recorded, the variation in the encoder reset voltage gives some insight into the magnitude of the supply voltage variation. The reset voltage varies by an amount in the order of 0.27 V, which is 5% of the nominal voltage.

The Hall Effect sensor information is most affected by the varying supply voltage. The magnitude of sensor output is affected by the magnitude of voltage input at a rate of $\Delta V_{out} = 0.35\Delta V_{in}$. Therefore the hinge angle uncertainty due to slip ring voltage supply is in the order of 0.095 V, which corresponds to at most 1.2°. Individual inspection of data sets led to greater confidence in the hinge angle measurement in some cases.

This issue is present in both phases of the validation experiment.
D.4.2 Variable Bumper Stiffness

During data reduction, it became apparent that the neoprene bumpers exhibit a non-linear flexible behaviour that resembles a first-order system. Due to this property, and the nonlinear stiffness curve shown in Figure 5.4, the stops are not properly modelled using linear assumptions. As a first approximation for the time history of bumper deflection, the response for an applied load of 6.5 N was recorded using a stop watch and dial gauge. The response is shown in Figure D.3.

D.4.3 Wireless Packet Drop

In order to correlate the data collected by each wireless node, the encoder signal was recorded by both. When plotted together, the encoder signals show an inconsistent shift of up to 1.5 rad/s in rotor speed with respect to one another and with the expected rotor speed as prescribed by the motor controller. This discrepancy is believed to result from dropped data packets in the wireless data transmission. As a result, frequency domain analysis of the results will yield only approximate results, and time history comparisons drift over time. Still, displacement values are unaffected, and correlations of the time history of results over short times, such as the engage sequence, are still believed to be valuable.

During Phase 2 of the experiment, the data were logged locally on the wireless nodes and transferred after the run was complete. This method avoids wireless packet drop.
D.4.4 Motor Control Drift

The rotor velocity profile is determined by variable time parameters that are fed into the LabView program that controls the motor. During the wind tunnel experiment, the profile was controlled using LabView’s internal clock, which drifts over time. This phase lag does not seriously affect the engage time, since the error accumulates slowly, however it causes some uncertainty as to the time at which the disengage portion of the profile was initiated.

By using the computer CPU clock, this problem was eliminated for the Motion Platform phase of testing.

D.4.5 Strain Gauge Output

During data reduction, the output of strain gauge five was found to drift. During the initial runs, the fifth strain gauge contributes in an expected manner to the overall strain profile along the blade. Subsequent experimental runs exhibit much more erratic behaviour; both are shown in Figure D.4. The first four gauges are not subject to this drift as their calibration information is handled by the wireless nodes. Therefore, the first four gauges were used to calculate blade tip deflection. Since the blade deflection is governed primarily by the first, second, and third flapping modes, four operating gauges are sufficient to resolve the blade deflection.

The outermost two gauges on blade 1 were damaged during manufacturing and model assembly. For this blade, the first three gauges were used to calculate the blade tip deflection. Once again, three operating gauges were deemed to be sufficient to resolve the blade deflection. During the motion platform experiment, a third gauge on blade 1 was damaged. Therefore, blade 2 only is used for comparison for Phase 2 of the validation experiment.

D.5 Results

The true value of the experimental results is realized when comparison with simulation data is performed. However, the direct results of the experiment, blade deflections under varying conditions, are also interesting. As they are discussed, it is important to bear in
Figure D.4: Strain gauge readings for static gravitational tip deflection to demonstrate inconsistency in gauge 5 (gauge numbers marked).
mind that the magnitudes of the blade deflections have been exaggerated for the purposes of the experiment. The actual magnitudes are not the focus of the results, however the trends offer insight that can be applied more widely.

D.5.1 Phase 1: Wind tunnel

For Figures D.5 to D.21, total vertical blade tip deflection results are shown, given relative to the undeflected rotor disc. For the downward deflection results, the static deflection values are shown as corresponding horizontal lines. The maximum and minimum deflections for the 0 degree deck angle are shown in Figures D.5 to D.10. The blade deflections generally increase with wind speed; this trend is widely observed in the data.

For the operating conditions studied, the engage/disengage time does not appreciably affect blade response. The exception is with the downward deflection during the 2 and 4 s engage/disengage at higher wind speeds. This behaviour can be explained by the speed at which the rotor was disengaged. For fast engage/disengage profiles (2 and 4 s), the rapid changes in aerodynamic loading result largely from the rotor acceleration and deceleration. The blade height from which the blade falls during disengage, which depends on azimuthal angle, is related to the maximum downward deflection. For slower engage times (8, 12 and 15 s), the changes in aerodynamic loading result largely from flow variations in the airwake.

For this reason, the blades tend to settle more smoothly onto the droop stops. Still, the blades can encounter the updrafts several times at slow speeds. This effect also yields large blade deflections. However, the tendency for fast-engage cases to experience surprisingly high maximum deflections compared to their slow engaging counterparts, which follow a more predictable trend, is widely observed in the data.

The deflection trends for blades 1 and 2 are not necessarily the same, which is a result of differences in blade azimuthal angle at any given time. Blade 1 always started into wind, and encountered reverse flow and decreasing updrafts for its first half-turn. Blade 2 encountered increasing forward flow and increasing updrafts during its first half-turn. The blades then encountered the updraft flow region 180 degrees out of phase.

Figures D.11 through D.17 show the results for the ship deck at -20 degrees roll angle.
For these results, the magnitude of the updraft at the leading edge of the ship deck is greater than with the 0° deck. As such, data collected for the -20° deck generally exhibit much greater upward blade deflections. However, the downstream blade also experiences some relative updrafts in the -20° deck configuration, and a separated flow region. As a result, downward blade deflections for the -20° deck are not universally greater than those for the flat deck. Generally, the maximum downward deflections are similar for low blade pitch angles, and sometimes decreased for high blade pitch angles.

The blade deflections are shown to increase in severity with both positive and negative pitch angle, as shown in Figures D.18 and D.19. As previously noted, the fast engage time cases (2 and 4 s) typically show very different behaviour from the slow engage time cases (8, 12, and 15 s). Because the fast engage cases are much more sensitive to azimuthal angle, some unpredictability is expected in the blade behaviour. This is demonstrated by the 2 second engage of blade 2 at 8 degree pitch, for which there were two runs at 4 m/s wind speed. The azimuthal position at which disengage starts depends on the engage time for the run, backlash in the motor/gear system, and any position error that accumulates as a result of the velocity-level motor control.

Figures D.20 and D.21 show the relative effects of the ship decks compared to blade deflections without the ship deck installed. At 0° blade pitch, the deck angle appears to affect the magnitude of the upward blade deflections. The results for no deck and the 0° deck are similar, while the deck at -20° shows much higher upward deflections. In contrast, the downward deflections observed with no deck are much reduced compared to those for the deck at 0° and -20°.

### D.5.2 Phase 2: Motion Platform

The results of the motion platform experiment also show some interesting trends. Figure 5.17(a), which is used for validation, shows the total root mean square of blade deflection as a function of platform roll frequency and rotor rotation frequency. These results are from experiment Part I.

Parts II and III include six representative ship motion files, which have each been given
a number, as shown in Table 5.5. Figure D.22 shows the maximum upward and downward total blade deflections for representative engage/disengage profiles. Each motion file gives a unique response, depending on the waves encountered during the simulation. Engage times do not appear to appreciably affect the maximum deflections. Pitch angle has the expected effect on upward deflection with large negative pitch angles having the lowest deflection and large positive having the highest. Downward deflections do not show predictable trends, which indicates that more factors, likely the droop stops, are at play. Figure D.23 shows the maximum deflection results for a rotor rotating at slow constant speed during representative ship motion. Here, blade pitch angle appears to have the general effect of lifting the blades.
Figure D.5: Blade deflections over the 0° deck for -8° blade pitch.
Figure D.6: Blade deflections over the 0° deck for -4° blade pitch.
Figure D.7: Blade deflections over the 0° deck for 0° blade pitch.
Figure D.8: Blade deflections over the 0° deck for 4° blade pitch.
Figure D.9: Blade deflections over the 0° deck for 6° blade pitch.
Figure D.10: Blade deflections over the 0° deck for 8° blade pitch.
Figure D.11: Blade deflections over the -20° deck for -8° blade pitch.
Figure D.12: Blade deflections over the -20° deck for -4° blade pitch.
Figure D.13: Blade deflections over the -20° deck for 0° blade pitch.
Figure D.14: Blade deflections over the -20° deck for 2° blade pitch.
Figure D.15: Blade deflections over the -20° deck for 4° blade pitch.
Figure D.16: Blade deflections over the -20° deck for 6° blade pitch.
Figure D.17: Blade deflections over the -20° deck for 8° blade pitch.
Figure D.18: Blade deflections for a maximum rotor speed of 7 rad/s for 0° ship deck.
Figure D.19: Blade deflections for a maximum rotor speed of 7 rad/s for -20° ship deck.
Figure D.20: Blade deflections with and without deck models for 0° blade pitch.
Figure D.21: Blade deflections with and without deck models for 8° blade pitch.
Figure D.22: Blade deflections for motion platform tests with representative ship motion for motion platform test Part II (Section 5.1.4).
Figure D.23: Blade deflections for motion platform tests with representative ship motion for motion platform test Part III (Section 5.1.4).
Table D.1: Validation cases for 0° ship deck.

<table>
<thead>
<tr>
<th>case number</th>
<th>wind speed m/s</th>
<th>blade pitch deg</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.32</td>
<td>-8</td>
</tr>
<tr>
<td>2</td>
<td>5.85</td>
<td>-8</td>
</tr>
<tr>
<td>3</td>
<td>8.00</td>
<td>-8</td>
</tr>
<tr>
<td>4</td>
<td>4.41</td>
<td>-4</td>
</tr>
<tr>
<td>5</td>
<td>5.64</td>
<td>-4</td>
</tr>
<tr>
<td>6</td>
<td>8.02</td>
<td>-4</td>
</tr>
<tr>
<td>7</td>
<td>3.68</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>5.85</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>8.07</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>4.48</td>
<td>4</td>
</tr>
<tr>
<td>11</td>
<td>5.69</td>
<td>4</td>
</tr>
<tr>
<td>12</td>
<td>7.97</td>
<td>4</td>
</tr>
<tr>
<td>13</td>
<td>4.29</td>
<td>6</td>
</tr>
<tr>
<td>14</td>
<td>5.83</td>
<td>6</td>
</tr>
<tr>
<td>15</td>
<td>8.08</td>
<td>6</td>
</tr>
<tr>
<td>16</td>
<td>4.30</td>
<td>8</td>
</tr>
<tr>
<td>17</td>
<td>5.84</td>
<td>8</td>
</tr>
<tr>
<td>18</td>
<td>8.06</td>
<td>8</td>
</tr>
</tbody>
</table>

D.6 Wind Tunnel Validation Cases

This section contains the time-history plots that are directly applicable to the validation discussion contained in Section 5.3.3. There are 38 experimental cases for which the rotor engagement time was 8 s. For the 0° ship deck, the 18 cases are listed in Table D.1 and shown in Figures D.24 to D.32. For the -20° ship deck, the 20 cases are listed in Table D.2 and shown in Figures D.33 to D.42.

For each figure, the experimental data is shown by the dashed line ad the simulation equivalent is shown by the solid line.
Table D.2: Validation cases for -20° ship deck.

<table>
<thead>
<tr>
<th>case number</th>
<th>wind speed</th>
<th>blade pitch</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.91</td>
<td>-8</td>
</tr>
<tr>
<td>2</td>
<td>6.12</td>
<td>-8</td>
</tr>
<tr>
<td>3</td>
<td>4.72</td>
<td>-4</td>
</tr>
<tr>
<td>4</td>
<td>6.05</td>
<td>-4</td>
</tr>
<tr>
<td>5</td>
<td>8.58</td>
<td>-4</td>
</tr>
<tr>
<td>6</td>
<td>4.60</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>6.16</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>8.68</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>4.70</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td>6.14</td>
<td>2</td>
</tr>
<tr>
<td>11</td>
<td>8.57</td>
<td>2</td>
</tr>
<tr>
<td>12</td>
<td>4.71</td>
<td>4</td>
</tr>
<tr>
<td>13</td>
<td>6.10</td>
<td>4</td>
</tr>
<tr>
<td>14</td>
<td>8.67</td>
<td>4</td>
</tr>
<tr>
<td>15</td>
<td>4.74</td>
<td>6</td>
</tr>
<tr>
<td>16</td>
<td>6.27</td>
<td>6</td>
</tr>
<tr>
<td>17</td>
<td>8.73</td>
<td>6</td>
</tr>
<tr>
<td>18</td>
<td>4.62</td>
<td>8</td>
</tr>
<tr>
<td>19</td>
<td>6.26</td>
<td>8</td>
</tr>
<tr>
<td>20</td>
<td>8.63</td>
<td>8</td>
</tr>
</tbody>
</table>
Figure D.24: Time history validation traces for 0° ship deck.
Figure D.25: Time history validation traces for 0° ship deck.
Figure D.26: Time history validation traces for 0° ship deck.
Figure D.27: Time history validation traces for 0° ship deck.
Figure D.28: Time history validation traces for 0° ship deck.
Figure D.29: Time history validation traces for 0° ship deck

(a) Validation case I

(b) Validation case II
Figure D.30: Time history validation traces for $0^\circ$ ship deck.
Figure D.31: Time history validation traces for $0^\circ$ ship deck.
Figure D.32: Time history validation traces for 0° ship deck.
Figure D.33: Time history validation traces for -20° ship deck.
Figure D.34: Time history validation traces for -20° ship deck.
Figure D.35: Time history validation traces for -20° ship deck.
(a) validation case 7

(b) validation case 8

Figure D.36: Time history validation traces for -20° ship deck.
Figure D.37: Time history validation traces for -20° ship deck.
Figure D.38: Time history validation traces for -20° ship deck.
APPENDIX D. THE VALIDATION EXPERIMENT

Figure D.39: Time history validation traces for -20° ship deck.
Figure D.40: Time history validation traces for -20° ship deck.
Figure D.41: Time history validation traces for -20° ship deck.
Figure D.42: Time history validation traces for -20° ship deck.