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ABSTRACT

Three experiments were conducted to examine the nature of spetial frequency
interactions in the processing of binocular disparities in lateral motion. A recent
report by Morgan and Castet (1995) suggested that the upper temporal frequency limit
of stereopsis was 30 to 40 Hz regardless of spatial frequency. However, the
observation of a constant upper temporal frequency limit may have resulted due to the
restricted range of spatial frequencies used in their experiment (0.04 to 0.32
cycle/degree). The first experiment demonstrated that the upper temporal frequency
limit of stereopsis is indeed contingent on spatial frequency where higher spatial
frequencies exhibited progressively poorer temporal resolution. These results are in
agreement with the notion that disparity is processed in channels which are tuned to
spatial and temporal frequencies. In an effort to identify interactions across spatial
frequencies in stereopsis, a second experiment was conducted where spatial
frequencies processed with similar and different temporal resolutions were combined
in compound gratings. Upper velocity limits for compound gratings comprising
in the upper velocity limit consistent with the presence of high spatial frequency
constraints. In a third experiment I demonstrate that these constraints are more likely

to be observed at small disparities and are largely absent at larger disparities. This
" suggests that the magnitude of disparity plays an important role in determining how
motion signals are bound.
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INTRODUCTION

The eyes, on average, are laterally separated by 6.5 cm and therefore see the
visual world from different angular perspectives. As a result, the retinal projections of
our visual environment are also slightly displaced on the horizontal extent. Such
retinal position displacements are called binocular disparities. In order for observers
to view an object foveally, observers converge their eyes onto its location, effectively
bringing together the disparate retinal projections. By converging the eyes in such a
way, the visual system allows all objects falling at that same distance to project onto
corresponding retinal points (the collection of these points form a fixation plane
called the horopter). Hence, by definition, objects falling onto the horopter will have
a disparity of zero, whereas objects falling in front of, or behind, the horopter will
have a disparity other than zero.

The ability of the visual system to compute the absolute distance of an object,
with respect to the observer, does not mean that it is unaware of the distance of
objects not falling onto the fixation plane. In fiact, because the disparity between
stimulated retinal points is geometrically related to the distance of objects from the
horopter, the visual system is able to derive the relative depth of objects with respect
to fixation. Furthermore, the visual system can also derive whether the object is lying
in front of, or behind, the horopter and this even in the absence of monocular cues.

This is achieved by considering whether or not the disparity between stimulated
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retinal points is cross or uncrossed with objects having crossed disparities appearing in
front, and objects having uncrossed disparities appearing behind the horopter.

The idea that binocular disparities contribute critically to the perception of
depth derives from the invention of the stereoscope by Wheatstone in the 19th century.
It is Wheatstone who first demonstrated that the visual system uses horizontal
disparities to establish the relative depth of objects with respect to the fixation point.
Since Wheatstone’s demonstration, stereoscopic perception has been the subject of
extensive studies in the fields of psychophysics (Dev, 1975; Julesz, 1960, 1971; Marr
& Poggio, 1976, 1979; Mayhew & Frisby, 1981) and neurophysiology (Pettigrew,
1965 : as cited in Barlow, Blakemore, & Pettigrew (1967); Barlow, Blakemore, &
Pettigrew, 1967; Hubel & Wiesel, 1970; Poggio, 1984; Hubel & Livingston, 1987).
Perhaps the most seminal psychophysical work on disparity and stereopsis was
conducted by Julesz in 1960 when he introduced random-dot stereograms. Random-
dot stereograms consist of two images (one presented to the right and the other to the
left eye) initially composed of an identical pattern of random texture. Within one of
the images, however, a subset of the texture depicting a form (e.g., a square) is shifted
to the left or right. Because each image in random-dot stereograms is composed of
random texture, no form can be seen within each image by itself. Only when the
images are viewed stereoscopically the portion of dots, which is shifted, can be seen

as appearing either in front of, or behind, the remaining texture depending on whether



the shift is to the left or to the right. This is important because it provides conclusive
evidence that binocular disparities are used by the visual system to infer depth even in
the absence of a recognizable monocular form. The impact that Julesz’s
demonstration had on stereopsis research can not be overstated as the following
decades produced a substantial amount of interest in the identification of the neural
substrate and mechanisms that are responsible for encoding binocular disparities. For
example, although no formal mechanism was proposed in the original description of
the binocular function of the visual cortex, Hubel and Wiesel (1962) had already
speculated that cortical cells may be involved in encoding depth information. It is
difficult to imagine that such a speculation would have been possible without the
important contribution of Julesz (1960).

Although the potential existence of cortical neurons responsible for the
encoding of binocular disparities was first established by Hubel and Wiesel (1962),
the first direct physiological evidence of disparity encoding in the brain was only
obtained in the mid-1960s when Pettigrew (1965) (as cited in Barlow, Blakemore, &
Pettigrew, 1967) conducted electrophysiological studies of binocular neurons in the
striate cortex of the cat. Results from his experiments demonstrated the existence of
disparity selective cells in the primary visual area. In a later study, Barlow, et al.,
(1967) extended these results by presenting, for the first time, the notion that there are

binocular neurons in the primary visual cortex which respond selectively to stimuli



4
positioned at various distances from the eyes (i.c., different retinal disparities). These

results (Barlow et al.,1967) ultimately lead to the widely accepted notion that
binocular cells respond to different depths in space relative to the fixation point (i.e.,
different binocular disparities). Barlow et al., (1967) also suggested that this coding
was specialized for horizontal disparities. This suggestion is based on the finding that
there are neurons with receptive fields that possess different positional offsets from
the corresponding retinal point, and that the distribution of preferred disparities was
larger for the horizontal dimension than for the vertical.

Given the psychophysical data gathered in behavioural experiments and the
neurophysiological evidence for the existence of a neural substrate for the encoding of
depth information through binocular disparities, it is not surprising that most
contemporary theories of stereopsis rely heavily on the computation of disparities to
explain depth perception (Dev, 1975; Marr & Poggio, 1976, 1979; Mayhew & Frisby,
1981; Anzai, Ozhawa, & Freeman, 1999; DeAngelis, Ohzawa, & Freeman, 1995).
Although these models differ with regard to how the computation of binocular
disparities is achieved, disparity has and continues to drive the crux of most models of
stereopsis.

Stereo Acuity for Objects in Motion
In order to assess the limits of human ability to perceive relative depth,

experimenters have often relied on the smallest disparity at which observers can still
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reliably report depth between two stimuli (one at zero disparity and the other at a non-

zero disparity). The general agreement resulting from these studies is that, under the
best conditions, stereo acuity is somewhere in the range of 2 to 6 arc sec of disparity,
which is similar to that observed with a standard Vemier acuity task (Tyler, 1973;
Howard, 1919; Anderson & Weymouth, 1923, Woodburn, 1934). As noted by Morgan
and Castet (1995), however, studies that have examined the lower disparity limits of
stereopsis have been mainly restricted to static images. This is a problem because our
visual environment is not strictly limited to static images. In addition, observers often
navigate in their natural setting causing even static objects to produce dynamic retinal
A number of studies have examined the ability of observers to accurately
perceive depth for objects in motion (Richards,1951; Tyler, 1971; Regan & Beverly,
1973; Tyler, Schor, & Colletta, 1992; Lankheet & Lennie, 1995). Overall, the results
indicate that the binocular visual system is rather sluggish in that disparity information
was lost at temporal frequencies above 4 Hz to 6 Hz. It is somewhat surprising that
the visual system would be so sluggish in determining dynamically the depth of
objects in motion. Indeed, these results suggest that the visual system employs
binocular disparities mainly for the encoding of objects moving at low velocities, and
that it relies solely or largely on monocular depth cues for objects moving beyond 4

Hz to 6 Hz. This is somewhat unlikely given the rather large proportion of binocular



cells that demonstrate disparity selectivity (an estimated 66% of cells in area MT)
(Maunsell and Van Essen, 1983).

As pointed out by Morgan and Castet (1995), these studies may not provide a
complete measure of the temporal properties of the visual system in encoding
disparities in dynamic displays. This is due to the fact that these studies have
examined the spatiotemporal aspects of stereoscopic vision using experimental
procedures which temporally modulate the disparity signal. The studies’ findings may
thus be limited to objects moving towards, or away from, the observer and may only
represent an indication of the limitations of the visual system to assess a dynamic
gradient of disparities. In the visual environment, however, the motion of objects is
not necessarily restricted to movement towards or away from observers and may
include a lateral component as well.

Lateral displacements of objects on the retinae pose a different problem with
respect to dynamic disparity computations. In contrast to motion in depth, the retinal
disparities of laterally moving objects can remain relatively the same regardless of the
position of the object. Thus, instead of stimulating a variety of disparity selective
neurons, as occurs with motion in depth, the detection of disparity in lateral motion
relies mainly on the temporal resolution of disparity specific neurons. Consider, for
example, a motor vehicle moving on a street perpendicular to you while you are

looking at a sign directly across from this same street. For the sake of simplicity, let



us further assume that the vehicle is moving at a constant velocity. Because the
vehicle is located away from fixation (i.c., at a depth different than that of the sign
upon which your eyes are converging), it will mainly stimulate non-corresponding
retinal points. However, the fact that it is moving implies that it will eventually
stimulate corresponding retinal points, albeit with a given temporal delay. In order to
 accurately assess the relative depth of the vehicle, the visual system must be able to
decipher the temporal delay between the stimulation of corresponding retinal points.
As another example, a bar moving laterally at a fixed velocity of 100° per second at a
constant disparity of 0.1°, will stimulate corresponding retinal points with a temporal
delay of 1 msec. Ifthe visual system were unable to decipher a signal arising from a 1
msec phase difference, the bar would be perceived as having stimulated corresponding
retinal points at the same time, yielding a zero disparity signal. From this, it becomes
obvious that, for laterally moving objects, the sensitivity of the visual system to
disparity signals is limited by the temporal resolution of the receptive fields of
disparity detectors. In other words, the extent to which a disparity selective neuron is
able to assess the relative depth of a laterally moving object is limited by its temporal
resolving power (Morgan & Castet, 1995). Consequently, there should be a maximum
velocity at which stereopsis will function efficiently. Despite this observation, little
has been done to assess the upper velocity limit of stereopsis. In fact, an extensive

review of the literature revealed only the study of Morgan and Castet.



The Morgan and Castet Study

In their experiment, Morgan and Castet asked observers to view vertically
oriented gratings of 0.04, 0.08, 0.16, and 0.32 cycle/degree which were drifted
horizontally at various velocities. T‘hzbeneﬁtinusingmhspaﬁal&eqmncym
is that they allow an independent manipulation of velocity (expressed in degrees per
second) and temporal frequency (expressed as cycles per second or Hz), where
temporal frequency of a grating is defined as the number of cycles passing a given
point in space per second, and velocity is defined as the temporal frequency divided by
the spatial frequency. Hence, for a given velocity, temporal frequency could be
manipulated by varying the spatial frequency of the grating (a higher spatial frequency
grating yielding a higher temporal frequency, and a lower spatial frequency grating a
lower temporal frequency).

The displays used by Morgan and Castet consisted in a pair of identical
gratings that were presented on the left and right half of a computer monitor. Stereo
dispaﬁﬁuwminﬂodwﬁdbyshiﬁingtheposiﬁonofoneofthegaﬁngs(icw
advancing or retarding the phase of the right eye grating relative to the left). This
- caused the fused grating to appear either in front of, or behind, a fixation plane
consisting of a static random-dot pattern presented at zero disparity. The task of the
observer was to report whether the grating had appeared in front of, or behind, the

surrounding static random-dot pattern. Using static versions of their displays, Morgan



and Castet determined the disparity threshold for each observer at each spatial
frequency. The disparity thresholds were defined as the amount of phase shift
(disparity) needed to achieve an 84% correct criteria. Using an adaptive psychometric
procedure, Morgan and Castet then assessed the observers’ ability to maintain the
disparity threshold at increasing velocities.

Morgan and Castet’s results demonstrated that, contrary to temporally
modulated disparities, stereo acuity for laterally moving objects could be maintained
for very high velocities (i.e., 640° per second in the case of the lowest spatial
frequency) which decreased proportionately with increasing spatial frequency.
However, as velocity is proportional to the spatial frequency, Morgan and Castet
argued that the true limit of stereopsis was not defined by velocity at all but by the
temporal frequency of the display'. Indeed, when the data were plotted against
temporal frequency instead of velocity, stereo acuity broke down at approximately 30

to 40 Hz for all spatial frequencies. Based on these results, Morgan and Castet argued

1

. The proportional relationship between the upper velocity limit and spatial frequency is due to the geometrical
constraints imposed by differing spatial frequencies. With periodic stimuli such as spatial frequency gratings,
the maximum displacement over which motion can be unambiguously perceived is half the spatial period (i.e.

180%). As spatial frequency increases however, a 180° displacement results in visual angle displacements
which proportionately decrease as spatial frequency increases. Thus, although observers may be able to

resolve a 180° dispiacement at all spatial frequencies, the resulting velocity decreases proportionately with
increasing spatial frequency. Upper velocity limit data can be converted as upper temporal frequency limits

by multiplying the velocity with the appropriate spatial frequency. This resuits in a measure of motion which

frequencies are reflected as a proportional reductions in the upper velocity limit or alternatively, a constant
upper temporal frequency limit.
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that the temporal resolution of the visual system for processing disparities in lateral
motion was approximately 30 to 40 Hz regardless of spatial frequency.

There are physiological considerations as well as psychophysical data
suggesting that the decline of stereoscopic performance between 30 and 40 Hz as
observed by Morgan and Castet (1995) may only represent a partial picture of the
upper limit of the visual system’s ability to compute depth in lateral motion. This is
owing to the restricted range of spatial frequencies used by Morgan and Castet (1995).
For example, there is strong evidence that the visual system processes visual
information through channels that are tuned to spatial frequency (Campbell & Robson,
1968; Blakemore & Campbell, 1969; Graham, Robson, & Nachmias, 1978; Shoham,
Hubener, Schulze, Grivald, & Bonhoeffer; 1997; Waugh & Hess, 1994). These
channels differ markedly in their temporal responses with channels tuned to high
spatial frequencies preferring low temporal frequencies, and those tuned to low spatial
frequencies preferring high temporal frequencies. Channels tuned to low spatial
frequencies respond best to signals between 5 and 10 Hz and are capable of resolving
signalsupto30to401-lz(k§bson,l966).

Recent results by Shoham et al. (1997) suggest that there are differences in the
temporal frequency preference of channels tuned to spatial frequencies ranging
between 0.1 and 1 cycle/degree. One interesting aspect of their results is that the

temporal frequency preference of neurons tuned to spatial frequencies below 0.6
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cycle/degree were so similar that they argued for the presence of a single spatial

frequency channel for spatial frequencies below 0.6 cycle/degree and a separate
channel for spatial frequencies between 0.6 and 1.0 cycle/degree. Waugh & Hess
(1994) also examined the temporal sensitivity of the visual system using Gabor
patches with a centre spatial frequency of 0.12, 1, and 3 cycles/degree. Using these
stimuli, they assessed the contrast sensitivity function of the visual system at various
temporal frequencies. Much like the results observed by Shoham et al., they observed
that the peak of the temporal contrast sensitivity function shifted to lower frequency
values as the spatial frequency of the Gabor patch was increased from 0.12to 3
cycles/degree.

The presence of spatial frequency channels in stereopsis was recently
demonstrated by Prince, Eagle, and Rogers (1998). Prince et al. examined the
contrast masking function of test stimuli comprising a signal spatial frequency that
varied between 0.4 to 3.2 cycles/degree in steps of 1 octave. These signal spatial
frequencies were then combined with a binocularly uncorrelated noise mask with a
centre spatial frequency varying between 0.4 to 9.5 cycles/degree in steps of one half
octave. The idea behind such stimuli is that disparity acts as a signal which must be
detected in the presence of the inherent noise of the visual system. If processing of
disparity information is effected through separate spatial frequency channels, then one
could potentially drown the disparity signal in noise by adding binocularly
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uncorrelated noise with a spatial frequency at, or near, the spatial frequency of the
sthnuhmwhosedispuhymustbed;tected(ie.,dnsigmlspaﬁalﬁeqlmcy). The
results observed by Prince et al. revealed masking functions which peaked at, or near,
the signal spatial frequencies of the test stimulus (i.c., 0.4, 0.8, 1.6, and 3.2
cycles/degree). The interesting aspect of Prince et al.’s results is that they are in
broad agreement with the results observed by Waugh and Hess (1994) for temporal
frequencies.

Taken together, results from Prince et al. and Waugh and Hess indicate that
processing of disparities is effected by channels which are tuned to spatial and
temporal frequencies. Essentially, channels tuned to low spatial frequencies exhibit a
high temporal resolution whereas channels tuned to higher spatial frequencies exhibit
a progressively lower temporally-passed response as spatial frequency increases.

Although there is still some debate as to whether the spatiotemporal frequency
preferences of the visual system at such low spatial frequencies represent a single
channel clasping a continuous gradient of neurons tuned in space and time or separate
mwlymedsp.ﬁmmchmuau;mpeusm,zooomemm
there are differences in the temporal frequency responses of the visual system across
spatial frequencies puts into question whether the relatively high temporal resolution
(30 to 40 Hz) observed by Morgan and Castet would hold beyond 1 cycle/degree.

Forsooth, it is not unreasonable to suggest that the restricted low spatial frequency
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range used in their experiment represents the upper limit of the temporal resolution of
the visual system, and that we should observe poorer temporal responses for spatial
frequencies above 0.32 cycle/degree. In summary, the marked differences in the
spatiotemporal characteristics of the visual system for spatial frequencies between
0.12 and 3 cycles/degree (Shoham et al., 1997; Waugh & Hess, 1994; Prince etal.,
1998) suggest that the consistent breakdown in performance between 30 and 40 Hz is
likely to be the result of the relatively narrow range of low spatial frequencies used in
the work of Morgan and Castet.

Another question is how the results obtained by Morgan and Castet can be
generalised to more complex stimuli such as compound gratings comprising a high
and a low spatial frequency. This is important as the natural environment is
comprised of stimuli that are invariably more complex in their spatial frequency
content. One aim of this study is to assess how the visual system handles the
computation of disparity information for laterally drifting compound gratings. If
indeed the upper temporal frequency limit of stereopsis decreases with increasing
spatial frequency then it may be possible to create a compound grating with spatial
~ frequency components which are processed with different temporal resolutions by the
visual system. The question then arises as to which of the spatial frequencies would
dominate the percept. One possibility is that the visual system’s ability to compute

disparities at high velocities is solely determined by the lowest spatial frequency
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present in the stimulus (low spatial frequency constraint hypothesis). In which case

we would expect the upper velocity limit of the compound grating to conform to that
of the lower spatial frequency component when tested alone. Another possibility is
that the presence of higher spatial frequencies will constrain the upper velocity limit
as the visual system is more sluggish in processing higher spatial frequencies (high
spatial frequency constraint hypothesis). As will be discussed in the following two
sections, there is ample empirical evidence to expect either of these outcomes.
Low to High Spatial Frequency Constraints oa Stereopsis

In this section, empirical evidence suggesting an important role of low spatial
frequencies in resolving the correspondence problem in stereo vision is presented
(Marr & Poggio, 1979; Legge & Gu, 1989; Wilson, Blake, & Halpern, 1991). As will
be discussed, some authors (Marr & Poggio, 1979) suggested that the inherent
ambiguity of stereo matches at higher spatial frequencies could be resolved if stereo
matches at lower spatial frequencies were established prior to those at higher spatial
frequencies. Empirical evidence for the importance of lower spatial frequencies in
stereopsis was offered in a study conducted by Wilson, Blake, and Halpern (1991)
who demonstrated that the presence of low spatial frequencies can actually constrain
the fusion range at higher spatial frequencies. However, an influence of higher spatial
frequencies on the fusion range of lower spatial frequencies was not observed. These

results suggest that the visual system may have access to stereo matches at lower
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spatial frequencies prior to, and independently from, stereo matches at higher spatial
frequencies. If this is the case, the visual system may rely mainly on lower spatial
frequencies when computing the depth of a drifting compound grating. As a result, we
would expect little influence of the higher spatial frequency component of a
compound grating on the upper velocity limit of stereopsis.

Initial demonstrations of stereopsis with random-dot stereograms (Julesz,
1960) have had a great influence on the formulation of models of stereopsis. Indeed,
because of the fine spatial scale of the elements used in random-dot stereograms it
was difficult to imagine how the visual system could achieve stereopsis with such
stimuli without considerable computations, or trial and error. Yet stereopsis seemed
to occur quasi-effortlessly for observers with normal binocular vision. Given the
ambiguous nature of interocular correspondence for such stimuli and the ease with
whichtbeycmbeﬁmimpstcmﬂmodelsofsteteopsislnvefocussedontheneed
for the visual system to resolve efficiently the massive amount of false matches that
would result from attempting to fuse, on a point per point basis, two random dot
stercograms.

There is empirical evidence of the inherent ambiguity that the visual system
encounters when attempting to establish stereopsis at high spatial frequencies (e.g.,
Piggins, 1978; Odom & Chao, 1987; Legge & Gu, 1989). For instance, in an

experiment conducted by Legge and Gu (1989), observers were asked to report
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whether a test stimulus composed of two vertically oriented sine wave gratings (test

stimulus) appeared in front of, or behind, a zero disparity grating which was presented
just below the test stimulus. The threshold disparity for the detection of depth was
then determined as a function of the spatial frequency of the grating. Results of the
experiment showed that threshold disparity was inversely proportional to spatial
frequency, reaching a minimum at about 2.5 cycles/degree, after which the threshold
increased erratically. The irregular increase in disparity threshold above 2.5
cycles/degree can be explained by the fact that, when spatial frequency increases
beyond a certain point, disparity becomes ambiguous since it is not clear which bar
should be paired with which (classically referred to as the correspondence problem or
more commonly the wall paper illusion).

With periodic stimuli (such as spatial frequency gratings), there isa
geometrical reason why disparity detection should be linked to spatial frequency
(Howard & Rogers, 1995). Indeed, the largest disparity over which two images of a
grating can be matched is one half of the spatial period of the grating. If the disparity
is any greater than this, the two gratings may be matched in more than one way.
Because of this, only lower spatial frequencies allow the visual system to match two
images at disparities exceeding the periodicity of higher spatial frequencies. In
addition, because there are fewer contours at lower spatial frequencies, there are fewer

chances of establishing erroneous matches. It is thus not surprising that many models
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ofstereopsishaveuﬁliudideasandﬁndingemmﬁngﬁommhonspaﬁal
frequency channels to explain how stereopsis is achieved. From as early as 1972,
models such as that proposed by Felton, Richard, and Smith (1972) have suggested
Mdispaﬁﬁwmpmmsedbydisﬁnctsizechamelshthevianlsymm,where
smaudispaﬁﬁ&smpromedbyhighspaﬁd&eqmmychmhandlugedispaﬁﬁs
by low spatial frequency channels.

Anothermodelimplemenﬁngspaﬁalﬁ'equencychmelsinsteteopsiswas
proposed by Marr and Poggio (1979). In an effort to offer a solution to the ambiguity
of stereo matches with random-dot stereograms, Marr and Poggio (1979) suggested
that the visual system could eliminate matching ambiguities by using disparity outputs
at coarser scales to drive stereo matching at finer scales. They reasoned that it would
bemoreeﬁcientfortheviwalsystemtoﬁrstﬁndmatchsatlowspaﬁalfrequncia
mdmusethedispaﬁtyoutpmofthuechamelsmshiﬁthemgeofstereomhing
at higher spatial frequencies. There are a number of mechanisms which have been
proposedmenablelowspaﬁalﬁequencychmelswshiﬁthematchingprmat
higherspaﬁalﬁ'eqmnciawithinthcappropﬁatemgeofdispaﬁﬁﬁ. For example, in
* Marr and Poggio’s (1979) model, this would be accomplished through initial vergence
cye movements driven by initial disparity estimates from coarser scales. Regardless of
memmmvolveimmmodelsanshuetheassmpﬁmthatdispaﬁtysﬁm

at larger scales are derived first and serve to guide stereo matches at finer scales.
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Such an approach to the computation of stereoscopic depth suggests that the
visual system makes use of the spatial frequency content of stimuli to compute
disparities. In fact, there is much support in the psychophysical literature for a
disparity encoding scheme based on spatial frequencies. As stated earlier, from a
theoretical perspective, with periodic stimuli such as spatial frequency gratings, there
are geometrical reasons why disparity detection must be linked to spatial frequency
(Howard & Rogers, 1995). Indeed, the largest disparity over which two images of a
grating can be matched in a particular way is one half of the spatial period of the
grating (i.e. + or - 180°). Based on a disparity encoding scheme derived from spatial
scales, we would expect that both the smallest and the largest disparity over which two
gratings of identical spatial frequencies can be matched would be related in some way
to a constant angular phase disparity.

The threshold data obtained by Legge and Gu for spatial frequencies up to 2.5
cycles/degree are consistent with the idea that disparity thresholds are best described
as a constant angular phase offset. Indeed, their resuits demonstrated that the log/log
plot of the disparity threshold in arc sec was inversely proportional to spatial
frequency, reaching a minimum at about 2.5 cycles/degree. The proportional
relationship between the decrease in the threshold, as expressed in arc sec, with

phase offsets as a means to compute binocular disparities. In fact, converting arc sec
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threshold as an angular phase disparity results in a relatively constant threshold

angular phase disparity for all spatial frequencies. Similar results were also observed
in an experiment conducted by Smaliman and Macleod (1994) where they examined
the upper disparity limit of stereopsis. Results of their experiment indicated that the
fusion limit of human observers decreases with increasing spatial frequency ina
manner that is, again, consistent with the prediction of a phase encoding scheme up to
a spatial frequency of 2.5 cycles/degree. The proportional reduction in both the
disparity threshold and the upper disparity limit with increasing spatial frequency is
referred to as the size-disparity correlation.

The idea that low spatial frequencies play a pivotal role in stereopsis has also
received empirical support in a series of experiments conducted by Wilson, Blake, and
Halpern (1991). In their experiment, Wilson and his colleagues measured the effects
of a background grating of one spatial frequency on the fusion limit of another grating.
The question addressed was whether the depth plane defined by a low spatial
frequency grating had any effect on the fusion range of a high spatial frequency patch
(8 or 12 cycles/degree) (as implied by Marr & Poggio, 1979). To answer this
question, the fusion range of the high spatial frequency patch was measured in the
presence and in the absence of the low spatial frequency grating.

Results of their experiments showed that low spatial frequencies restrict the

fusion range of higher spatial frequencies. However, the influence of lower spatial
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frequencies was only observed when the low and high spatial frequencies were

separated by no more than 2 octaves. When they were separated by more than 2
octaves, no interactions across spatial frequencies were observed and the high
frequency patch was seen transparently through the low spatial frequency grating.
More importantly, no evidence was found for the case where higher spatial
frequencies constrained the fusion range of lower spatial frequencies. Based on these
results, Wilson et al. concluded that low spatial frequencies constrained the processing
of disparities at higher spatial frequencies but only within a range of two octaves.
SUMMARY

In this section, ecological reasons as well as empirical evidence for a low
spatial frequency constraint on stereopsis were discussed. From an ecological
perspective, one can readily see why the visual system would employ a low to high
spatial frequency coding scheme for disparity. By first matching stimuli on low
spaﬁalﬁ'eqmnciswhereambiguityislesslikeiytobeaproblemandthenusingthse
coarse disparity estimates to drive stereo matches at higher spatial frequencies, the
visual system could avoid many of the mismatches that arise at higher spatial
frequencies where interocular correspondence is more ambiguous.

In addition to this, empirical evidence was reviewed which suggests that a low
to high spatial frequency constraint is at work in the processing of disparity. These

studies have shown, in turn, that there is an inherent ambiguity in stereopsis associated
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with higher spatial frequencies (Legge & Gu, 1989) and that, consistent, with these
data, the visual system seems to prioritize binocular matches at lower spatial
frequencies when processing disparities (Wilson et al., 1991). This, presumably,
allows the visual system to then use coarse disparity estimates at lower spatial
frequencies to guide stereo matches at higher spatial frequencies. The idea that the
visual system can only constrain stereo matches at higher spatial frequencies after
having derived the appropriate disparity signal at lower spetial frequencics, strongly
suggests that disparity signals at lower spatial frequencies are derived independently
from, and prior to, disparity signals at higher spatial frequencies.

In considering the question that lead to this review of the literature (i.c., upper
velocity limit of stereopsis for compound gratings), there are good reasons to believe
that the upper velocity limit of stereopsis for a compound grating would be
determined by the lower spatial frequency component. This is despite the lower
temporal resolution of the visual system at higher spatial frequencies. Indeed,
intuitively, one would expect that if the visual system gains independent access to
disparity information at low spatial frequencies where temporal resolution is optimal,
then such a signal would be available when processing the disparity of a laterally

moving object.



High to Low Spatial Frequency Coustraints on Stereopsis

In this section, we present a number of studies which demonstrated that high
spatial frequencies may also influence stereo matches at lower spatial frequencies.
Overall, three sources of evidence are presented which suggest that, in stereopsis, high
spatial frequencies interact strongly with lower spatial frequencies. Indeed, the
resistance of higher spatial frequencies to factors which are known to be detrimental
to stereopsis at lower spatial frequencies (Cormack, Stevenson, & Landers, 1991), the
domination of higher spatial frequencies at small disparities (Rohaly & Wilson, 1993),
and the presence of high spatial frequency constraints in motion (Clear & Braddick,
1990) argue strongly for the presence of high spatial frequency constraints on the
upper velocity limit of stereopsis. That is to say, the visual system may not have
independent access to the lower spatial frequency component in drifting compound
gratings.
Stercopsis for static Images

Although there is much evidence to suggest that processing of disparities
proceeds from coarse to fine spatial scales, there is also evidence that disparities at
highspaﬁalﬁemwnciscmsetvetodisambigmedispﬁﬁsatlowerspaﬁal
frequencies. For instance, in an experiment conducted by Smaliman (1995), observers
were asked to view simultaneously an ambiguous and an unambiguous stimulus

specified at different spatial frequencies. The ambiguous stimulus could be matched
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in the crossed or uncrossed directions equally well. It was created by presenting a low

spatial frequency grating vertically. To achieve ambiguity, the grating was presented
180 degrees out of phase across the two eyes with an odd number of half cycles
presented to the left eye and two less to the right eye. This produced a fused stimulus
that was completely ambiguous and which could be matched in the crossed or
uncrossed direction equally well. The unambiguous stimulus consisted of
rectangularly filtered random-dot stereograms, shifted inside panels with zero
disparity. As noted by Smallman, rectangularly filtered stereograms specify
disparities that are unambiguous because the effective horizontal frequency varies
vertically as well as horizontally, thus avoiding the wallpaper illusion inherent with
vertically modulated sine waves.

On each trial, observers were asked to view two panels (i.c., test and standard
panels). The test panel was presented 15 arc min above the fixation point and
contained filtered stereograms at a given disparity and with a centre spatial frequency
of either 2 or 8 cycles/degree. To these stereograms several cycles of the ambiguous
grating with a spatial frequency of 2 or 8 cycles/degree were added. Thus, the display
could comprise a low spatial frequency ambiguous stimulus with a high spatial
frequency unambiguous stimulus or vice-versa. The depth of this panel was judged
against the standard panel situated 15 arc min below the fixation point and at zero

disparity. The standard was made of 2 cycles/degree filtered stereograms of the same






