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Abstract

In mobile cloud computing systems, cloud computing has a significant impact on wireless networks. Cloud computing and wireless networks have traditionally been addressed separately in the literature. In this thesis, we jointly study the operations of cloud computing and wireless networks in mobile computing environments, where the objective is to improve the end-to-end performance of cloud mobile media delivered through mobile cloud computing systems. Unlike most existing studies on wireless networks, where only the spectrum efficiency is considered, we consider not only the spectrum efficiency in wireless networks but also the pricing information in the cloud, based on which power allocation and interference management in the wireless networks are performed. We formulate the problems encountered in the operations of mobile cloud computing environments, including determining the price to charge for media services, resource allocation, and interference management, as a Stackelberg game model. Moreover, we extend this game model with multiple players through network virtualization technology, and adopt the replicator dynamics method to solve the evolutionary game between the different groups of small cells. Furthermore, a backward induction method is used to analyze the proposed Stackelberg game. Simulation results are presented to show the effectiveness of the proposed techniques.
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Chapter 1

Introduction

1.1 Research Overview

Recently, cloud computing has drawn a lot of attention from both academia and industry. It has advantages over traditional computing paradigms, such as avoiding capital investments and operational expenses for end-users. The essential characteristics of cloud computing include on-demand self-service, broadband network access, resource pooling, rapid elasticity, and measured service [1]. Furthermore, with recent advances in mobile communication technologies, mobile devices, and mobile applications, more and more end-users access cloud computing systems via mobile devices, such as smart phones. As such, mobile cloud computing is widely considered as a promising computing paradigm with a huge market. In traditional mobile computing systems, mobile devices usually have limited computing and storage capabilities. In contrast, utilizing the powerful computing and storage resources available in the cloud environments, mobile cloud computing can enable the use of cutting-edge multimedia services. In the cloud, the resources have much higher processing and storage capacities compared to what traditional mobile devices can provide. And thus, the cloud can offer a much richer media experience than current mobile applications.
There are many promising cloud mobile media (CMM) services based on mobile cloud computing, including media storage and downloading services, audio services, and interactive services (e.g., multi-way video conferencing, advertisements, and mobile multiplayer gaming). CMM services will not only make the end-users enjoy a richer media experience from a mobile device, but a more important aspect is that CMM services will also offer new opportunities for CMM service providers (SPs) and telecom operators to offer end-users rich media services that can be delivered efficiently such that end-users are satisfied and have a good quality of experience. For telecom operators, CMM services will narrow the growing gap between the growth in data usage by end-users and revenue earned by SPs. Despite the potential of CMM services, several research challenges still need to be addressed. These include the following: the availability and accessibility of media services, mobile data integrity, user privacy, energy efficiency, response time, and the quality of service (QoS) over wireless networks. Among these challenges in deploying CMM services, one of the most important is the response time experienced by end-users, which is highly dependent on the quality and speed of the network. Indeed, networking has become a bottleneck, and thus, it has a significant impact on the quality of cloud services. This problem becomes more severe in CMM services due to the scarce network capacity, higher bit error rate, and user mobility in wireless networks. One of the main reasons behind the above problem is that cloud computing and network communications are not jointly designed and optimized. Therefore, when the end-users use CMM services they may suffer long response times and a degraded QoS. In this thesis, we propose an approach based on game theory to consider the joint design of cloud computing and wireless networks. In addition, we introduce the deployment of the telecom operator cloud (TOC) as a promising approach for “interchanging and mixing” the CMM services from different third party CMM SPs.
1.2 Research Motivations

Most current CMM services are offered by over-the-top (OTT) players, which provide easy-to-adopt, on-demand services by exploiting ubiquitous connectivity [2]. OTT SPs can offer tons of CMM services, which contain media storage services, downloading services, and interactive services (e.g., multi-way video conferencing, and cloud gaming) [3, 4]. However, these OTT players do not provide communication or connectivity services, which are offered by traditional telecom operators. Thus, it is necessary to provide a quantitative approach to jointly consider the following problems in a mobile cloud computing environment: the price to charge end-users for CMM services, resource allocation, and the interference management of wireless networks.

To solve the mentioned problems met in the mobile cloud computing environments, an approach based on game theory is proposed to model the interactions between CMM SPs and the end-users in the heterogeneous wireless networks (HWNs) where the objective is to benefit both parties.

The main target of this research is to design a Stackelberg game approach for modelling CMM SPs and end-users in a mobile cloud computing environment. The proposed approach jointly considers the decision of what to charge end-users for CMM services (called the CMM service price decision), allocation of resources (e.g., wireless capacity) and interference management. More concisely, the objectives of this research are summarized below.

- Design a model that combines the cloud computing environments and HWNs together.
- Present a technique based on game theory that provides quantitative values for the CMM service price decision and the power allocation.
• Perform simulation experiments to evaluate the proposed approach, and prove the existence of Nash equilibrium of the Stackelberg game method.

1.3 Thesis Contributions

In this thesis, we jointly study the operations of cloud computing and wireless networks in a mobile computing environment with a TOC. The objective is to improve CMM service. To the best of our knowledge, the design of joint cloud and wireless networks has not been addressed in previous works. The distinct features of this work are outlined below.

• We consider a mobile cloud computing system with TOC, in which CMM SPs and the size of the CMM service can be dynamically selected. In this way, a telecom operator can strengthen its relationships with end-users and third party CMM service providers by acting as a service and billing aggregator. This can be accomplished using network virtualization technology [1].

• The operations of wireless networks (e.g., resource allocation and interference management) are optimized according to the following: CMM traffic, real-time price provided by the CMM SPs, and the cost associated with the CMM services.

• We formulate the problem of determining the CMM service price decision, resource allocation of wireless network resources, and interference management as a multi-level Stackelberg game. Stackelberg game has been successfully used in cooperative communication networks, and other areas [5]. To analyze the proposed game, we use a backward induction method [6] that can capture the sequential dependencies of the decisions in the stages of the game model. In addition, we propose an iteration algorithm to obtain the Stackelberg equilibrium solution.
• Extensive simulations are performed to investigate the performance of the proposed techniques. Based on the simulation results, we verify the convergence of the Stackelberg equilibrium iteration algorithms.

• New challenges arise, which have not been addressed by existing research, when jointly considering the dynamics of cloud, CMM services, and wireless networks. We believe that the research and results that are presented will open a new avenue and motive additional research for considering the operations of cloud and wireless networks in a mobile cloud computing environment.

1.3.1 Accepted and Submitted Papers

The following papers have been accepted or submitted:


1.4 Thesis Organization

The rest of the dissertation is organized as below:

• Chapter 2 provides a brief survey of related work, and describes background
information of the concepts used in this research, which includes mobile cloud computing, HWNs, telecom clouds, and game theory.

- Chapter 3 introduces a system model that jointly considers the CMM SPs and HWNs with small cells. Multiple CMM SPs offer CMM service prices to HWNs. Simulation results have been presented to show that the cloud operations have a significant impact on HWNs. Joint optimization of the operations performed by the cloud and wireless networks is necessary because of the unique dynamics between the cloud, CMM services, and wireless networks. By jointly optimizing the operations of clouds and wireless networks, the proposed scheme can significantly improve the performance of the mobile cloud computing systems.

- Chapter 4 extends the system model (discussed in Chapter 3) with multiple players, which includes CMM SPs, TOC, and HWNs with small cells and network virtualization technology. We formulate the problems of determining the CMM service price, wireless power allocation, and interference management as a three-level Stackelberg game model. Simulation results are presented to show the effectiveness of our proposed schemes.

- Chapter 5 concludes the thesis by summarizing key results, and describing directions for future research.
Chapter 2

Background and Related Works

This chapter provides a survey of literatures related to this dissertation.

2.1 Mobile Cloud Computing

Several definitions of mobile cloud computing are available. In [7], the authors define the mobile cloud computing as “a rich mobile computing technology that leverages unified elastic resources of varied clouds and network technologies toward unrestricted functionality, storage, and mobility.” It serves a multitude of mobile devices anywhere, anytime through the channel of ethernet of Internet regardless of heterogeneous environments and platforms based on the “pay-as-you-use” principle.

Another definition of mobile cloud computing is described in [8]: “commonly, the term mobile cloud computing means to run an application such as Google’s Gmail for Mobile on a remote resource rich server, while the mobile device acts like a thin client connection over to a remote server through wireless network. Some other examples of this type are Facebook’s location aware services, Twitter for mobile, mobile weather widgets, etc.” The authors also consider mobile devices themselves as resource providers to set up a mobile P2P network. Thus, this approach supports user mobility, and recognizes the potential of mobile clouds to perform collective sensing
as well.

In [9], the authors describe that “mobile cloud computing often involves three foundations, namely cloud computing, mobile computing and networking, and can be considered as an emerging cloud service model following the trend to extend the cloud to the edge of networks.”

In this thesis, we adopt the definition made by [10]: “mobile cloud computing is an emergent mobile cloud paradigm which leverages mobile computing, networking, and cloud computing to study mobile service models, develop mobile cloud infrastructures, platforms, and service applications for mobile clients. Its primary object is to deliver location-aware mobile services with mobility to users based on scalable mobile cloud resources in networks, computers, storages, and mobile devices. Its goal is to deliver them with secure mobile cloud resources, service applications, and data using energy-efficient mobile cloud resources in a ‘pay-as-you-use’ model.”

Although some excellent works have been done to study cloud computing and wireless networks [10–13], these two important areas have traditionally been addressed separately in the literatures. However, from the perspective of end-to-end applications [14], both cloud and wireless networks are parts of the entire system. The experience in end-to-end applications (e.g., video and TCP-based applications) indicates that the optimized performance in one segment of the whole system does not guarantee the end-to-end performance [15,16]. To ensure the optimal usage of the resources of clouds and wireless networks and enable the scalability of the CMM service users [17], joint cloud and wireless networks operations should be used for each CMM service client [18].
Figure 2.1: The primary features of mobile cloud computing.
2.1.1 Features of Mobile Cloud Computing

The primary features of mobile cloud computing are shown in Fig. 2.1, and are described in detail below.

- **Resource Management**: mobile clouds can manage the resources more freely and enable resources provisioning and de-provisioning automatically. The resources that need to be managed computing resources, network resources, as well as the resources of mobile devices.

- **Security and Privacy**: this feature relies on the body of the security capabilities, technologies, processes, and practices. It is designed to protect mobile devices, heterogeneous networks, clouds and the data from attacks, damage, and illegal access.

- **Scalability**: this feature considers three dimensions for scalability in the mobile cloud computing environments that include the following: cloud scalability, network scalability, and the scalability of the mobile devices.

- **Convenience**: in the mobile cloud computing environments, the end-users can access the cloud resources (services and applications) at anytime from anywhere.

- **Connectivity**: this feature adopts the well designed APIs, protocols and standards offered by existing work on mobile clouds to enable easy and secure connectivity between different networks, and third-party applications or systems.

- **Virtualization**: there are three types of virtualization (network virtualization, cloud virtualization, and virtualization mobile devices) that can be used in the mobile cloud computing environments.
• **Multi-tenancy**: this feature allows the mobile cloud to support multiple end-users in heterogeneous networks.

• **Utility Billing and Energy-efficient**: the mobile cloud provides several service billing models such as meter-based, volume-based and subscription-based.

### 2.1.2 Mobile Cloud Computing Business Service Models

Similar to the cloud computing model, for achieving low-cost media services by using the “pay-as-you-use” approach, mobile cloud computing can also adopt the utility billing model to acquire resources and provide the media services. There are several business service models based on mobile cloud computing as listed below.

• **Mobile Software-as-a-Service (MSaaS)**: the mobile cloud computing can enable **Software-as-a-Service (SaaS)** and its related functions, which are provided to the end-users with additional features such as mobility, location-awareness, and accessibility from anywhere at anytime. Through this model, the end-users can access the mobile application services deployed on the cloud using the wireless communication technology.

• **Mobile Platform-as-a-Service (MPaaS)**: the mobile cloud computing delivers mobile platforms as a cloud service. It integrates the mobile application management, mobile operator management, and mobile device management built on the cloud to provide maximum scalability and security.

• **Mobile Infrastructure-as-a-Service (MIaaS)**: the cloud infrastructure and its resources are provided to the end-users using “pay-as-you-use” approach. Through MIaaS, all the computing and storage capability of the cloud can be provisioned, manage, and returned according to the demand of the mobile end-users’ requests.
Mobile Network-as-a-Service (MNaaS): the infrastructure of heterogeneous networks and its related resources are provided by a vendor or “broker” to the mobile end-users in response to on-demand requests. This allows a desirable wireless network infrastructure to be dynamically configured, deployed, and structured for the mobile connectivity to an existing cloud infrastructure. MNaaS provides mobile networking infrastructures as a service [14]. The primary advantage of MNaaS is higher scalability and elasticity. In addition, MNaaS requires a relatively low start-up cost for a network service vendor or “broker”. An infrastructure provider or independent telecom operator builds and operates a network (using wireless or transport connectivity) and sells its communication access capabilities to the third parties of clouds charging a price according to capacity utilized by the end-user [19]. An example of MNaaS is OpenStack that is an open-source cloud operating system [20]. It allows end-users to create their own networks, control traffic, and connect servers and devices to one or more networks.

Mobile App-as-a-Service (MAaaS): it refers to a service business model where diverse mobile applications can be deployed, managed, hosted, and monitored.

Mobile Testing-as-a-Service (MTaaS): it refers to a service business model where various mobile-based testing devices, tools, and services are provided by a vendor or “brokering” as resources to its mobile clients. Clients use this service to help support the testing of their mobile-based softwares and applications, and are charged using a “pay-as-you-use” or other business models.

Mobile Community-as-a-Service (MCaaS): it refers to a service business
model where various mobile social networks and communities can be dynamically
established and managed to provide social community services. MCaaS can
also be used to provide networking to mobile end-users using a “pay-as-you-use”
or other business models.

- **Mobile Multimedia-as-a-Service (MMaaS):** it refers to a service business
model where rich media services based on the application services (e.g., high-
quality movies and digital games) are deployed, managed, and hosted to deliver
the media service to the mobile end-users using a “pay-as-you-use” or other
business models.

### 2.1.3 Network Virtualization

Network virtualization is a game-changing technology that enables operators to meet
all these evolving demands of its users giving the operators the ability to scale network
capacity dynamically and adopt a range of innovative business models.

Virtualization essentially decouples the network hardware from software by intro-
ducing a virtual resource manager layer that mediates between the network elements
and the software-based network controllers. *Software-defined Networking* (SDN) is
an emerging network architecture which is considered as one of the most promising
technologies for realizing virtual networks, especially for managing the control of the
network [21, 22]. The four key features of SDN are summarized below.

- Separation of the control plane from the data plane;
- A centralized controller and view of the network;
- Open interfaces between the devices in the control plane and those in the data
  plane;
• Programmability of the network by external applications.

Similar to the wired network virtualization discussed above, wireless network virtualization can have a very broad scope ranging from spectrum sharing, infrastructure virtualization, to air interface virtualization. The physical infrastructures owned by one or more telecom operators can be shared among multiple service providers. Wireless network virtualization needs the physical wireless infrastructure and radio resources to be abstracted and isolated to a number of virtual resources, which can be acquired by different SPs. In other words, virtualization of networks regardless of wired or wireless, can be considered as the process of splitting the entire network infrastructure into virtual resources [23]. However, the distinctive properties of the wireless environments, in terms of time-variants channels, attenuation, mobility, broadcast, etc., make wireless network virtualization more complicated.

In this thesis, we define wireless network virtualization (WNV) as the technology in which infrastructure resources and physical radio resources can be abstracted and sliced into virtual wireless network resources that have certain corresponding functionalities, and can be shared by multiple parties through isolation from each other. In other words, virtualizing a wireless network is to realize the process of abstracting, slicing, isolating, and sharing the wireless networks. Above all, it is the key concept of the MNaaS business model. Since wireless network resources are sliced into multiple slices, the terms virtual slice and virtual network have a similar meanings to the term virtual wireless network resources. To avoid confusion, we use the term network virtualization to refer to this entity.

2.1.4 Mobile Cloud Service General Model

According to [24], the total revenues of entertainment mobile cloud services (e.g., Amazon’s Cloud Drive and Apple’s iCloud) are expected to be up to $39 billion by
2016. This situation leads to the explosive growth in mobile data usage, and also means that there will be a dramatic shift regarding how mobility is being used in entertainment areas. The limitations of mobile cloud services are summarized below.

- Limited scalability in network bandwidths and traffic support;
- Limited probability and connectivity between wireless networks that are owned by different telecom operators;
- Limited resource sharing and insufficient usage of network resources;
- Less green computing in networks.

The issues discussed above have become the key challenges of mobile cloud computing. To achieve elasticity and scalability for mobile networking and communication services, the architecture of mobile service system is deployed using following layers as shown in Fig. 2.2:

- **Cloud layer**: scalable cloud infrastructures and platforms, where diverse back-end mobile application servers can be executed, managed, and maintained on the selected cloud for deploying a specific service (e.g., PaaS and SaaS). The objective is to share the computing resources, improve the system utilization, and reduce the cost of the utility billings.

- **Mobile cloud layer**: this layer consists of the essential services and features critical to mobile cloud computing, such as energy-efficient, provisioning and management of mobile cloud resources, service for mobile application brokering, mobile multimedia services, mobile application services, and mobile cloud security management, etc.

- **Network layer**: this layer groups, manages, and delivers the network resources
Figure 2.2: The mobile cloud service general model.
via a MNaaS business model. In addition network virtualization and energy-saving techniques are used to achieve the elasticity and scalability of the network resources, which helps achieve higher network resource utilization.

- **Mobile device layer:** this layer provides the mobile connectivity interfaces to the mobile end-users so that the users can have a consistent and comprehensive access to mobile cloud application services. The essential features of this layer include secure end-to-end mobile transactions and connectivity, as well as maintaining the privacy of end-users.

The mobile service general model offers many advantages as described below.

- The model increases the elasticity and scalability of wireless networks, as well as provide better resource utilization and sharing of resources.

- The model reduces the capital expenditures for the development of diverse mobile network resources, which support a variety of access technologies and combine different market segments.

- The model reduces the cost of operations via use of energy-efficiency techniques and technologies, as well as improves the overall utilization of the network.

- Due to the unified access, this model can reduce the development cost as well.

### 2.1.5 Heterogeneous Wireless Networks

HWNs approach is introduced to solve the “last mile” issue in the mobile cloud computing environments. The deployment of HWNs with small cells is an important technique to increase the energy efficiency of wireless cellular networks [25]. Currently more and more mobile data traffic is being generated by mobile end-users because of activities such as high quality movies, and playing the digital video games. In HWNs,
macrocells have been deployed to provide a larger coverage area, and to improve the mobility of the devices in cellular networks. However, a disadvantage of macrocells is that they cannot deliver high data rates at indoor environments. To solve this issue, small cells are deployed into HWNs to provide higher data rates and to enhance the in-building coverage as well. Due to the coverage area of small cells, they require much less transmission power than the macrocells. Thus by using small cells, base stations become more energy-efficient when providing broad coverage. However, a large number of small cells may cause interference among the macrocells and other small cells, which leads to degradation of performance and energy efficiency of the whole network [26]. Therefore, a deployment of base stations with different cell sizes (macro and small) is desirable in energy-efficient networks. The HWNs model is shown in Fig.2.3.
2.2 Game Theory

Most CMM SPs adopt the “pay-as-you-use” strategy with a fixed CMM service price. They do not consider providing any incentive for end-users to adjust their strategies according to availability or other factors. Therefore, the default agreements offered by CMM SPs always benefit themselves contractually rather than the end-users. To guarantee the benefits for both the CMM SPs and lower the cost for end-users, an approach based on game theory to solve the above problem is introduced [27].

Game theory is a discipline used to model situations in which decision makers have to make specific actions that have mutual, and possibly conflicting interests. It has been used primarily in economics, in order to model competition between companies, and can give an enterprise insights to decide whether or not it should enter a particular market. The first textbook in this area was written by John Von Neumann and Oskar Morgenstern who also were the inventors of game theory [28]. Six years later, John Nash made a number of additional contributions, including describing the Nash equilibrium [29]. In game theory, the Nash equilibrium is a solution concept of a non-cooperative game involving two or more players, in which each player is assumed to know the equilibrium strategies of the other players, and no player has anything to gain by changing only their own strategies [30]. If each player has chosen a strategy, and no player can benefit by changing strategies, while the other players keep their strategies unchanged; then the current set of strategy choices and the corresponding payoffs constitute a Nash equilibrium. This method is more general than the criterion proposed by John Von Neumann and Oskar Morgenstern, since it is applicable to non-zero-sum games, and marks a quantum leap forward in the development of non-cooperative game theory.

Generally speaking, game theory is a mathematical tool, which can analyze the strategic interactions among multiple decision makers [31]. It can be classified into
four categories in the area of the sharing schemes used in game-theoretic spectrum [32] as shown in Fig. 2.4. The major components in a strategic-form game model are:

- A finite set of **players**, denoted by \( N \);
- A set of **actions**, denoted by \( A_i \), for each player \( i \);
- **Utility** function denoted by \( U_i : A \rightarrow \mathbb{R} \) that can measure the outcome for player \( i \) determined by the actions of all players, \( A = \times_{i \in N} A_i \).

Given the above definitions and notations, a strategic game is often denoted by \( \langle N, (A_i), (U_i) \rangle \). Since the end-users in HWNs may compete for the limited resources, we can model the interactions between them as a game model, which is detailed as follows.

In the wireless network environments, each end-user makes an intelligent decision on the spectrum usage and operating parameters based on the sensed spectrum dynamics and actions adopted by other end-users. Moreover, end-users who compete for the spectrum resources may have no incentive to cooperate with each other and instead may behave selfishly. Therefore, it is natural to study the intelligent behaviors and interactions of selfish mobile end-users from the perspective of a game-theoretic approach.

The game-theoretic models assume that all the end-users and the CMM SPs are intelligent and rational. In this situation, the end-users pay for the service based on the derived value, rather than the unit they consumed. Secondly, these CMM services are owned by different CMM SPs that can be distributed in different locations. The game-theoretic models are not only decentralized but also offer incentives to the participants, which are suitable to solve the problems in the domain of cloud computing. Hence, the game-theoretic models are appropriate to use in a cloud environment, especially for modelling CMM services. In this dissertation, we choose Stackelberg
Figure 2.4: Four categories of game theory of resources sharing.
game model since it has been successfully used in cooperative communication networks, and among other areas. A Stackelberg game is a popular tool to model the situation that consists of a leader and several followers competing with each other for the limited number of resources [5]. Stackelberg game has been successfully used in non-cooperative communication networks [33], and other areas. The leader and followers in a Stackelberg game are usually distributed in space. Similarly, the CMM SPs and end-users are likely to be distributed in space as well.

2.3 Chapter Summary

In this chapter, first of all, fundamental concepts concerning mobile cloud computing, game theory are presented. Secondly, the details of the mobile cloud computing features, mobile cloud computing business service models, network virtualization technology, mobile cloud service general model, and heterogeneous wireless networks are discussed. In the next chapters, the proposed game theoretic approaches for cloud and wireless networks operations in the mobile cloud computing environments are presented in detail.
Chapter 3

Cloud and Wireless Network Operations in Mobile Cloud Computing Environments

In this chapter, we firstly describe a mobile cloud computing system including several third party CMM SPs which offer their services to a telecom operator and use the telecom operator as a “broker”. Then we introduce HWNs with small cells model to improve the network performance in terms of capacity and energy efficiency. Finally, we formulate the whole systems as a three-stage Stackelberg game and the simulation results are discussed in the end of this chapter.

3.1 System Description and Formulation

As shown in Fig. 3.1, we consider a mobile cloud computing system with several third party CMM SPs. The system has a telecom operator cloud that can “mix and interchange” resources offered by different third party CMM SPs, and HWNs contain both macro and small cell base stations. In addition, the problem of joint cloud and wireless networks operations in this system is formulated as a three-stage Stackelberg game.
3.1.1 Telecom Operator Cloud and Third Party CMM SPs

Future media service will definitely be provided by clouds. The multimedia service may come from different cloud service providers, different network types, different technologies, etc. In this chapter, we mainly consider the CMM service model provided by different third party CMM SPs. Different CMM SPs offer rich multi-media services to the end-users, including the streaming media, interactive service, and mobile gaming, etc. In the previous chapter, we have discussed that most of the CMM SPs will choose to partner with the telecom operators rather than to pay. In this scenario, telecom operators will pool variety of third party CMM SPs and offer a virtually unlimited selection of customized and diverse services for end-users.

Telecom operators are making a stronger push to monetize data traffic through OTT-style services and applications. They also attempt to restrict these traffic-heavy, low-revenue OTT services such as streaming media, but this may have negative impacts on user experience, even violates the regulations sometimes.

Operators can play a natural role in the cloud computing, providing the reliable and low-cost connectivity service for any other third party clouds, but this is just an initial step. Some of the pioneers in this area have already explored a new TOC model [1,34,35]. On one hand, telecom operators can use the powerful storage and computing capabilities offered by the cloud for network management, such as billing, etc. In this case, telecom operators are cloud users. On the other hand, telecom operators can also be cloud providers as well. For example, the telecom operators can leverage the network assets to aggregate and resell the services of third party clouds.

As shown in Fig. 3.2, TOC is in an unique position of being as a cloud “broker” between the wireless networks and the third party SPs, and can manage connectivity and offer flexibility in acquiring network resources on-demand and in real-time.

There are three major roles, namely, cloud connectivity, delivery of cloud-based
Figure 3.1: A mobile cloud computing system with telecom operator cloud.
Pricing is an important issue in cloud computing. There are several studies about pricing schemes and algorithms for cloud services [36–42]. We can group them mainly into two categories, namely static pricing and dynamic pricing. In static pricing schemes, prices cannot be changed in a relatively short period, and the telecom operator cloud does not adapt to real-time congestion conditions, and there is no usage incentives [37–40]. By contrast, dynamic pricing can adjust the prices in nearly real-time in response to the observed network conditions [41, 42]. In the mobile cloud environment that is considered in this research, end-users have the abilities to communicate with TOC in real-time. In addition, end-users can easily control their own usage on the individual devices and applications. Therefore, in this chapter, we adopt a dynamic pricing scheme.
3.1.2 Heterogeneous Wireless Networks with Small Cells

A promising approach to improve network performance in terms of capacity and energy efficiency is to use a multi-tier or hierarchical structure with small cells [43]. This architecture represents a novel wireless networking paradigm based on the idea of deploying short-range, low-power, and low-cost base stations, which operate in conjunction with macrocells.

Telecom operators have to deploy multiple wireless access networks with different technologies nowadays to meet the growing demands of users in regards to bandwidth and mobility [44]. HWNs is one of the solutions to make the handover between these technologies more transparent for the end-users, and to facilitate a more seamless experience for roaming. One of the key features in HWNs is to always provide the best data service and network connectivity to the end-users via different available wireless access networks when subjected to different interworking scenarios appearing throughout the time of handover and roaming procedures.

Fig. 3.1 shows HWNs model, in which there is one macrocell base station (MBS) and multiple small cell base stations (SBSs). Each SBS is connected to the MBS via a broadband connection such as a cable modem or digital subscriber line (DSL). The MBS and the small cells have a cognitive capability and can sense the channel state information. There are multiple macrocell users (MUs) and Orthogonal frequency-division multiple access (OFDMA) technology is used. To simplify the analysis of this problem, without loss of generality, we assume that each small cell serves only one small cell secondary user (SSU). All the small cells are deploy sparsely to avoid mutual interference. The macrocell and the small cells are considered to be perfectly synchronized and the whole system is operated in a time-slotted manner.

As we consider that the macrocell and the small cell share the spectrum in the
mobile network, there will be cross-tier interference between them, which will significantly affect the performance. To guarantee the QoS of end-users and reduce this effect, we introduce an interference price charged by MBS to protect itself from the SSU. According to this price and the channel condition, the small cell will change the sub-bands they access and their transmission power.

### 3.1.3 A Game-Theoretic Approach

In this chapter, the problem of joint operations of telecom operator cloud and heterogeneous wireless network is formulated as a three-stage Stackelberg game, which is shown in Fig. 3.3. The main notations used in this chapter are listed in Table 3.1. Each third party CMM SP is a leader that provides a cloud media service price $x_r$ to the macrocell and small cells. All the MUs and the SSUs, which are playing the part of followers, decide the amount of media service from the CMM SPs to purchase according to the service price $x_r$ in Stage I of the game. We measure the media service in bits per second (bps) to meet the end-user’s media demand by guaranteeing performance. In Stage II, firstly, the MBS decides as a follower from which CMM SP to buy the media service, then it acts as a leader to offer an interference price $y$ to the small cells to reduce the interference effect. In the last stage, each SBS decides which CMM SP to buy the service from based upon the service price $x_r$ and the interference price $y$ charged by MBS.

**Cloud Level Game** For the CMM SPs, we assume that each of them is selfish and independent of gaining the revenue as much as possible. Each CMM SP’s profit depends on its own resource cost and the service price, as well as the price offered by the other SPs. For an arbitrary provider, we can formulate the utility function $U_r(x)$
Figure 3.3: Three-stage Stackelberg game model.

below,

\[ U_r(x) = (x_r - c_r) \left( s_m B_{rm} + \sum_{k=1}^{K} s_k B_{rk} \right). \]  \hspace{1cm} (3.1)

The price vector \( x \) \( (x = \{x_1, \ldots, x_r, \ldots, x_R\}) \) denotes the prices offered by the SPs, and \( c_r \) denotes the cost of the CMM SP (e.g., the server cost, infrastructure cost, power usage, and the networking cost) [45]. The set \( R \) \( (R=\{1, \ldots, r, \ldots, R\}) \) denotes the number of the game players - CMM SPs. We assume that the cost of each CMM SP is different from the others. \( s_m \) and \( s_k \) denote MBS \( m \) and SBS \( k \) purchase the amount of CMM service from the CMM SP \( r \). \( B_{rm} \in \{0,1\} \) and \( B_{rk} \in \{0,1\} \) denote whether MBS \( m \) and SBS \( k \) purchase the service from the SP \( r \) or not, where 1 means yes and 0 means no. The SP needs to find an optimal price to the MBS and SBSs in order to maximize its own revenue, which can be solved by
the following problem:

$$\max_{x_r \geq c_r} U_r(x).$$  \hspace{1cm} (3.2)

**MBS Level Game and SBS Level Game** We need to consider both the transmission data rate and the computing resource consumption. To these ends, the MBS needs to limit the interference from small cells by offering the interference price $y$.

We have MBS’s net utility function defined below,

$$U_m(s_m, p_m, y) = \min \left( \frac{W \log_2 \left( \frac{1 + \frac{p_m h_m^2}{\sigma_m^2 + \sum_{k=1}^{K} g_{km}^2 p_k}}{s_m} \right)}{s_m}, \frac{\alpha x_r s_mB_{rm} + \beta y \sum_{k=1}^{K} g_{km}^2 p_k}{s_m} \right).$$  \hspace{1cm} (3.3)

$W$ denotes the transmission bandwidth of each channel, $h_m$ denotes the channel gain from MBS $m$ to its scheduled macrocell user including the path-loss and the small-scale fading process, $p_m$ denotes the transmit power of MBS $m$ to its scheduled MU, here we assume this power is fixed. $\sigma_m$ is AWGN with zero mean and unit variation, and $g_{km}$ denotes the channel gain between the small cell $k$ and the scheduled MU served by MBS $m$ including the path-loss and the small-scale fading process, and $y$ denotes the interference price. The set $K = \{1, \ldots, k, \ldots, K\}$ and $M = \{1, \ldots, m, \ldots, M\}$ denote the number of the SBSs and MBS in HWNs.

The min operator means that we should consider the smaller value of either demand or supply. We assume that we do not know the size of the capacity of MBS $m$ and the amount of CMM service requested from the end-user scheduled by MBS $m$. If the size of the requirements is greater than the capacity of the MBS $m$, we have to choose the capacity to adapt the real environment, and vice versa.
<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_r$</td>
<td>Cloud media service price</td>
</tr>
<tr>
<td>$c_r$</td>
<td>Cost of CMM SP $r$</td>
</tr>
<tr>
<td>$y$</td>
<td>Interference price</td>
</tr>
<tr>
<td>$s_m$</td>
<td>Amount of CMM service (MBS purchased from CMM SP $r$)</td>
</tr>
<tr>
<td>$s_k$</td>
<td>Amount of CMM service (SBS purchased from CMM SP $r$)</td>
</tr>
<tr>
<td>$B_{r_m}$</td>
<td>Whether MBS $m$ purchases service from provider $r$</td>
</tr>
<tr>
<td>$B_{r_k}$</td>
<td>Whether SBS $k$ purchases service from provider $r$</td>
</tr>
<tr>
<td>$W$</td>
<td>Transmission bandwidth of each channel</td>
</tr>
<tr>
<td>$h_m$</td>
<td>Channel gain between MBS and MU $m$</td>
</tr>
<tr>
<td>$h_k$</td>
<td>Channel gain between SBS $k$ and SSU $k$</td>
</tr>
<tr>
<td>$p_m$</td>
<td>Transmit power of MBS to MU $m$</td>
</tr>
<tr>
<td>$p_k$</td>
<td>Transmit power of SBS $k$</td>
</tr>
<tr>
<td>$\sigma_m$</td>
<td>AWGN with zero mean and unit variation in Stage II</td>
</tr>
<tr>
<td>$\sigma_k$</td>
<td>AWGN with zero mean and unit variation in Stage III</td>
</tr>
<tr>
<td>$g_{km}$</td>
<td>Channel gain between the small cell $k$ and the MU $m$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Parameter of tradeoff between service price and transmission rate in Stage II</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Parameter of tradeoff between the transmission rate and interference price in Stage II</td>
</tr>
<tr>
<td>$\mu_k$</td>
<td>Parameter of tradeoff between service price and transmission rate in Stage III</td>
</tr>
<tr>
<td>$\lambda_k$</td>
<td>Parameter of tradeoff between the transmission rate and interference price in Stage III</td>
</tr>
</tbody>
</table>
\(\alpha\) and \(\beta\) denote weights, which represent the tradeoff among the transmission rate, service cost and interference revenue. Moreover, to make all the sub-formulas keep the operator symbols unchanged, we assume that \(\alpha\) and \(\beta\) are greater than 0. The optimization problem for the MBS can be formulated as,

\[
\max_{s_m > 0, y \geq 0} U_m(s_m, y). \tag{3.4}
\]

The net utility function for an arbitrary SBS \(k\) \((k \in \{1 \ldots K\})\) can be defined below,

\[
U_k(s_k, p_k) = \min \left( W \log_2 \left( 1 + \frac{p_k h^2_k}{\sigma^2_k} \right), s_k \right) - \mu_k(x_r s_k B_{rk}) - \lambda_k y g^2_{km} p_k. \tag{3.5}
\]

The symbol \(h_k\) denotes the channel gain between SBS \(k\) and SSU \(k\), including the path-loss and the small-scale fading process, \(p_k\) denotes the transmit power of SBS \(k\), and \(\sigma_k\) is AWGN. \(\mu_k\) and \(\lambda_k\) denote weights, which represent the tradeoff among the transmission rate, service cost and interference cost. Moreover, \(\mu_k\) and \(\lambda_k\) are greater than 0.

The \(\min\) operator means that we should consider the smaller value of either demand or supply. We assume that we do not know the size of the capacity of SBS \(k\) and the amount of CMM service requested from the end-user scheduled by SBS \(k\). If the size of the requirements is greater than the capacity of the SBS \(k\), we have to choose the capacity to adapt the real environment, and vice versa.

The optimization problem for an arbitrary small cell \(k\) can be formulated as,

\[
\max_{s_k > 0, p_k \geq 0} U_k(s_k, p_k). \tag{3.6}
\]
3.2 Three-Stage Game Analysis

In this section, we analyze the proposed three-stage Stackelberg game. Then we obtain the equilibrium to this game. Based on the description of the system, we know that each strategy will affect the others. Hence, we will use a backward induction method to solve this game. And an equilibrium point can always be obtained from the argument: starting from the final nodes, each player chooses a best reply given the (already determined) choices of all the players that move after him. This results in an equilibrium point also in each sub-game, whether that sub-game is reached or not. Such a point is called sub-game-perfect equilibrium, or backward induction equilibrium.

3.2.1 SBS level Game Analysis

For maximizing the utility function of SBSs, each SBS will choose a proper CMM SP to purchase the CMM service according to the service price \( x_r \), and the interference price \( y \) charged by MBS. For an arbitrary SBS \( k \), its utility function will be defined in two cases: (1) \( W \log_2 \left(1 + \frac{p_k h_k^2}{\sigma_k^2}\right) \leq s_k \); (2) \( W \log_2 \left(1 + \frac{p_k h_k^2}{\sigma_k^2}\right) > s_k \). The first case is the most common condition in real mobile cloud computing environment. In the most cases, the transmission rate of the CMM SP is larger than the transmission rate in the sub-band.

For the first case, we can obtain the utility function as:

\[
U_k(s_k, p_k) = W \log_2 \left(1 + \frac{p_k h_k^2}{\sigma_k^2}\right) - \mu_k x_r s_k B_{r_k} - \lambda_k y g_{km}^2 p_k. \tag{3.7}
\]

When \( 1 - \mu_k x_r B_{r_k} > 0 \), in order to maximize \( U_k \), we can use the decomposition theory. We decompose the optimization problem into two sub optimization problems, fix \( s_k \) then make \( p_k^* \) to be optimum to obtain the optimal \( s_k^* \). So, its utility function is a
concave function of \( pk \) based on the definition (3.7), since

\[
\frac{\partial^2 U_k}{\partial p_k^2} = - \frac{W h_k^4 (1 - \mu_k x_r B_{rk})}{\ln(2(p_k h_k^2 + \sigma_k^2))} < 0.
\] (3.8)

Therefore, we can obtain the optimal power allocation strategy \( p_k^* \) below:

\[
p_k^* = \left[ \frac{W (1 - \mu_k x_r B_{rk})}{\ln(2\lambda_k y g_{km}^2)} - \frac{\sigma_k^2}{h_k^2} \right]^+. \] (3.9)

Because the function of \( s_k \) is monotonic decreasing, then we know that it will achieve the maximum when \( s_k \) takes the minimum, that is,

\[
s_k^* = W \log_2 \left( 1 + \frac{p_k^* h_k^2}{\sigma_k^2} \right)
= \left[ W \log_2 \left( \frac{h_k^2 W (1 - \mu_k x_r B_{rk})}{\ln(2\lambda_k y g_{km}^2)} \right) \right]^+. \] (3.10)

When \( 1 - \mu_k x_r B_{rk} < 0 \), the utility function of \( p_k \) is a convex function, then we can obtain the minimum of the function as below,

\[
p_k = \left[ \frac{W (1 - \mu_k x_r B_{rk})}{\ln(2\lambda_k y g_{km}^2)} - \frac{\sigma_k^2}{h_k^2} \right]^+. \] (3.11)

Hence, \( s_k \) can achieve optimal when \( p_k = 0 \). The utility function can be a monotonic decreasing function with \( s_k \): \( U_k(s_k, p_k) = -\mu_k x_r s_k B_{rk} \). So when \( s_k^* = 0 \), the function will get the maximum value, but this situation makes no sense in the real environment. Since an SSU applies for service from a mobile provider, its transmission rate should retain above zero.

For the second case, we can obtain the utility function of \( s_k \) as,

\[
U_k(s_k) = s_k - \mu_k (x_r s_k B_{rk}) - \lambda_k y g_{km}^2 p_k
= (1 - \mu_k x_r B_{rk}) s_k - \lambda_k y g_{km}^2 p_k. \] (3.12)
When $1 - \mu_k x_r B_{rk} > 0$, $U_k(s_k)$ is a monotonic increasing function. To obtain the maximum value from this function, we know that $s_k^* = \left[ W \log_2(1 + \frac{p_k h_k^2}{\sigma_k^2}) \right]^+$. In here, we will keep the transmission power $p_k$ unchanged to make $s_k$ achieve the optimal value.

When $1 - \mu_k x_r B_{rk} < 0$, $U_k(s_k)$ is a monotonic decreasing function. So when $s_k^* = 0$, the function will get the maximum value, but this situation makes no sense in the real environment as well due to the reasons described above.

### 3.2.2 MBS Level Game Analysis

The MBS, in order to maximize its utility function, will firstly as a follower choose a proper CMM SP to purchase the CMM service based on the service price. Then it is as a leader to offer an interference price to the SBSs. We will obtain $U_m$, a function of transmission rate $s_m$ and interference price $y$. In here, we consider the most common situation and also use the decomposition method to solve this problem. Firstly we keep the interference price $y$ unchanged to get the optimal $s_m^*$ to maximize $U_m$, then we obtain the desirable value of $y$. We assume that,

$$I_m = \sigma_m^2 + \sum_{k=1}^{K} g_{km}^2 p_k^*$$

$$= \sigma_m^2 + \sum_{k=1}^{K} g_{km}^2 \left[ \frac{W(1 - \mu_k x_r B_{rk})}{\ln 2 \lambda y g_{km}^2} - \frac{\sigma_k^2}{h_k^2} \right]^+.$$

In the MBS level, it will choose the CMM SP with the lowest service price $x_r^*$. For MBS $m$, its utility function will be defined in two cases: (1) $W \log_2 \left( 1 + \frac{p_m h_m^2}{\sigma_m^2 + \sum_{k=1}^{K} g_{km}^2 p_k} \right) \leq s_m$; (2) $W \log_2 \left( 1 + \frac{p_m h_m^2}{\sigma_m^2 + \sum_{k=1}^{K} g_{km}^2 p_k} \right) > s_m$.

For the first case, this situation is the most common condition in real mobile cloud computing environment. In most scenarios, the transmission rate of the CMM SP is larger than the sub-band transmission rate.
For the second case, it is a rare scene, but we cannot neglect it.

We obtain the utility function in the first case,

\[ U_m(s_m, y) = W \log_2 \left( 1 + \frac{p_m h_m^2}{I_m} \right) - \alpha x_r^* s_m + \beta y \sum_{k=1}^{K} g_{km}^2 p_k^* . \] (3.14)

Because \( \alpha, x_r \geq 0 \), the utility function is monotonic decreasing of \( s_m \), when \( s_m \) chooses the minimum value, the function will achieve the maximum value. Then we can obtain the optimum of

\[ s_m^* = \left[ W \log_2 \left( 1 + \frac{p_m h_m^2}{\sigma_m^2 + \sum_{k=1}^{K} g_{km}^2 \left( \frac{W(1-\mu_k x_r B_{rk})}{2n_k g_{km}^2} - \frac{\sigma_k^2}{h_k^2} \right) } \right) \right]^+. \] (3.15)

And the utility function in the second condition is shown below,

\[ U_m(s_m, y) = s_m(1 - \alpha x_r^*) + \beta y \sum_{k=1}^{K} g_{km}^2 p_k. \] (3.16)

When \( 1 - \alpha x_r^* > 0 \), to maximize the function, the value of \( s_m \) will be

\[ s_m^* = \left[ W \log_2 \left( 1 + \frac{p_m h_m^2}{\sigma_m^2 + \sum_{k=1}^{K} g_{km}^2 p_k^*} \right) \right]^+. \] (3.17)

When \( 1 - \alpha x_r^* \leq 0 \), it is a monotonic decreasing function. To obtain the maximum of the function, \( s_m = 0 \), but this situation makes no sense in the real environment. Since an MU applies for service from a mobile provider, its transmission rate should retain above zero. And we have discussed that only in the condition of \( 1 - \mu_k x_r B_{rk} > 0 \), parameter \( p_k^* \) can get the optimal value. Hence, we will continue the steps in the above default condition.
Due to the piece nature of interference price $y$, we present an indicator function,
\[ D_k = \begin{cases} 
1, & y < \frac{h_k^2 W(1-\mu_k x_r B_{r_k})}{\ln 2 \lambda_k \sigma_k^2 g_{km}^2}, \forall k \\
0, & \text{otherwise.} 
\end{cases} \]  
(3.18)

We can rewrite $U_m$ which is shown as (3.19).
\[ U_m(y) = (1 - \alpha x_r^*) W \log_2 \left( 1 + \frac{p_m h_m^2}{\sigma_m^2 + \sum_{k=1}^K g_{km}^2 D_k \left( \frac{W(1-\mu_k x_r B_{r_k})}{\ln 2 \lambda_k y g_{km}^2} - \frac{\sigma_k^2}{h_k^2} \right)} \right) + \beta y \sum_{k=1}^K g_{km}^2 D_k \left( \frac{W(1-\mu_k x_r B_{r_k})}{\ln 2 \lambda_k y g_{km}^2} - \frac{\sigma_k^2}{h_k^2} \right). \]  
(3.19)

Because $U_m$ is a piecewise function of $y$, we cannot solve it by derivation directly. When the value of $D_k$ is given, we can obtain the function $U_m$ as a continuous differentiable function. We let $N_k$ as,
\[ N_k = \frac{h_k^2 W(1-\mu_k x_r B_{r_k})}{\ln 2 \lambda_k \sigma_k^2 g_{km}^2}, \forall k. \]  
(3.20)

After having sorted all $N_k$ in ascending order, like $N_1 \leq N_2 \leq \ldots \leq N_k$. Hence, we get $K$ intervals $[0, N_1), (N_2, N_3), \ldots, (N_{k-1}, N_k)$. And by piecewise differentiating of function $U_m$ in each interval, we can easily obtain it is concave except most $N$ non-differentiable points by analogizing as below,
\[ \frac{\partial U_m(y)}{\partial y} = (1 - \alpha x_r^*) \sum_{k=1}^K \frac{W^2 p_m h_m^2 (1-\mu_k x_r B_{r_k})}{(\ln 2)^2 y^2 I_m(y) (p_m h_m^2 + I_m(y)) \lambda_k} - \beta \sum_{k=1}^K g_{km}^2 \sigma_k^2 h_k^2. \]  
(3.21)

Based on (3.21), we know $\frac{\partial^2 U_m(y)}{\partial y^2}$ is shown as (3.22).
\[
\frac{\partial^2 U_m(y)}{\partial y^2} = -(1 - \alpha x_r) \sum_{k=1}^{K} \frac{W^2 p_m h_m^2 (1 - \mu_k x_r B_{rk})}{(\ln 2)^2 \lambda_k y^3 (p_m h_m^2 I_m + f_m^2)} \\
\left( p_m h_m^2 I_m + (p_m h_m^2 + 2 I_m) \left( \sigma_m^2 - \sum_{k=1}^{K} g_{km}^2 \sigma_k^2 h_k^2 \right) \right) < 0. \quad (3.22)
\]

Therefore, \( U_m(y) \) is a concave function. And this noncooperative interference price game is a concave game. According to the formulation (3.19), this game exists at least one Nash equilibrium, which can be obtained as follows.

Then, from (3.22), we can know that \( \frac{\partial U_m(y)}{\partial y} \) is a strictly monotonic decreasing function of \( y \).

Obviously, we find that,

\[
\lim_{y \to \infty} I_m = \sigma_m^2 - \sum_{k=1}^{K} g_{km}^2 \frac{\sigma_k^2}{h_k^2} > 0, \quad (3.23)
\]

then,

\[
\lim_{y \to \infty} \frac{\partial U_m(y)}{\partial y} = -\beta \sum_{k=1}^{K} g_{km}^2 \frac{\sigma_k^2}{h_k^2} < 0. \quad (3.24)
\]

For the case of \( y \to 0 \) we can obtain that,

\[
\lim_{y \to 0} \frac{\partial U_m(y)}{\partial y} = \infty > 0. \quad (3.25)
\]

Therefore, the utility function \( U_m \) is firstly increasing with the interference price \( y \), then at the certain point begins to decrease with \( y \). So this utility function is a concave function without some non-differentiable points \( N_k, k \in (1, \ldots, K) \). That is, this non-cooperative competitive game exists at least one Nash equilibrium. We
can find this optimal value of \( y \) in each interval by multiple methods (e.g., a binary search algorithm and a gradient based algorithm).

### 3.2.3 CMM SP Level Game Analysis

Bertrand game is a popular tool to model competition among firms (sellers) that set prices and their customers (buyers) that choose quantities at the price set. Bertrand game has been successfully applied in cognitive radio networks, and other areas [31].

In our scheme, we use Bertrand game to model the competition among CMM SPs. We assume that each CMM SP is independent, acts selfishly, and the target is to gain as much revenue as possible. If the CMM SPs act noncooperatively, it will lead a monopoly situation. All the CMM SPs are eager to set their service prices as the same, and try to maximize their whole profits. The profit of an arbitrary CMM SP \( r \) depends not only on the service price \( x_r \) and the cost \( c_r \), but also on the service prices \( x_{-r} \) offered by the other cloud SPs [46].

Each CMM SP decides its action independently and simultaneously. And the CMM SP with the lowest price will occupy the entire service market. Hence, every CMM SP tries to reduce its service price until hitting the bottom with zero profit. As discussed in Section 3.1, the set of the game players is \( R = \{1, \ldots, r, \ldots, R\} \), the strategy set is \( x_r \), and the payoff function of the CMM SP is \( U_r \). The NE of this problem gives the set of prices such that neither CMM SP can increase its net profit \( U_r \) by unilaterally changing the price. Without loss of generality, let the cost set in an ascending order \( c_1 < c_2 < \ldots < c_R \).

**Proposition 3.2.1.** The NE of the proposed homogeneous Bertrand game with multiple CMM SPs is shown as below,

\[
x^* = \{x^*_1, c_2, c_3, \ldots, c_R\},
\]

(3.26)
where \( x_1^* \) denotes the price strategy of the first CMM SP at the Nash-equilibrium, which can be formulated as,

\[
x_1^* = \arg \max_{c_1 \leq x_1 < c_2} U_1^M(x_1),
\]

(3.27)

where \( U_1^M \) is the utility function of the provider 1 when it supplies the whole market, shown as (3.28).

\[
U_1^M = (x_1 - c_1) \left( B_{rm} \left[ W \log_2 \left( 1 + \frac{p_m h_m^2}{I_m} \right) \right] + \sum_{k=1}^{K} B_{rk} \left[ W \log_2 \left( \frac{h_k^2 W (1 - \mu_k x_1 B_{rk})}{\ln 2 \lambda_k y_k g_{km}^2 \sigma_k^2} \right) \right] \right).
\]

(3.28)

Proof. By observing the (3.19), we know that \( U_1^M \) is the utility function of \( x_1 \). Assume in a Bertrand condition, there are only two CMM SPs, the provider 1 and the provider 2 in the competition. The costs are defined as \( c_1 \) and \( c_2 \), and we let \( c_1 < c_2 \). According to the assumption about the Bertrand competition model, both providers have the incentives to reduce their service prices down to their own margin cost to undercut the other and capture the whole market to almost double its profit. That is to say, if one provider sets its price equals to the marginal cost, and the other provider tries to raise its service price over the cost, then it will earn nothing. Since all the end-users would purchase the service from the provider that is still setting the competitive price. If one provider has a minor average cost, it will charge the highest price that is lower than the average cost of the other one and takes all the business. So provider 1 has the incentive to make its price between the set of \([c_1, c_2]\) to maximize its own profit.

Though it is irrational to set the price below the marginal cost, the two CMM
SPs would make the prices lower than their own monopoly price. If the provider 2 presents a high enough price, the provider 1 can definitely ignore the affection of provider 2 and set its price by the optimal monopoly price.

Due to the piecewise property about $x_1$, to maximize the utility function $U_1^M$, for all $k \in \{1, 2, \ldots, K\}$, we introduce the indicator function as below,

$$V_m = \begin{cases} 1, & x_1 < \frac{W - \ln 2\lambda_k y \left[ \frac{1}{K}(p_m h_m^2 - \sigma_m^2) + g_{km} \frac{\sigma_k^2}{h_k^2} \right]}{W \mu_k B_{rk}}, \forall k \\ 0, & \text{otherwise.} \end{cases}$$

(3.29)

$$V_k = \begin{cases} 1, & x_1 < \frac{W h_k^2 - \ln 2\lambda_k y g_{km}^2 \sigma_k^2}{W h_k^2 \mu_k B_{rk}}, \forall k \\ 0, & \text{otherwise.} \end{cases}$$

(3.30)

Thus by substituting the (3.29) and (3.30) into (3.28), we can know that the utility function is a piecewise function about $x_1$ due to those indicator functions $V_m$ and $V_k$, which cannot obtain the derivative directly to solve $x_1$. However, if determined $V_m$ and $V_k$, we still can get a continue differentiable function.

Therefore we let,

$$F_m = \frac{W - \ln 2\lambda_k y \left[ \frac{1}{K}(p_m h_m^2 - \sigma_m^2) + g_{km} \frac{\sigma_k^2}{h_k^2} \right]}{W \mu_k B_{rk}},$$

(3.31)

$$F_k = \frac{W h_k^2 - \ln 2\lambda_k y g_{km}^2 \sigma_k^2}{W h_k^2 \mu_k B_{rk}}.$$

(3.32)

Then sort all $F_1, F_2, \ldots, F_m$, and $F_k$ in an ascending order $F_1 \leq F_2 \leq \ldots F_m \leq F_k$. 
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without loss of generality. Hence we can get $K$ intervals, $[0, F_1), (F_2, F_3), \ldots, (F_m, F_k)$. By piecewise differentiating of the utility function in the first interval, we assume that $0 < x_1 < F_1$, the second derivative of $U^M_1(x_1)$ is shown as (3.33).

\[
\frac{\partial^2 U^M_1(x_1)}{\partial x_1^2} = 2 \left\{ \sum_{k=1}^{K} \frac{W^2 \mu_k B_{rk} B_{rm} p_m h^2_m}{(\ln 2)^2 \lambda_k y I_m (p_m h^2_m + I_m)} - \sum_{k=1}^{K} \frac{B_{rk}^2 W \mu_k}{\ln 2 (1 - \mu_k x_1 B_{rk})} \right\} \\
+ (x_1 - c_1) \left\{ \sum_{k=1}^{K} \frac{W^2 \mu_k^2 B_{rk} B_{rm} p_m h^2_m (p_m h^2_m + 2 I_m)}{(\ln 2)^3 \lambda_k y I_m^2 (p_m h^2_m + I_m)^2} - \sum_{k=1}^{K} \frac{W B_{rk}^3 h^2_k}{\ln 2 (1 - \mu_k x_1 B_{rk})^2} \right\}.
\]

(3.33)

We have known the definition of $I_m$ from (3.13), for substituting it into (3.33), we can obtain that the second derivative \(\frac{\partial^2 U^M_1(x_1)}{\partial x_1^2}\) is less than 0, which means that \(\frac{\partial U^M_1(x_1)}{\partial x_1}\) is a monotonic decreasing function of $x_1$. Obviously, we obtain the function (3.34).

\[
\frac{\partial U^M_1(x_1)}{\partial x_1} = B_{rm} W \log_2 \left( 1 + \frac{p_m h^2_m}{I_m} \right) + \sum_{k=1}^{K} B_{rk} W \log_2 \frac{W h^2_k (1 - \mu_k x_1 B_{rk})}{\ln \lambda_k y g_{km}^2 \sigma_k^2} \\
+ (x_1 - c_1) \left\{ \sum_{k=1}^{K} \frac{W^2 \mu_k B_{rk} B_{rm} p_m h^2_m}{(\ln 2)^3 \lambda_k y I_m (p_m h^2_m + I_m)} - \sum_{k=1}^{K} \frac{B_{rk}^2 W \mu_k}{\ln 2 (1 - \mu_k x_1 B_{rk})} \right\}.
\]

(3.34)

From (3.34), we have,

\[
\lim_{x_1 \to 0} \frac{\partial U^M_1(x_1)}{\partial x_1} > 0.
\]

(3.35)

When $x \to F_1$, we can get two cases as follows:

(1) $\lim_{x \to F_1} \frac{\partial U^M_1(x_1)}{\partial x_1} \geq 0$;

(2) $\lim_{x \to F_1} \frac{\partial U^M_1(x_1)}{\partial x_1} < 0$.

(3.36)
For the first case, the utility $U^M_1$ is strictly monotonic increasing about $x_1$ at the initial interval $[0, F_1)$. Therefore, for the second case, we know that the utility function $U^M_1$ firstly climbs up with $x_1$. After reaching the optimal point, it drops down with $x_1$. Hence, the utility function $U^M_1$ is a concave function at the first interval, and it is easily to prove the utility function $U^M_1$ is the concave function at the other intervals. That is to say, for $x_1 < F_k$, the utility function is a concave function without the most $K$ non-differentiable points at $F_1, F_2, \ldots, F_m$, and $F_k$. We can solve $x_1$ at each interval by many methods (e.g., a binary search algorithm and a gradient based algorithm).

3.2.4 Service Allocation Iteration Algorithm

It is important to investigate the uniqueness and the existence of the Stackelberg equilibrium. In the duopoly case, the convexity of the follower’s reaction function is essential for uniqueness of the Stackelberg equilibrium [47]. Hence, we will prove that for our model of Stackelberg game has an unique equilibrium.

Theorem 3.1. The unique Nash equilibrium exists in the proposed Stackelberg game.

Proof. In our Stackelberg game model, each stage has its flawless equilibrium in a Nash equilibrium respectively: the service price strategies $x^*$ in (3.26) offered by the CMM SPs, the service allocation strategy $s^*_m$, the interference price, and the service allocation strategy $s^*_k$ in (3.10). Because we have proven that each stage exists a perfect equilibrium in a Nash equilibrium, the Nash equilibrium of the proposed Stackelberg game model exists. We also know that the subgame perfect equilibrium in each stage is unique. Therefore, the total Stackelberg Nash equilibrium is unique.  

To get the Nash equilibrium of the three-stage Stackelberg game, we use a backward induction to solve the problem and present the service iteration algorithm.

In the above method, we defined the other CMM SPs’ strategies as $x_{-r} = (x_1, x_2, \ldots, x_{r-1}, x_{r+1}, \ldots, x_R)$. When $x_{-r}$ is given at iteration $t - 1$, we present the
Algorithm 1 Service Allocation Iteration Algorithm

Initialization:
Initialize the cloud computing service prices, i.e., for each CMM SP $r$, randomly offers the service price $x_r$, where $x_r \geq 0$.

Repeat Iterations:
a) The MBS offers the interference price $y$ to the SBSs and decides which CMM SP to purchase the service from based upon $x_r$ and the amount of computing service.
b) Each SBS performs its service allocation.
c) CMM SPs update their prices: $x_r[t] = B_r(x_r[t-1])$
d) Until: $\|x[t] - x[t-1]\|/\|x[t-1]\| \leq \varepsilon$

End Iteration

best response function $B_r(x_r[t-1])$ of CMM SP $x_r$ at the iteration $t$ to maximize its total revenue. The condition $\|x[t] - x[t-1]\|/\|x[t-1]\| \leq \varepsilon$ is the stop criteria.

In the proposed algorithm, the MBS decides the interference price $y$ offering to SBSs and the amount of service purchased from the CMM SPs based on the service price $x_r$. The SBS then allocates the power. The algorithm will stop until the service price $x_r$ converges.

In practice, the proposed iterative algorithm to obtain the three-stage Stackelberg game equilibrium can be implemented as follows,

1. The CMM SPs randomly offer the CMM service price to the MBS and SBSs.
2. The MBS receives the channel state information from the SBSs and the MUs.
3. The MBS decides which provider to purchase the service from and the interference price offering to the SBSs.
4. The SBSs perform their power allocation.
5. The CMM SPs update their prices and repeat steps 2, 3 and 4 until the prices converge.

To ensure the convergence to the NE for the Algorithm 1, some sufficient conditions have been proposed in the existing literature. The convergence condition was first
provided by [48] for the two-user case and extended for the N-users in [49]. Moreover, the conditions of the convergence were further proved in [50, 51]. However, as the pricing factor \( x_r \) is recalculated in every iteration, the algorithm is actually a time-varying over iterations. Thus the fixed-point theorem proposed in [50, 51] may not be applied here. The convergence proof under a time-varying mapping function is a challenging problem and will be left for the future work. Nevertheless, convergence has always been observed in our simulations.

3.3 Simulation Results and Discussions

In this section, we use computer simulations to evaluate the performance of the proposed scheme by MATLAB software. All the simulations are executed on a laptop featured with Windows 7, Intel Core i5 2.6GHz CPU, 8GB memory and MATLAB R2012a. The main system parameters in HWNs are adopted from 3GPP [44], as listed in Table 3.2. In the simulations, we assume that there are 2 CMM SPs. The MUs and small cells are located in the macrocell randomly, and small cells deploy sparsely with each other at 50m to 150m far from the MBS. Following [44], we set the path loss between SSU and MBS as \( 15.3 + 37.6 \log_{10}(D_{ms} + L_{ow}) \), and the path loss between SSU and SBS as \( 46.86 + 20 \log_{10}(D_{ss} + L_{iw}) \). \( D_{ms} \) is the distance between the MBS and the SSU. \( D_{ss} \) is the distance between the SBS and the SSU. \( L_{ow} \) means the penetration loss of exterior wall, and \( L_{iw} \) means the penetration loss of the interior wall. They are set as 20\( dB \) and 10\( dB \), respectively. We can also find the parameters of the small scale and shadow fading in [44]. The others are shown as below. The transmission bandwidth \( W \) is 5\( MHz \) in the MBS and the transmission power is fixed as 46\( dBm \) from [44]. The general parameters are set as, \( \mu_k = 0.05 \), \( \lambda_k = 1 \), \( \alpha = 0.03 \), \( \beta = 10 \), \( B_{rk} \) and \( B_{rm} = 1 \).

Firstly, we evaluate the performance of the CMM service purchased by BSs with
various lowest prices. Fig. 3.4 shows that, with the increase of the lowest service price $x_r$, $SBS_1$ and $SBS_2$ have to decrease their transmission rate by performing the energy-efficiency power allocation. Due to the fixed transmission power of the MBS, it performs an increasing trend with $x_r^*$. The reason is that, by increasing $x_r^*$, the transmission power of SBS decreases as well, which in turn leads to the decrease of interference between the MBS and the SBS. Hence, the transmission rate of the MBS has the same variation trend with the service price $x_r^*$. When the service price is too high to afford for the SSUs, the SBSs will lower their transmission rate step by step until stop transmitting anything. Because the SBSs stop their transmission, the SSUs choose another method to receive the CMM service due to the high service prices. The MBS will reach its highest level of the transmission rate shown in Fig. 3.4. The shape of the curve can change with the parameters. However, the insight remains the same in figure.

Then we compare the CMM service purchased by one SBS with three different values of $x_r^*$. Fig. 3.5 shows that the SBS tries to reduce its interference cost $y$ by decreasing its transmission rate $s_k$ when given the value of service price offered by the CMM SP. Fig. 3.5 also shows that, in the condition of the same interference price, the lower service price offered by the CMM SPs, the higher transmission rate we can obtain.

We also study the service allocation in the MBS with various service prices offered by the CMM SPs in Fig. 3.6. The interference between MBS and SBSs will be reduced by the increasing trend of the service price $x_r$. That is because the transmission power $p_m$ is fixed in the MBS, the transmission rate of MBS will increase with the service price until it reaches the highest level, then the interference turns to zero. We can find how the value of $\alpha$ effects the shape of the transmission rate $s_k$ in MBS, the smaller the value of $\alpha$, the higher level of transmission rate we can obtain. As $\alpha$ increases,
Table 3.2: Simulation Parameters and Assumptions for Performance Evaluations

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values/Assumptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deployment of stand-alone small cells</td>
<td>Randomly deployed at 50m to 150m far from the MBS</td>
</tr>
<tr>
<td>Path loss: MBS ↔ SSU</td>
<td>$15.3 + 37.6 \log_{10} D_{ms} + L_{ow}$&lt;sup&gt;1&lt;/sup&gt;</td>
</tr>
<tr>
<td>Path loss: SSU ↔ SBS</td>
<td>$46.86 + 20 \log_{10} D_{ss} + L_{iw}$&lt;sup&gt;2&lt;/sup&gt;</td>
</tr>
<tr>
<td>Penetration loss of exterior wall $L_{ow}$</td>
<td>20dB</td>
</tr>
<tr>
<td>Penetration loss of interior wall $L_{iw}$</td>
<td>10dB</td>
</tr>
<tr>
<td>The MBS transmission bandwidth</td>
<td>5MHz</td>
</tr>
<tr>
<td>MBS TX power</td>
<td>46dBm</td>
</tr>
<tr>
<td>Number of sub-channel in each BS</td>
<td>50</td>
</tr>
<tr>
<td>Diameter of Macro-cell coverage</td>
<td>1000m</td>
</tr>
<tr>
<td>Diameter of Small cell coverage</td>
<td>20m</td>
</tr>
<tr>
<td>Minimum distances among stand-alone small cells</td>
<td>$&gt; 5m$</td>
</tr>
</tbody>
</table>

<sup>1</sup> $D_{ms}$ is the distance between the MBS and the SSU

<sup>2</sup> $D_{ss}$ is the distance between the SBS and the SSU
there is tradeoff among the transmission rate, service cost and interference revenue in the MBS.

Fig. 3.7 shows that the utility function of SBS is a concave function, which is proven in Subsection 3.2.1. In this figure, we know that the utility of SBS, firstly, increases as the power. After it reaches the optimal level, the utility of SBS begins to decrease, because the gain of the transmission rate cannot offset the increase trend of the service cost and interference price. This figure also tells us that the higher the interference price is, the lower utility of SBS will be.

In addition, we find that the transmission rate of the MBS correspondingly increases with the interference price in Fig. 3.8. That is because the higher interference price forces the SBSs to reduce their transmission power. We also observe that the higher the service price $x_r^*$ is, the lower the interference from the SBSs will be. Hence,
Figure 3.5: Service allocation in one SBS with various lowest service prices offered by the MBS.

Figure 3.6: Service allocation in the MBS with various values of α parameter.
Figure 3.7: Utility function of one SBS.

Figure 3.8: The performance of CMM service in the MBS.
Figure 3.9: CMM service iteration step.

Figure 3.10: Network latency hurts interactive performance even with good bandwidth.
the transmission rate will reach a higher level in the MBS with a more expensive service price offered by the CMM SPs.

Fig. 3.9 shows the convergence of the proposed Stackelberg equilibrium iteration algorithm. We evaluate the performance of the CMM service over the iteration steps. From the figure, we can observe the service of MBS and SBSs can converge after a few iteration steps because of the convergence of the service price $x^*_r$. Hence we will obtain the NE by the algorithm.

Then, we study the frame rate (frames per second) and latency of CMM service in the mobile cloud computing environment under two different configurations: the local servers and the remote cloud computing servers over a 100Mb/s network with the output viewed through the virtual network computing (VNC) protocol, which have the different latency due to the different distances among the remote servers. Fig. 3.10 demonstrates that a high frame rate provides the illusion of smoothness to an end-user. Even a modest latency of 33ms can cause the frame rate to drop dramatically from that experienced with a local server. Although the VNC protocol strives to keep

Figure 3.11: The average profit versus service allocation on one SBS.
the frame rate at an acceptable level, it offers sluggish interaction. Hence, the user experience is considerably poorer than that for the local media service interaction.

Finally, the average profit for our proposed scheme compared with an existing scheme [52] is evaluated in Fig. 3.11. In the existing scheme, multiple services prices are offered to the SUs. This service pricing scheme adopts the non-incentive compatible differentiated type, which can show the theoretical upper bound of the overall profit of this method. The transmission rate is controlled between 1 and 4.5 Mbps. We recalculate the profits of the CMM SPs 1000 times at each 0.5 Mbps interval, then obtain the average profits. In the figure, we compare the average profit in our scheme and the existing scheme based on the CMM service purchased by the SBSs. We can find that the profits in the two schemes both have the growing trends with the increasing CMM service purchased by the SBS. Simulation results show that the proposed scheme can gain more profit than the existing one in the same service allocation condition. That is because the existing scheme does not consider the dynamic resource allocation method.

3.4 Chapter Summary

In this chapter, we have studied the issues that arise when jointly considering the operations of cloud and wireless networks in a mobile cloud computing environment with a telecom operator cloud. We introduced a system model, which jointly considers the CMM SPs and HWNs with small cells. Multiple CMM SPs offer CMM service prices to the heterogeneous networks. Then the MBS and SBSs adjust the amount of service they procured by performing resource allocation. We formulated the problems of determining a CMM service price, wireless power allocation, and interference management as a three-level Stackelberg game. We also presented an interference price to measure and mitigate the cross-tier interference between the macrocell and
small cells. The MBS is allowed to protect its own users by charging the SBSs. At
the CMM SP’s level, we proposed a homogeneous Bertrand game with asymmetric
costs to model the CMM service decisions and used a backward induction method
to solve the whole model. Finally, we presented an iteration algorithm to obtain the
equilibrium of the Stackelberg Game. Simulation results have been presented to show
that the dynamics of cloud operations have a significant impact on the heterogeneous
wireless network, and joint optimization is necessary for the operations of cloud and
wireless networks. This is due to unique dynamics tied with cloud, CMM services and
wireless networks. By jointly optimizing the operations of clouds and wireless net-
works, the proposed scheme can significantly improve the performance of the mobile
cloud computing systems.

In the next chapter, we will extend our mobile cloud computing model and discuss
the effectiveness of this new game-theoretic approach.
Chapter 4

Cloud and Wireless Network Operations through Network Virtualization

4.1 System and Description

In this chapter, we focus on jointly considering the cloud and the HWNs techniques, therefore the end-users can experience less response time and higher QoS of CMM services in a mobile cloud computing environment [10, 18, 24, 26, 53–58]. By exploiting the unique structure of mobile cloud computing networks, we jointly study the operations of clouds and the HWNs with the goal of improving CMM service performance. The contributions of this chapter are summarized as follows:

- We extend the system model with multiple groups of MBS and TOC through network virtualization technology.

- We observe the problems of determining CMM services price decision, allocation of wireless resources, and interference management. This problem is then formulated as a three-level Stackelberg game, which includes the following:

  1. First level: a homogenous Bertrand game that determines the CMM service price decision;
2. Second level: the noncooperative game between the MBS and TOC groups;

3. Third level: an evolutionary game between the SBSs.

- To analyze the proposed game, we use the backward induction method to capture the sequential dependencies of decisions on the different levels of the game. We perform a theoretical analysis of the three stages of the game to obtain an equilibrium at each level. We also present the algorithms for each level to achieve the equilibrium states.

- Extensive simulations are presented to demonstrate the performance of the proposed approach. Based on the simulation results, we verify the convergence of the Stackelberg equilibrium iteration algorithm.

The rest of this chapter is organized as follows. Section 4.2 analyzes the proposed game. Section 4.3 presents the implementation of the proposed protocols and the algorithms to reach the Stackelberg game equilibrium states. The simulation results are presented and discussed in section 4.4.

Fig.4.1 shows the mobile cloud computing model with the CMM SPs, telecom operators with cloud, and HWNs with macrocell and small cell base stations. In this section, we firstly, describe the cloud platform model, and then we discuss HWNs. In addition, we describe how the operations of clouds and wireless networks in a mobile cloud computing system are formulated using a multi-level Stackelberg game.

### 4.1.1 Cloud Platform Model with Network Virtualization Technology

The concept of the telecom operator cloud has been introduced in the previous chapter. Telecom networks have various functions and network elements that could be implemented in a cloud, called a telecom operator cloud. The operators can fully
Figure 4.1: Mobile cloud computing model with HWNs.
utilize all kinds of cloud computing services like IaaS, SaaS, and PaaS. The operators can also consider the MNaaS concept. This means that operators can open up their networks’ assets to the CMM SPs and divide the physical substrate networks into some virtual wireless network resources by using virtualization technology. Briefly, the CMM SPs can lease these virtual resources and then operate and program them to satisfy the requirements of the end users. Therefore, in this scenario, TOCs can share information and play roles as cloud “brokers” between the end users and the third party CMM SPs regardless of where they are.

Figure 4.2: CMM service model.
The focus of the communications business has undergone a fundamental shift, with basic network features such as coverage and availability no longer enough to differentiate operators in an increasingly crowded and dynamic marketplace. At the same time, the boom in data traffic volumes is putting more pressure than ever on operators to invest in network capacity while driving down the cost per delivered bit. Especially for the needs of entertainment, customers are more dynamic and unpredictable from a telecom operator’s perspective. An end-user may require a high bandwidth for a limited time span, or may want to add or withdraw new locations within their wireless network. This creates a range of different demand patterns and service level agreements on the same network. Hence, in this chapter, we adopt the MNaaS business model shown in Fig. 4.3 to virtualize our network to enable the telecom operators to deliver a wide variety of high quality media services for end-users, and to explore new business models and drive down costs.

4.1.2 Heterogeneous Wireless Networks

Our proposed HWNs architecture is described in the previous chapter. This architecture comprises three main components, including MBS, SBS, and end-users. In this chapter, small cells are defined as wireless infrastructure equipment, which operate in licensed bands, such as femtocells, picocells, microcells, and metrocells. There are multiple SBSs and MBSs in the entire architecture. Each SBS is connected to one MBS via a broadband connection such as DSL or a cable modem. MBS is set up by the telecom operator. The MBS and the small cells have a cognitive capability, which means that they can sense the channel state information. MBS also comprises multiple MUs. To simplify the analysis, without loss of generality, we assume that in each small cell there is only one SSU. All the small cells are deployed sparsely to avoid mutual interference with each other. The whole system is operated in a time
Figure 4.3: The MNaaS model.
slotted manner, and all the cells are considered to be synchronized perfectly. OFDMA technology is used in this architecture.

4.1.3 Problem Formulation

In this chapter, we extend the model discussed in Chapter 3, which is shown in Fig. 4.4. Each third party CMM SP is a leader that can provide the CMM service $x_r$ to the small cells and macrocells via MNaaS business model. All the MUs and SSUs as the followers decide to purchase amount of the CMM service, which is measured in data rate to meet the end-users’ high QoS CMM service demands in Stage I. Then in Stage II, we group the TOC and the MBS that is set up by the specific operator as a group to play a leader role to offer an interference price $y$ to the small cells to reduce the interference effect. The group also as the follower decides to purchase the CMM services from which third party SP. In Stage III, the small cells firstly, act as the followers decide to connect which MBS to access the CMM service. Then they
adjust the power allocation to distribute the CMM service to the SSUs to guarantee the QoS.

**CMM SP level game** We assume each CMM SP is selfish and independent of gaining the profit as much as possible. Each of their profits depends on its own resource cost and CMM service price, as well as the price offered by the other SP. For an arbitrary SP, the utility function is defined as

\[
U_r(x) = (x_r - c_r) \left( \sum_{m=1}^{M} s_m B_{rm} + \sum_{k=1}^{K} s_k B_{rk} \right),
\]

where the price vector \( x = \{x_1, \ldots, x_r, \ldots, x_R \} \) denotes the price offered by the SP, and \( c_r \) denotes the cost such as the server cost, infrastructure cost, power usage, and networking cost [45]. We assume that the cost of each CMM SP is different from the others. In the function, \( s_m \) and \( s_k \) denote the size of the CMM service that the MBS \( m \) and SBS \( k \) are willing to purchase from the CMM SP \( r \). The parameter \( B_{rm} \in \{0, 1\} \), and \( B_{rk} \in \{0, 1\} \) denote whether MBS \( m \) and SBS \( k \) purchase the service from SP \( r \) or not respectively, where 1 means yes and 0 means no. The SP needs to find an optimal price to the end-users to maximize its profit, which can be solved by the following problem

\[
\max_{x_r \geq c_r} U_r(x).
\]

**MBS and SBS level game** We consider the entire HWNs consisting of a set of \( M \) MBS and \( K \) SBS. Some end-users may have their own special demands (e.g., business, education). In this scenario, we can group those SBSs with the same properties. We suppose that \( K \) SBSs are divided into a set of \( G = \{1, \ldots, g, \ldots, G\} \) according to their social context. The end-users in the same group has the ability to connect any
MBS $m$ and it can connect to only one MBS each time.

We assume that TOC and MBS constitute a group. The TOC, as a “broker” purchasing the CMM service with its own MBS, is willing to share those service by allocating portion of wireless resource to the SBSs. We denote the $s_m$ as the size of the service resource that MBS is willing to share. Generally, the $s_m$ has its boundary: $0 \leq s_m \leq c_m$. $c_m$ is the capacity of the MBS. Let $n_m$ denote the total number of the SBSs which is connected to the MBS $m$. We assume that all the SBSs connected to the same MBS $m$ are located the identical CMM service: $s_m/n_m$. Then we define $n_m^g$ as the number of the SBSs in group $g$ that can choose the specific MBS $m$. We can formulate that $n_m = \sum_g n_m^g$. Thus we can also find the size of CMM service for one SBS in group $g$ is that $s_k = s_m/\sum_g n_m^g$.

In this level of game, the strategy of the SBS is to connect to which group of MBS and TOC. In order to experience a high quality of CMM service, each SBS is eager to purchase the largest size of the CMM service allocation. However, this action may lead the traffic congestion and interference in a specific MBS if it is simultaneously connected by a large number of the SBSs. To address this issue, we propose a dynamic scheme for the MBS to adjust its load. To avoid the mutual interference between the MBS and SBSs, we suppose that the SBSs which are connected to the same MBS will be charged an identical interference price $y_m$ as a credit. Once all the SBSs have made their decisions, the strategies are presented as a profile $(s, y)$, where $s = [s_1, \ldots, s_m, \ldots, s_M]^T$ and $y = [y_1, \ldots, y_m, \ldots, y_M]^T$.

We need to consider both the CMM service quality (data rate), and also the infrastructure consumption. To these ends, the MBS needs to limit the interference from the small cells by offering the interference price $y_m$, we model the competition among the MBSs as a noncooperative game, and consider the NE as the solution of
the game. The utility function of the MBS is defined as below,

$$U_m(s_m, y_m) = \delta y_m \times \sum_{g \in G} n^g_m(s, y) - \omega_m s_m.$$  \hspace{1cm} (4.3)

\(\delta\) is an equivalent satisfaction per unit price contributing to the entire utility, \(y\) is the strategy set, and \(\omega_m\) is the unit cost for data transmission. \(n^g_m\) is the total number of SBSs in group \(g\) connecting to the MBS \(m\), which is also defined as the function of \((s, y)\). We also define the capacity of the MBS \(m\) below,

$$c_m = W_B \log_2 \left( 1 + \frac{p_m h^2_m}{\sigma^2_m + \sum_{k=1}^{n^g_m} g^2_{km} p_k} \right).$$ \hspace{1cm} (4.4)

\(W\) denotes the bandwidth of each channel, \(h_m\) denotes the channel gain including the path-loss and the small-scale fading process, \(p_m\) denotes the transmit power of MBS \(m\), \(\sigma_m\) is AWGN with zero mean and unit variation, and \(g_{km}\) denotes the channel gain of small cell in the group \(g\) including the path-loss and the small scale fading process.

The optimization problem for the MBS can be formulated as,

$$\max_{0 \leq s_m \leq c_m, y_m \geq 0} U_m(s_m, y_m).$$ \hspace{1cm} (4.5)

Then we study the utility function of the SBS \(k\). Firstly a SBS is always willing to connect to a MBS. Because all the SBSs in one group can exchange the information about their strategies. If one SBS observes another SBS changes its decision to connect to another MBS for purchasing high quality of CMM service, it will learn this strategy and change its own decision with the hope of achieving a higher utility. Then we can formulate the utility of one SBS which connects to the MBS \(m\) in group
\[ \pi_m^g = \varphi(\gamma s_k) - \omega_k y_m. \] (4.6)

\( \gamma \) is a pre-defined parameter for various service, \( \omega_k \) is an equivalent satisfaction per unit interference price contributing to the entire utility. \( \varphi(\cdot) \) measures the satisfaction of the allocated CMM service. It is supposed to be a concave function of \( s_k \). Then we can rewrite the utility function as,

\[ \pi_m^g = \log \left( \frac{s_m \rho_g}{\sum_n \rho_g n_m} \right) - \omega_k y_m. \] (4.7)

Because we have described that the SBS in the same group can learn the strategy with each other. The strategy of one SBS in a population can be replicated by the others. These replications form the evolution in the population. We introduce the replicator dynamics method to solve this problem [59]. In mathematics, the replicator dynamics is a deterministic monotone non-linear and non-innovative game used in evolutionary game theory. In the replicator dynamics scheme, the share of a strategy in the population increases at a level equalling to the difference between the utility of the strategy and the average utility of the population. In this chapter, we let \( x^g \) as the vector of proportion of the population state. The set can be expressed as \( x^g = [x_1^g, \ldots, x_m^g, \ldots x_M^g] \). Note that \( \sum_{m=1}^M x_m^g = 1 \) and \( x_m^g > 0 \).

Because of the latency, the SBSs in the same group may not receive the up-to-date state \( x^g \). Hence, they have to make their decisions according to the historical information. We consider the delay in the replicator equations, then we can get,

\[ \dot{x}_m^g(t) = x_m^g(t) (\pi_m^g(t) - \phi_m^g(t)). \] (4.8)
\( \phi(\cdot) \) is the function of the average utility. When all the strategies do not change anymore, the evolution is over. By solving \( \dot{x}_m(t) \), the evolutionary equilibrium can be obtained. Since the selection of the strategy is zero, no SBS is willing to change its own strategy in the state of evolutionary equilibrium.

We assume that each SBS has only one SSU each time. Therefore, the utility function for an arbitrary SBS \( k \) can be defined as below,

$$ U_k(s_k, p_k) = s_k - \mu_k x_r s_k B_{rk} - \lambda_k y_m g_{km}^2 p_k. \quad (4.9) $$

\( \mu_k \) denotes the weight, which represents the tradeoff between the data rate and CMM service price. \( \lambda_k \) is tradeoff parameter between the interference fee and transmission power. The optimization problem for an arbitrary SSU \( k \) can be formulated as,

$$ \max_{0 < s_k \leq c_k, p_k \geq 0} U_k(s_k, p_k). \quad (4.10) $$

\( c_k \) is the capacity of the SBS \( k \),

$$ c_k = W_B \log_2 \left( 1 + \frac{p_k h_k^2}{\sigma_k^2} \right). \quad (4.11) $$

\( h_k \) denotes the channel gain between SBS \( k \) and SSU \( k \) including the path-loss and the small-scale fading process, \( p_k \) denotes the transmit power of the SBS \( k \). \( \sigma_k \) is AWGN.

### 4.2 Stackelberg Game Analysis

In this section, we analyze the proposed Stackelberg game. Then we obtain the equilibrium of this game. Based on the description of the system, we know that each
strategy of the stage will affect the strategies of the other level. Hence, we choose backward induction method to solve this game. We consider a specific scenario of HWNs model with two TOC and MBS groups, i.e., the set $M = \{1, 2\}$.

4.2.1 SBS Level Game Analysis

For maximizing the utility function for SSU, each SSU will choose a proper CMM SP to purchase the CMM service according to the price $x_r$. We can obtain the function as,

$$U_k(s_k) = (1 - \mu_k x_r B_{rk}) s_k - \lambda_k y_m g_{km}^2 p_k.$$  \hspace{1cm} (4.12)

We consider the solution of this utility function into two cases.

When $1 - \mu_k x_r B_{rk} > 0$, $U_k(s_k)$ is a monotonic increasing function. In order to maximize $U_k$, we can use the decomposition theory. We decompose the optimization problem into two sub optimization problems, fix $s_k$ then make $p_k^*$ to be the optimum. Then we can get,

$$\frac{\partial^2 U_k}{\partial p_k^2} = -\frac{W_B h_k^4 (1 - \mu_k x_r B_{rk})}{\ln 2 (p_k h_k^2 + \sigma_k^2)} < 0.$$ \hspace{1cm} (4.13)

Therefore, this utility function is a concave function of $p_k$. After the calculation, we obtain the optimal power allocation strategy $p_k^*$ as below,

$$p_k^* = \left[ \frac{W_B (1 - \mu_k x_r B_{rk})}{\ln 2 \lambda_k y_m g_{km}^2} - \frac{\sigma_k^2}{h_k^2} \right]^+.$$ \hspace{1cm} (4.14)

When $1 - \mu_k x_r B_{rk} < 0$, $U_k(s_k)$ is a monotonic decreasing function. Hence, when $s_k^* = 0$, the function will the the maximum value, but this situation makes no sense in the real environments. When an SSU applies for service from a CMM SP, its data
rate should retain above zero.

In this level, because we have demonstrated that the evolutionary game can reach its evolutionary equilibrium when \( x_m^g(t) = 0 \) in Section 4.1.3. The stop condition is that the group member choosing different MBSs will obtain identical utility since no SBS can find the others in the same group can get higher utility. Therefore, we can get the evolutionary equilibrium by solving the following equation,

\[
\pi_g^g = \pi_{g \neq m}^g, \forall g \in G. \tag{4.15}
\]

Then we can obtain the equation in this particular case:

\[
\log \left( \gamma \frac{s_1}{\sum_g n^g_1} \right) - \omega_k y_1 = \log \left( \gamma \frac{s_2}{\sum_g n^g_2} \right) - \omega_k y_2. \tag{4.16}
\]

The left side represents the utility of SBSs choosing the MBS 1 and the right side represents the utility of SBSs choosing the MBS 2. Substituting the equation \( n_m^g = x_m^g n^g \) into (4.16). Then we can obtain,

\[
\log \left( \gamma \frac{s_1}{\sum_g x_1^g n^g} \right) - \omega_k y_1 = \log \left( \gamma \frac{s_2}{\sum_g (1 - x_1^g) n^g} \right) - \omega_k y_2. \tag{4.17}
\]

Then we can get the evolutionary equilibrium below,

\[
\sum_g x_1^g n^g = \frac{\sum_g n^g}{\frac{s_2}{s_1} \cdot e^{\omega_k (y_1 - y_2)} + 1}. \tag{4.18}
\]

4.2.2 MBS and TOC Level Game Analysis

Based on the decision of the SBSs, the group of MBS and TOC is willing to adjust its strategy to achieve a higher utility. We assume that the CMM service of both MBS 1 and 2 are fixed. Then we know that the interference price \( y_m \) is a single strategy.
Therefore, the utility function of MBS $m$ can be rewritten below,

$$U_m = \delta y_m \times \left( \sum_g x_m^g n^g \right) - \omega_m s_m. \tag{4.19}$$

Then, we substitute the (4.18) into (4.19),

$$U_m = \delta y_m \times \left( \frac{\sum_g n^g}{s_m \cdot e^{\omega_k (y_m - y_n)} + 1} \right) - \omega_m s_m. \tag{4.20}$$

The first order derivative of this utility function is shown below,

$$\frac{\partial U_m}{\partial y_m} = \delta \left( \sum_g n^g \right) s_m \times \frac{s_n \cdot e^{\omega_k (y_m - y_n)} + s_m - s_n \cdot e^{\omega_k (y_m - y_n)} \omega_k y_m}{s_n \cdot e^{\omega_k (y_m - y_n)} + s_m} \cdot \omega_k y_m. \tag{4.21}$$

By setting the $\frac{\partial U_m}{\partial y_m} = 0$. We can get,

$$y_m^* = \frac{s_m}{\omega_k s_n} \cdot e^{\omega_k (y_m - y_n)} + \frac{1}{\omega_k}. \tag{4.22}$$

We introduce the Lambert-W function [60], then we can rewrite the $y_m$ function,

$$y_m^* = \left[ \frac{1}{\omega_k} W \left( \frac{s_m}{s_n} \cdot e^{(\omega_k y_n - 1)} \right) + \frac{1}{\omega_k} \right]^+. \tag{4.23}$$

We know that the utility of function is monotonic increasing about $s_m$, when $s_m$ chooses the maximum value, the function will also achieve the maximum value. Then
we can obtain the optimum, when \( s_m = c_m \),

\[
s_m^* = \left[ W_B \log_2 \left( 1 + \frac{p_m h_m^2}{\sigma_m^2 + \sum_{k=1}^{n_m^2} g_{km}^2 \left( \frac{W(1-\mu_k \tau_k B_r k)}{\ln 2 \lambda_k y_m \delta_{km}^2} - \frac{\sigma_k^2}{k^2} \right)} \right) \right]^+.
\]  

(4.24)

Nash Equilibrium Analysis

So far, in (4.23), the utility of the interference price of one TOC and MBS group increases with the rival’s higher price. Then we can get the existence of the NE depending on the proof of the supermodular game.

Proof. From [61], we conclude that the supermodular has the following three characteristics.

1. A strategy is a complete lattice.

2. An utility exhibits strictly increasing differences in all sets.

3. An utility is supermodular in its own strategy (given the others).

For any player \( m \) in the game, its interference price \( y_m \in (0, \infty) \). Hence, we can verify the first characteristic very easily. To prove the other characteristics 2 and 3, we can compute the \( \frac{\partial^2 U_m}{\partial y_m \partial y_n} \) as below,

\[
\frac{\partial^2 U_m}{\partial y_m \partial y_n} = \frac{W(Z)}{1 + W(Z)}
\]

(4.25)

where we define that \( Z = \frac{y_m \cdot e^{(\omega_k y_m - 1)}}{s_m} \). From the features of the Lambert-W function, we know that \( Z = W(Z)e^{W(Z)} \). If \( Z > 0 \), then \( W(Z) > 0 \) and we obtain that
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Thus the non-cooperative game is a supermodular game, which exists an NE.

Secondly, we will discuss the uniqueness of the NE.

**Proof.** To approve the uniqueness of the NE, we apply Lambert-W function again. The self-mapping function can be shown as below,

\[ y_m = T_m(y_m) = \rho_m(\rho_n(y_m)) = \frac{1}{\omega_k} \left( 1 + W \left( \frac{e^{\omega_k y_n - 1}}{W \left( \frac{\rho_m}{\rho_n} \cdot e^{\omega_k y_n - 1} \right)} \right) \right) . \]  

(4.26)

We recall the contraction mapping principle. The contraction maps have unique fixed points. If we prove the mapping function is contraction. Then the uniqueness of the NE is proved. From (4.26), we obtain the Jacobian matrix as below,

\[ J = \begin{pmatrix} \frac{\partial^2 T_m}{\partial y_m^2} & \frac{\partial^2 T_m}{\partial y_m \partial y_n} \\ \frac{\partial^2 T_m}{\partial y_m \partial y_n} & \frac{\partial^2 T_n}{\partial y_n^2} \end{pmatrix} . \]  

(4.27)

Then we obtain the absolute eigenvalue of (4.27) as,

\[ \eta = \sqrt{\frac{\partial T_m}{\partial y_n} \times \frac{\partial T_n}{\partial y_m}} . \]  

(4.28)

From (4.25), we know that \( \frac{\partial^2 U_m}{\partial y_n \partial y_n} = \frac{\partial T_m}{\partial y_n} < 1 \). Hence, \( \eta < 1 \), then the uniqueness of NE is proved. \( \square \)
4.2.3 CMM SPs Level Game Analysis

The aim of the CMM SPs is to take the service prices as their strategic variables to maximize their own profits. In this chapter, we choose the homogenous Bertrand method to solve the game. The CMM SPs offer the service to the end-users, and we assume the service is commodity. Hence, the scenario is homogeneous. The profits of an arbitrary CMM SP \( r \) depends not only on the CMM service price \( x_r \), and the cost of \( c_r \), but also on the CMM service prices \( x_{-r} = (x_1, x_2, \ldots, x_{r-1}, x_{r+1}, \ldots, x_R) \) offered by the other CMM SPs. In this level, each CMM SP decides its own strategy independently and simultaneously. And the cloud computing platform with the lowest service price will occupy the entire service market. To gain a higher market profit, each CMM SP is willing to reduce its service price until hitting the bottom with zero profit. As shown in Section 4.1.3, we know that the set of the game players in this level is \( R = \{1, \ldots, r, \ldots, R\} \), and the strategy set is \( x_r = \{x_1, \ldots, x_r, \ldots, x_R\} \). The NE of this problem gives that neither of the player \( r \) can increase their utility function \( U_r \) by unilaterally changing the price. Without loss of generality, we sort the cost set \( c_r \) in an ascending order \( c_1 < \ldots < c_r < \ldots < c_R \).

Proposition 4.2.1. The NE of the proposed homogeneous Bertrand game with multiple SPs is shown below,

\[
x^* = \{x^*_1, c_2, c_3, \ldots, c_R\}.
\] (4.29)

\( x^*_1 \) denotes the price strategy of the first cloud platform provider at NE. It can be formulated as,

\[
x^*_1 = \arg \max_{c_1 \leq x_1 < c_2} U^M_1(x_1).
\] (4.30)

\( U^M_1 \) is the utility function of the provider 1 when it supplies the whole market,
shown as (4.31). We define that $I_m = \sigma_m^2 + \sum_{k=1}^{K} g_{km}^2 \left[ \frac{W_B (1 - \mu_k x_r B_{rk})}{\ln 2 \lambda_k y_m g_{km}^2} - \frac{\sigma_k^2}{h_k^2} \right]^+$. 

$$U_1^M = (x_1 - c_1) \left( \sum_{m=1}^{M} B_{rm} \left[ W_B \log_2 \left( 1 + \frac{p_m h_m^2}{I_m} \right) \right]^+ \right) + (x_1 - c_1) \left( \sum_{k=1}^{K} B_{rk} \left[ W_B \log_2 \left( \frac{h_k^2 W_B (1 - \mu_k x_1 B_{rk})}{\ln 2 \lambda_k y g_{km}^2 \sigma_k^2} \right) \right]^+ \right).$$ (4.31)

**Proof.** We assume in the Bertrand condition, there are only two CMM SPs, the SP 1 and the SP 2 in the competition. The costs of these two players are $c_1$ and $c_2$, and $c_1 < c_2$. Based on the Bertrand method, both SPs have the incentives to reduce their CMM service prices down to their own cost margin to capture the whole market and undercut the other to double its profit. That is to say, either player is willing to raise its CMM service price over the cost margin, then it will gain nothing. Since all the end-users would purchase the CMM service from the SP who is still setting a competitive price. If a SP has a minor average cost, it can take all the business. Therefore, the SP 1 has the incentive to make its CMM service price between the set of $[c_1, c_2)$ to maximize its own profit.

Though it is irrational to set the CMM service price below the marginal cost, the two CMM SPs would make the prices lower than their own monopoly prices. If the SP 2 presents a high enough price, the SP 1 can definitely ignore the affection of SP 2 and set its price by the optimal monopoly price.

Due to the piecewise property about $x_1$, to maximize the utility function $U_1^M$, for the set $M$ and $K$. We let,

$$F_m = \frac{W_B - \ln 2 \lambda_k y_m \left[ \frac{1}{K} (p_m h_m^2 - \sigma_m^2) + y_{km}^2 \sigma_k^2 \right]}{W_B \mu_k B_{rk}},$$ (4.32)
\[ F_k = \frac{W_B h_k^2 - \ln 2\lambda_k y_m g_{km}^2 \sigma_k^2}{W_B h_k^2 \mu_k B_{rk}}. \]  

(4.33)

Then sort all \( F_1, F_2, \ldots, F_m, \) and \( F_k \) in an ascending order \( F_1 \leq F_2 \leq \ldots \leq F_m \leq F_k \), without loss of generality. Hence we can get \( K \) intervals, \([0, F_1), (N_2, F_3), \ldots, (F_m, F_k)\).

By piecewise differentiating of the utility function in the first interval, we assume that 

\[ 0 < x_1 < F_1 \]

the second order derivative of \( U^M_1(x_1) \) is shown as (4.34).

\[
\frac{\partial^2 U^M_1(x_1)}{\partial x_1^2} = \\
2 \left\{ \sum_{k=1}^{K} \frac{W_B^2 \mu_k B_{rk} B_{rm} p_m h_m^2}{(\ln 2)^2 \lambda_k y_m I_m (p_m h_m^2 + I_m)} - \sum_{k=1}^{K} \frac{B_{rk}^2 W_B \mu_k}{\ln 2 (1 - \mu_k x_1 B_{rk})} \right\} \\
+ (x_1 - c_1) \left\{ \sum_{k=1}^{K} \frac{W_B^2 \mu_k^2 B_{rk}^2 B_{rm} p_m h_m^2 (p_m h_m^2 + 2 I_m)}{(\ln 2)^3 \lambda_k y_m I_m^2 (p_m h_m^2 + I_m)^2} - \sum_{k=1}^{K} \frac{W_B B_{rk}^3 \mu_k^2}{\ln 2 (1 - \mu_k x_1 B_{rk})^2} \right\}.
\]  

(4.34)

We can substitute the \( I_m \) into (4.34), then we know that \( \frac{\partial^2 U^M_1(x_1)}{\partial x_1^2} \) is less than 0 that means the \( \frac{\partial U^M_1(x_1)}{\partial x_1} \) is a monotonic decreasing function of \( x_1 \). After calculation, we formulate \( \frac{\partial U^M_1(x_1)}{\partial x_1} \) as (4.35).

\[
\frac{\partial U^M_1(x_1)}{\partial x_1} = \\
\sum_{m=1}^{M} B_{rm} W_B \log_2 \left( 1 + \frac{p_m h_m^2}{I_m} \right) + \sum_{k=1}^{K} B_{rk} W_B \log_2 \frac{W_B h_k^2 (1 - \mu_k x_1 B_{rk})}{\ln 2 \lambda_k y_m g_{km}^2 \sigma_k^2} \\
+ (x_1 - c_1) \left\{ \sum_{k=1}^{K} \frac{W_B^2 \mu_k B_{rk} B_{rm} p_m h_m^2}{(\ln 2)^2 \lambda_k y_m I_m (p_m h_m^2 + I_m)} - \sum_{k=1}^{K} \frac{B_{rk}^2 W_B \mu_k}{\ln 2 (1 - \mu_k x_1 B_{rk})} \right\}.
\]  

(4.35)
We have, \(\lim_{x_1 \to 0} \frac{\partial U^M(x_1)}{\partial x_1} > 0\). When \(x \to F_1\), we get two cases: \(\lim_{x \to F_1} \frac{\partial U^M(x_1)}{\partial x_1} \geq 0\) and \(\lim_{x \to F_1} \frac{\partial U^M(x_1)}{\partial x_1} < 0\). For the first case, the utility \(U^M_1\) is strictly monotonic increasing about \(x_1\) at the initial interval \([0, F_1]\). Therefore, for the second case, we know that the utility function \(U^M_1\) firstly climbs up with \(x_1\). After reaching the optimal point it drops down with \(x_1\). Hence, the utility function \(U^M_1\) is a concave function at the first interval, and it is easily to prove the utility function \(U^M_1\) is a concave function at the other intervals. That is to say, for \(x_1 < F_k\), the utility function is a concave function without the most \(K\) non-differentiable points at \(F_1, F_2, \ldots, F_m, \text{and } F_k\). We can solve \(x_1\) at each interval by many methods (e.g., the binary search algorithm and the gradient-based algorithm).

In this chapter, it is important to investigate the existence and uniqueness of the NE of Stackelberg game. In the duopoly case the convexity of the follower’s reaction function is essential for uniqueness of the NE. Hences, we will prove our Stackelberg game model existing an unique equilibrium.

**Theorem 4.1.** The unique NE exists in the proposed Stackelberg game.

**Proof.** Because we have already proven that each level exists a perfect equilibrium in a NE, then the NE of the proposed Stackelberg game model exists. The perfect equilibrium of the sub-game in each level is unique. Hence, the total Stackelberg NE is unique. \(\square\)

### 4.3 Service Allocation Algorithms

In this section we will present algorithms for each level of the game to converge their evolutionary equilibrium.
4.3.1 Evaluative Protocols for SBSs

We present an iteration algorithm for SBS level game based on the replicator dynamics. We assume that each SBS in the same group can exchange the utility information with other. The SBS can decides its own strategy according to the rival’s with some possibility. When all the SBSs in the same group reach the same utility, the evolution is complete. We describe the specific procedure as follows.

1. We assume each SBS can only connect to one TOC and MBS group at one time.
2. From (4.7), the utility is calculated with the size of CMM service and the interference price charged by TOC and MBS group.
3. We calculate the average utility of each group as,

\[ \phi_g(t) = \frac{\pi_g(t) \cdot \sum_m n_{m}^g(t)}{n^g(t)}. \]  (4.36)

If the average utility is greater than its own utility, the SBS can change its strategy to the other MBS and TOC group with the possibility as,

\[ P(t) = \frac{\phi_g(t) - \pi_g(t)}{\pi_g(t)}. \]  (4.37)

4. Repeat step 2 and 3.

Then we can form the algorithm for this level game.

4.3.2 Protocols for TOC and MBS Group

We design an algorithm for the TOC and MBS group to update the size of the CMM service and interference price that they can provide. The specific CMM service update
Algorithm 2 Evaluative protocols for SBS

**Initialization:**

a) Make all the SBSs to connect the MBS and TOC group.

b) Calculate the utility of each SBS.

repeat

b) Learn the rivals’ utility in the same group.

d) Compute the $\phi^g(t)$.

if the $\phi^g(t)$ is greater than the original utility $\pi^g(t)$ then

e) Change the utility with the possibility $P(t)$.

else

f) Keep the connection without any change.

end if

until g) All the SBSs obtain the same utility in the one group.

The scheme is as following,

\[ s_{m\tau}(t + 1) = s_{m\tau}(t) + \rho_s [U_m(t) - U_m(t - 1)] \]  \hspace{1cm} (4.38)

The scheme for the interference is,

\[ y_{m\tau}(t + 1) = y_{m\tau}(t) + \rho_y [U_m(t) - U_m(t - 1)] \]  \hspace{1cm} (4.39)

After updating the strategies, the MBS and TOC group broadcast its refreshed decisions to the SBSs. We assume that SBS can get the new information immediately without delay. Then the SBSs adjust their own strategies according to the algorithm 2. The algorithm 3 shows the execution of the MBS and TOC group.

4.3.3 CMM Service Allocation Iteration Algorithm

We introduce the backward induction to solve the entire problem, then we can get the NE of the Stackelberg game and present a CMM service iteration algorithm.

In the above algorithm, we can define the other CMM SPs’ strategies as $x_{-r}$ =
Algorithm 3 Execution of MBS and TOC group

Initialization:
   a) Set up the initial size of CMM service $s_{m\rho}$ and the interference price $y_{m\rho}$.

repeat
   b) Update the $s_m(t+1)$ and the interference price $y_m(t+1)$ by the specific scheme as, $s_m(t+1) = \max\{\min\{s_{m\tau}(t+1), s_m\}, 0\}$ and $y_m(t+1) = \max\{y_{m\tau}(t+1), 0\}$
   c) $t = t + 1$
until d) All $s_m$ and $y_m$ are stable.

Algorithm 4 CMM service allocation iteration algorithm

Initialization:
   Initialize the CMM service prices, i.e., for each CMM SP $r$, randomly offers the service price $x_r$, where $x_r \geq 0$.

repeat
   a) The MBS $m$ offers the interference price $y_m$ to the SBSs and decides which CMM SP to purchase the service from based on $x_r$ and update the amount of computing service $s_m$.
   b) Each SBS $k$ computes the utility using the receiving interference price $y_m$. Compute the average utility $\phi(t)$ to measure the connection to which MBS.
   c) SSU $k$ performs the CMM service allocation $s_k$ based on the CMM service price and interference price $y_m$ charged by SBS $k$.
   d) Cloud platform providers update their prices: $x_r[t] = B_r(x_{-r}[t-1])$
   e) $t = t + 1$
until $\|x[t] - x[t-1]\|/\|x[t-1]\| \leq \varepsilon$

$(x_1, \ldots, x_{r-1}, x_{r+1}, \ldots, x_R)$. When $x_{-r}$ is given at iteration step $t-1$, we can present the best response function $B_r(x_{-r}[t-1])$ of CMM service price $x_r$ at the iteration step $t$ to maximize its total revenue. The stop condition is $\|x[t] - x[t-1]\|/\|x[t-1]\| \leq \varepsilon$.

In the proposed algorithm, the MBS decides the interference price $y_m$ offering to SBSs and the amount of service purchased from the CMM SPs based on the service price $x_r$. The SBS then decides to connect which MBS. The SSU pays the service price $x_r$ and interference price $y_m$. The algorithm will stop until the service price $x_r$ converge.
Figure 4.5: Convergence of the evolution among SBSs to the equilibrium.

Figure 4.6: Evolutionary equilibrium with the different SBSs group number and the variable interference price.
Figure 4.7: Evolutionary equilibrium with the different SBSs group number and the variable CMM service size.

Figure 4.8: Best response for interference prices.
4.4 Simulation Results and Discussions

In this section, we evaluate the performance of the proposed scheme by the computer simulations. The main system parameters in the HWNs are adopted from the 3GPP [44]. In these simulations, we assume there are 2 CMM SPs, 2 groups of telecom operators and MBSs, and 2 SBSs groups. The initial number of the SBSs in each group is 25. For the utility function, we set $\omega_m = 1$ for the MBS and $\gamma = 100$, $\omega_k = 0.5$ for the SBS. The SBSs are located in the marcocell randomly and sparsely with each other at 50m to 150m far from the MBS. We set the path loss between SSU and MBS as $15.3 + 37.6 \log_{10}(D_{ms} + L_{ow})$ and the path loss between SSU and SBS as $46.86 + 20 \log_{10}(D_{ss} + L_{iw})$, where $D_{ms}$ is the distance between the MBS and the SSU and $D_{ss}$ is the distance between the SBS and the SSU. $L_{ow}$ means the penetration loss of exterior wall, and $L_{iw}$ means the penetration loss of the interior wall. They are set as $20dB$ and $10dB$, respectively. We can also find the parameters of the small scale and shadow fading in the [44]. The transmission bandwidth $W_B$ is $5MHz$ in the
MBS and the maximum transmission power is 46dBm from [44]. The general parameters are set as, $\mu_k = 0.05$, $\lambda_k = 1$, $\alpha = 0.03$, $\beta = 10$, $B_{rk}$ and $B_{rm} = 1$, $\rho_s = 1$, $\rho_y = 0.05$.

Firstly we consider the replicator dynamics method to show the evolutionary behavior of the SBSs. We define the two TOC and MBS groups purchase the initial size of the CMM service from the CMM SPs as $s_1 = s_2 = 30Mbps$. The two TOC and MBS offers the initial prices as $y_1 = 0.4$ and $y_2 = 0.6$. Fig. 4.5 shows the convergence of the evolutionary behavior when the initial population state is $x_1^a = 0.6$, and $x_1^b = 0.4$. The proposed system takes six steps to reach the equilibrium state. From the system, we know that in the state of the equilibrium, the utility of all the SBSs in both groups are nearly identical.

Fig. 4.6 represents the evolutionary equilibrium with the different SBS group numbers $n_a$ and the variable interference price $y_2$. We assume that the sizes of the CMM service shared by the two MBS and TOC group both are 30Mbps. The number of SBSs in group $b$ is fixed as 30. We can obtain that the number of SBSs choosing the MBS and TOC group 2 increases with the number of SBSs in group $a$ goes higher. When the interference price offered by the MBS and TOC group 1 increases, the SBSs try to connect the rival with the lower interference price.

Fig. 4.7 indicates that the evolutionary equilibrium with the different SBS group numbers $n_a$ and the variable CMM service size $s_2$. We set the interference prices offered by the MBS and TOC group are 2. The curves show that the number of SBSs choosing the MBS and TOC group 2 increases with the number in group $a$ have more SBSs. While the MBS and TOC group 2 offers more CMM service, there will be more SBSs connect to the group 2.

Fig. 4.8 gives the best response for the two SBS group $a$ and $b$. We set the CMM service size purchased by group $a$ and $b$ are 30Mbps and 40Mbps respectively. From the figures, we can get that both best response for interference prices $y_1$ and
\( y_2 \) are increasing in the non-cooperative game. There is only one intersection point \((1.20,1.52)\) of the two curves. Hence, we prove that NE is unique in the second of the entire game.

Finally, the average profit for our proposed scheme compared with an existing scheme. In the existing scheme, it cannot consider the scenario with multiple groups of TOCs and MBSs, as well as ignore the replicator dynamics method. The transmission rate is controlled between 1 and 4.5 Mbps. We recalculate the profits of the CMM SPs 1000 times at each 0.5Mbps interval to obtain the average profits. In Fig. 4.9, we compare the average profits of proposed scheme and the existing scheme described in Chapter 3, based on the size of service purchased by one SBS. We can point out that the two schemes both have the growing trends with the increasing size of the CMM service purchased by the SBS. Simulation results show that the proposed scheme can gain more profits than the existing one with the same size of CMM service.

### 4.5 Chapter Summary

In this chapter, we have studied the issues of jointly considering the operations of dynamic clouds and wireless networks in a mobile cloud computing environment. We extended the system model discussed in the previous chapter to include CMM SPs, TOC and HWNs with small cells. We formulated the problems of determining the CMM service price decision, wireless power allocation, and interference management as a three-level Stackelberg game. We also introduced an interference price to handle the interference effects between the macro cells and small cells. Furthermore, we adopted the replicator dynamics method to solve the evolutionary game between the groups of SBSs. At the CMM SPs’ level, we proposed a homogeneous Bertrand game with multiple CMM SPs and used a backward induction method to solve the whole model. Finally, we presented an iteration algorithm to obtain the equilibrium of the
Stackelberg game. Simulation results have been presented to show the performance of our proposed scheme.
Chapter 5

Conclusions and Future Work

5.1 Conclusions

In this thesis, we have studied the issues that arise when jointly considering the operations of clouds and wireless networks in a mobile cloud computing environment. We proposed a mobile cloud computing system combined with heterogeneous wireless networks. We consider the pricing information in the cloud, based on how the power allocation and interference management in wireless networks are performed. We adopted the Stackelberg game theoretic approach to formulate the problems of determining the cloud mobile media service price decision, wireless power allocation, and interference management in a mobile cloud computing environment. To analyze the proposed game, we use the backward induction method to capture the sequential dependencies of decisions at the different levels of the game. We performed the theoretical analysis of the game to obtain an equilibrium at each level, and we also present the algorithms for each level and describe the implementation used to achieve the equilibrium states.

In order to make the proposed mobile cloud computing system more convincing, the system model was extended to support multiple telecom operators, macro cells,
and small cells. The problem was then formulated as a three-level Stackberg Game, and the replicator dynamics method was adopted to solve the evolutionary game between the groups of small cell base stations. At the level of the cloud mobile service providers, we proposed a homogeneous Bertrand game with multiple CMM SPs and used a backward induction method to solve the whole model.

We designed and performed simulations to evaluate the proposed Stackelberg game theoretical method in these two mobile cloud computing systems. The simulation results presented that cloud operations have a significant impact on the performance of heterogeneous wireless network, and thus, the joint optimization of operations of clouds and wireless networks is necessary. This is due to the unique dynamics tied with cloud, CMM services and wireless networks. By jointly optimizing the operations of clouds and wireless networks, the proposed approach can considerably improve the performance of the mobile cloud computing system.

5.2 Future Work

In future research, we would like to design a new game theoretic approach for the operations of cloud and wireless networks in mobile cloud computing environment. This new approach should consider wireless network virtualization for enabling the abstraction of network infrastructure and radio spectrum resources. This will significantly reduce the overall expenses of operation of the network by integrating wireless network virtualization with our proposed mobile cloud computing framework. We would also like to extend the proposed game theoretic approach in this dissertation that applies to multiple cooperative small cells which may also suffer interference among them. Last but not least, we would like to devise more accurate and pragmatic utility functions to describe the CMM service price decision, resource allocation, and the interference management in a mobile cloud computing system.
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