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Abstract

Deep reinforcement learning (DRL) is evolved from a collection of powerful techniques in artificial intelligence areas, and has been extensively used in different areas. In DRL, an agent learns to take actions that would yield the most reward by interacting with the environment without prior knowledge of an exact mathematical model of the environment. The key idea of DRL is to approximate the value function by leveraging the powerful function approximation property of deep neural networks.

In this work, we investigate the performance improvements for wireless mobile networks via DRL. We firstly present a DRL approach in cache-enabled opportunistic interference alignment wireless networks. Most existing works on cache-enabled interference alignment wireless networks assume that the channel is invariant, which is unrealistic considering the time-varying nature of practical wireless environments. We consider realistic time-varying channels. The complexity of the system is very high when we consider realistic time-varying channels. We use Google TensorFlow to implement DRL in this chapter to obtain the optimal interference alignment user selection policy in cache-enabled opportunistic interference alignment wireless networks. Simulation results are presented to show that the performance in terms of the network’s sum rate and energy efficiency can be significantly improved by using the proposed approach.

Secondly, we design a software-defined framework for connected vehicles, which integrates communication, caching and mobile edge computing. A deep reinforcement
learning-based resource allocation scheme is proposed for the connected vehicles. The
dynamic change processes of the resources are modeled as Markov chains, respectively.
Without any assumptions about the objective functions or any low-complexity preprocessing, the proposed scheme can directly solve the resource allocation problems with large-scale state space. Simulation results verify that the proposed scheme can converge at a fast speed, improve the network operators total utilities, and possess the ability of resisting perturbation at a certain level.

Thirdly, we study trust-based social networks with mobile edge computing, in-network caching and device-to-device communications. An optimization problem is formulated to maximize the network operator’s utility with comprehensive considerations of trust values, computation capabilities, wireless channel qualities, and the cache status of all the available nodes. We apply a DRL approach to automatically make a decision for optimally allocating the network resources. The decision is made purely through observing the network’s states, rather than any handcrafted or explicit control rules, which makes it adaptive to variable network conditions. Simulation results with different network parameters are presented to show the effectiveness of the proposed scheme.
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Chapter 1

Introduction

1.1 Motivations

With the increasing demands for higher data rate, lower transmission delay and more reliable services, the integrated wireless networks with communications, caching and computing have become a developing trend for future networks. In the scenarios of complicated network architectures and multi-dimensional network resources, network control, user scheduling and resource allocation etc. are the main challenging technical issues. Introducing machine learning from the field of artificial intelligence into wireless networks, to facilitate network management and control, has become a hot topic. Recent advances in machine learning can have significant impacts on wireless mobile networks.

Machine learning algorithms can be basically classified into three categories: supervised, unsupervised, and reinforcement learning. Supervised learning is a kind of labelling learning technique. Supervised learning algorithms are given a labeled training dataset (i.e., inputs and known outputs) to build the system model representing the learned relation between the input and output [1,2]. In contrast to supervised learning, an unsupervised learning algorithm is given a set of inputs without labels.
Basically, an unsupervised learning algorithm aims to find patterns, structures, or knowledge in unlabeled data by clustering sample data into different groups according to the similarity between them. The unsupervised learning techniques are widely used in clustering and data aggregation [2, 3].

Reinforcement learning is an important branch of machine learning, where an agent learns to take actions that would yield the most reward by interacting with the environment. Different from supervised learning, reinforcement learning does not learn from samples provided by an experienced external supervisor. Instead, it has to operate based on its own experience despite that it faces with significant uncertainty about the environment [4]. Model-free reinforcement learning has recently been successfully applied to handle the deep neural network and value functions [5–8]. It can learn policies for tough tasks using the raw state representation directly as the input to the neural networks [9].

This dissertation exploits the current advances of machine learning and deep reinforcement learning algorithm, to tackle the network optimization and resource allocation issues in the integrated wireless networks with communications, caching and computing.

1.2 Contributions and Dissertation Organization

The integrated wireless networks with communication, caching and computing can meet the users’s demand for lower network delay, higher bandwidth, higher reliability, stronger security and customized services. At the same time, the complicated network architecture and multi-dimensional network resources makes the network control, resource allocation and resource management more challenging. Therefore, introducing machine learning into the future networks, to facilitate the network management and control has become a hotspot of wireless networks. In this dissertation, targeted at
the three different representative wireless networks, Interference Alignment (IA) wireless networks, vehicular networks and mobile social networks, reinforcement learning method is applied, to tackle with the respective resource allocation problems in each networks. The details of contributions in each chapter is presented as follows.

In Chapter 2, we provide a brief introduction of the background of machine learning, including supervised learning, unsupervised learning, and reinforcement learning, where deep reinforcement learning is majorly presented. Then, the integrated networking, caching and computing in wireless mobile networks is introduced. First, we give out the motivations for the integrated networks, then networking, caching and computing are discussed, respectively.

In Chapter 3, we investigate the performance improvements for wireless mobile networks via deep reinforcement learning (DRL). We firstly present a DRL approach in cache-enabled opportunistic interference alignment (IA) wireless networks. Recently, wireless proactive caching has attracted great attentions from both academia and industry [10, 11]. By effectively reducing the duplicate content transmissions in networks, caching has been recognized as one of the promising techniques for future wireless networks to improve spectral efficiency, shorten latency, and reduce energy consumption [12–14]. Based on the global traffic features, a few popular contents are requested by many users during a short time span, which accounts for most of the traffic load. Therefore, proactively caching the popular contents can remove the heavy burden of the backhaul links. We make the following contributions:

- Cache-enabled opportunistic IA is studied under the condition of time-varying channel coefficients. The channel is formulated as a finite-state Markov channel (FSMC), which has been widely accepted in the literature to characterize the correlation structure of the fading process [15–17]. Considering FSMC models may enable significant performance improvements over the schemes with
memoryless channel models.

- The complexity of the system is very high when we consider realistic FSMC models. Therefore, we propose a novel deep reinforcement learning approach in this chapter. Deep reinforcement learning is an advanced reinforcement learning algorithm that uses deep $Q$ network to approximate the $Q$ value-action function [8], and it has been used in wireless networks to improve the performance [18, 19]. Deep reinforcement learning is used in this chapter to obtain the optimal IA user selection policy in cache-enabled opportunistic IA wireless networks.

- We use Google TensorFlow to implement deep reinforcement learning. The visualization of the deep $Q$ network model is presented. Simulation results with different system parameters are presented to show the effectiveness of the proposed scheme. It is illustrated that the performance of cache-enabled opportunistic IA networks in terms of the network’s sum rate and energy efficiency can be significantly improved by using the proposed deep reinforcement learning approach.

In Chapter 4, a deep reinforcement learning-based resource allocation scheme is proposed for the connected vehicles with the integration of communication, caching and computing. The dynamic change processes of the communication, caching, and computing resources are modeled as Markov chains, respectively. Aiming at maximizing the network operators total utility, the joint resource allocation problem is formulated as a reinforcement learning process, and the deep Q learning algorithm is used to pursue the optimal solution. Chapter 4 contains the following contributions:

- Based on the programmable control principle originated from SDN and caching originated from ICN, we propose an integrated framework that can enable dynamic orchestration of networking, caching and computing resources to improve
the performance of next generation vehicular networks.

- In this framework, we formulate the resource allocation strategy as a joint optimization problem, where the gains of not only networking but also caching and computing are taken into consideration in the proposed framework.

- The complexity of the system is very high when we jointly consider three technologies. Therefore, we propose a novel deep reinforcement learning approach. Deep reinforcement learning is an advanced reinforcement learning algorithm that uses deep Q network to approximate the Q value-action function [8], and has been exploited in wireless networks to achieve automatic resource allocation [19,20]. Deep reinforcement learning is used to obtain the resource allocation policy in vehicular networks with integrated networking, caching, and computing.

- Simulation results with different system parameters are presented to show the effectiveness of the proposed scheme. It is illustrated that the performance of vehicular networks can be significantly improved with integrated networking, caching, and computing.

In Chapter 5, we study trust-based social networks with mobile edge computing, in-network caching and device-to-device communications. Recently, mobile social networks (MSNs) have been developing rapidly, which can provide a variety of social services and applications to mobile users [21]. Millions of mobile users interact with each other in MSNs, and MSNs will become one of the most important networking paradigms in future wireless mobile networks [22]. MSNs have always been trying to be innovative and leverage new technologies. The recently proposed integrated framework of networking, caching and computing can have positive impacts on MSNs. An optimization problem is formulated to maximize the network operators...
utility with comprehensive considerations of trust values, computation capabilities, wireless channel qualities, and the cache status of all the available nodes. We apply a DRL approach to automatically make a decision for optimally allocating the network resources. We make the following contributions:

- We consider trust-based social networks specifically with mobile edge computing, in-network caching and device-to-device (D2D) communications under the umbrella of an integrated framework. An optimization problem is formulated to maximize the network operator’s utility with comprehensive considerations of trust values, computation capabilities, wireless channel qualities, and the cache status of all the available BSs and D2D nodes.

- To be more realistic, we consider that the network conditions (i.e., trust value, computation capability, wireless channels, and cache status) are varying with time, and the dynamics of the computing capabilities, cache status and wireless channel conditions are modeled as Markov chains. In the meanwhile, the trust values are derived from both direct and indirect observations using Bayesian inference and Dempster-Shafer theory, respectively.

- When we jointly consider the dynamic trust values, computation capabilities, wireless channel conditions and the cache status, it is extremely difficult to solve the formulated optimization problem. In this work, we exploit DRL-based resource allocation strategy to solve the optimization problem without any explicit assumptions or simplifications.

- Simulation results with different system parameters are presented to show the effectiveness of the proposed scheme. It is illustrated that the performance of MSNs can be significantly improved with the proposed approach.

Chapter 6 gives the conclusions of this dissertation.
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Chapter 2

Background

In this section, we present background information about this work, including machine learning and integrated networking, caching, and computing.

2.1 Machine Learning

Recently, machine learning has attracted great attentions from both industry and academia. Machine learning has been extensively used in data mining, which allows the system to learn the useful structural patterns and models from training data. Machine learning algorithms can be basically classified into three categories: supervised, unsupervised, and reinforcement learning. In this subsection, widely-used machine learning algorithms are introduced. Each algorithm is briefly explained with some examples.

A machine learning approach usually consists of two main phases: training phase and decision making phase as illustrated in the Fig. 2.1. At the training phase, machine learning methods are applied to learn the system model using the training dataset. At the decision making phase, the system can obtain the estimated output for each new input by using the trained model.
2.1.1 Supervised Learning

Supervised learning is a kind of labelling learning technique. Supervised learning algorithms are given a labeled training dataset (i.e., inputs and known outputs) to build the system model representing the learned relation between the input and output. After training, when a new input is fed into the system, the trained model can be used to get the expected output [1, 2]. Some widely-used supervised learning algorithms include k-nearest neighbor, decision tree, random forest, neural network, support vector machine, Bayes’ theory, and hidden Markov models. As we will use the neural network extensively in this dissertation, we present neural networks in details in the following.

Neural Network (NN)  A neural network is a computing system made up of a large number of simple processing units, which operate in parallel to learn experiential knowledge from historical data [23]. The concept of neural networks is inspired by
Figure 2.2: A basic neural network with three layers: an input layer, a hidden layer and an output layer. An input has $m$ features (i.e., $X_1, X_2, \ldots, X_m$) and the input can be assigned to $n$ possible classes (i.e., $Y_1, Y_2, \ldots, Y_n$). Also, $W_{ij}^l$ denotes the variable link weight between the $i$th neuron of layer $l$ and the $j$th neuron of layer $l + 1$, and $a_k^l$ denotes the activation function of the $k$th neuron in layer $l$.

the human brain, which uses basic components, known as neurons to perform highly complex, nonlinear and parallel computations. In a NN, its nodes are the equivalent components of the neurons in the human brain. These nodes use activation functions to perform nonlinear computations. The most frequently used activation functions are the sigmoid and the hyperbolic tangent functions [24]. Simulating the way neurons are connected in the human brain, the nodes in a NN are connected to each other by variable link weights.

A NN has many layers. The first layer is the input layer and the last layer is the output layer. Layers between the input layer and the output layer are hidden layers. The output of each layer is the input of the next layer and the output of the last layer is the result. By changing the number of hidden layers and the number of nodes in each layer, complex models can be trained to improve the performance of NNs. NNs are widely used in many applications, such as pattern recognition. The most basic
NN has three layers, including an input layer, a hidden layer and an output layer, which is shown in Fig. 2.2.

There are many types of neural networks, which are often divided into two training types, supervised or unsupervised [25]. In the following, we will give a detailed representation of supervised neural networks which have been applied in the field of SDN. In Subsection 2.1.2, self-organizing map, a representative type of unsupervised neural networks, will be described.

**Random NN**  The random NN can be represented as an interconnected network of neurons which exchange spiking signals. The main difference between random NN and other neural networks is that neurons in random NN exchange excitatory and inhibitory spiking signals probabilistically. In random NN, the internal excitatory state of each neuron is represented by an integer, which is called “potential”. The potential value of each neuron rises when it receives an excitatory spiking signal and drops when it receives an inhibitory spiking signal. Neurons whose potential values are strictly positive are allowed to send out excitatory or inhibitory spiking signals to other neurons according to specific neuron-dependent spiking rates. When a neuron sends out a spiking signal, its potential value drops one. The random NN has been used in classification and pattern recognition [26]. For a more insightful discussion on random NN, please refer to [26–28].

**Deep NN**  Neural networks with a single hidden layer are generally referred to as shallow NNs. In contrast, neural networks with multiple hidden layers between the input layer and the output layer are called deep NNs [29–31]. For a long time, shallow NNs are often used. To process high-dimensional data and to learn increasingly complex models, deep NNs with more hidden layers and neurons are needed. However, deep NNs increase the training difficulties and require more computing resources. In
recent years, the development of hardware data processing capabilities (e.g., GPU and TPU) and the evolved activation functions (e.g., ReLU) make it possible to train deep NNs [32]. In deep NNs, each layer’s neurons train a feature representation based on the previous layer’s output, which is known as feature hierarchy. The feature hierarchy makes deep NNs capable of handling large high-dimensional datasets. Due to the multiple-level feature representation learning, compared to other machine learning techniques, deep NNs generally provide much better performance [32].

**Convolutional NN** Convolutional NN and recurrent NN are two major types of deep NNs. Convolutional NN [33,34] is a feed-forward neural network. Local sparse connections among successive layers, weight sharing and pooling are three basic ideas of convolutional NN. Weight sharing means that weight parameters of all neurons in the same convolution kernel are same. Local sparse connections and weight sharing can reduce the number of training parameters. Pooling can be used to reduce the feature size while maintaining the invariance of features. The three basic ideas reduce the training difficulties of convolutional NNs greatly.

**Recurrent NN** In feed-forward neural networks, the information is transmitted directionally from the input layer to the output layer. However, recurrent NN [35,36] is a stateful network, which can use internal state (memory) to handle sequential data. A typical recurrent NN and its unrolled form are shown in Fig. 2.3. \( X_t \) is the input at time step \( t \). \( h_t \) is the hidden state at time step \( t \). \( h_t \) captures information about what happened in all the previous time steps, so it is called “memory”. \( Y_t \) is the output at time step \( t \). \( U, V \) and \( W \) are parameters in the recurrent NN. Unlike a traditional deep NN, which uses different parameters at each layer, the recurrent NN shares the same parameters (i.e., \( U, V \) and \( W \)) across all time steps. This means that at each time step, the recurrent NN performs the same task, just with different
Figure 2.3: A typical recurrent NN and its unrolled form. $X_t$ is the input at time step $t$. $h_t$ is the hidden state at time step $t$. $Y_t$ is the output at time step $t$. $U$, $V$ and $W$ are parameters in the recurrent NN.

inputs. In this way, the total number of parameters needed to be trained is reduced greatly. Long Short-Term Memory (LSTM) [37, 38] is the most commonly-used type of recurrent NNs, which has a good ability to capture long-term dependencies. LSTM uses three gates (i.e., an input gate, an output gate and a forget gate) to compute the hidden state.

### 2.1.2 Unsupervised Learning

In contrast to supervised learning, an unsupervised learning algorithm is given a set of inputs without labels (i.e., there is no output). Basically, an unsupervised learning algorithm aims to find patterns, structures, or knowledge in unlabeled data by clustering sample data into different groups according to the similarity between them. The unsupervised learning techniques are widely used in clustering and data aggregation [2, 3]. In the following, we will give a detailed representation of widely-used unsupervised learning algorithms, such as k-means and self-organizing map.
**Figure 2.4:** Example of k-means algorithm, for $k = 2$. (a) Randomly choosing two data points as two centroids; (b) label each node with the closest centroid, resulting that node A and B are a class, node C, D and E are another class; (c) assign new centroids; (d) label each node with the closest centroid again, resulting that node A, B and C are a class, node D and E are another class; (e) the algorithm is converged.

**k-Means** The k-means algorithm is a popular unsupervised learning algorithm, which is used to recognize a set of unlabeled data into different clusters. To implement the k-means algorithm, only two parameters (i.e., the initial dataset and the desired number of clusters) are needed. If the desired number of clusters is $k$, the steps to resolve node clustering problem by using k-means algorithm are: (a) initialize $k$ cluster centroids by randomly choosing $k$ nodes; (b) use a distance function to label each node with the closest centroid; (c) assign new centroids according to the current node memberships and (d) stop the algorithm if the convergence condition is valid, otherwise go back to step (b). An example procedure of k-means algorithm is shown.
Self-Organizing Map (SOM) SOM, also known as Self-Organizing Feature Map (SOFM), is one of the most popular unsupervised neural network models. SOM is often applied to perform dimensionality reduction and data clustering. In general, SOM has two layers, an input layer and a map layer. When SOM is used to perform data clustering, the number of neurons in the map layer is equal to the desired number of clusters. Each neuron has a weight vector. The steps to resolve data clustering problem by using SOM algorithm are: (a) initialize the weight vector of each neuron in the map layer; (b) choose a data sample from the training dataset; (c) use a distance function to calculate the similarity between the input data sample and all weight vectors. The neuron whose weight vector has the highest similarity is called the Best Matching Unit (BMU). The SOM algorithm is based on competitive learning, which means that there is only one BMU each time. (d) The neighborhood of the BMU is calculated. (e) The weight vectors of the neurons in the BMU’s neighborhood (including the BMU itself) are adjusted towards the input data sample. (f) Stop the algorithm if the convergence condition is valid, otherwise go back to step (b). For a more insightful discussion on SOM, please refer to [40, 41].

2.1.3 Reinforcement Learning

Reinforcement learning is an important branch of machine learning, where an agent learns to take actions that would yield the most reward by interacting with the environment. Different from supervised learning, reinforcement learning cannot learn from samples provided by an experienced external supervisor. Instead, it has to operate based on its own experience despite that it faces with significant uncertainty about the environment.

Reinforcement learning is defined not characterizing learning methods, but by
characterizing a learning problem. Any method that is suitable for solving that problem can be considered as a reinforcement learning method [4]. A reinforcement learning problem can be described as an optimal control of a Markov Decision Process (MDP), however, state space, explicit transition probability and reward function are not necessarily required [42]. Therefore, reinforcement learning is powerful in handling tough situations that approach real-world complexity [8].

There are two outstanding features of reinforcement learning: trial-and-error search and delayed reward. Trial-and-error search means making trade-off between exploration and exploitation. The agent prefers to exploit the effective actions that have been tried in the past to produce rewards, but it also has to explore better new actions that may yield higher rewards in the future. The agent must try various actions and progressively favor those that earn the most rewards. The other feature of reinforcement learning is that the agent looks into a big picture, not just considering the immediate reward, but also the cumulative rewards in the long run, which is specified as value function.

Generally, reinforcement learning can be divided into model-free and model-based reinforcement learning, which is based on whether or not the environment elements are already known. Model-free reinforcement learning has recently been successfully applied to handle the deep neural network and value functions [5–8]. It can learn policies for tough tasks using the raw state representation directly as the input to the neural networks [9]. Contrastively, model-based reinforcement learn a model of the system with the help of supervised learning and optimize a policy under this model [9, 43, 44]. Recently, elements of model-based RL have been incorporated into model-free deep reinforcement learning to accelerate the learning rate without losing the strengths of model-free learning [9]. Let us briefly review the reinforcement learning from model-based to model-free case.
Let $X = \{x_1, x_2, ..., x_n\}$ be the state space, and $A = \{a_1, a_2, ... a_m\}$ be the action set. Based on the current state $x(t) \in X$, the agent takes an action $a(t) \in A$ on the environment and then the system transfers to a new state $x(t+1) \in X$ according to the transition probability $P_{x(t)x(t+1)}(a)$. The immediate reward is denoted as $r(x(t), a(t))$.

Taking into the long-term returns, the agent should not only consider the immediate rewards, but also the future rewards. The more into the future, the more discounts the reward may get. Thus, the future rewards are discounted with a discount factor $0 < \epsilon < 1$. The aim of the reinforcement learning agent is to find an optimal policy $a^* = \pi^*(x) \in A$ for each state $x$, which maximizes the cumulative reward over a long time. The cumulative discounted reward at state $x$ can be expressed by the state value function:

$$V^\pi(x) = E\left[ \sum_{t=0}^{\infty} \epsilon^t r(x(t), a(t)) | x(0) = x \right],$$  \hspace{1cm} (2.1)$$

where $E$ denotes the expectation, and it is considered over an infinite time horizon.

Due to the Markov property, i.e., the state at the subsequent time instant is only determined by the current state, irrelevant to the former states, the value function can be rewritten as

$$V^\pi(x) = R(x, \pi(x)) + \epsilon \sum_{x' \in X} P_{xx'}(\pi(x)) V^\pi(x'),$$  \hspace{1cm} (2.2)$$

where $R(x, \pi(x))$ is the mean value of the immediate reward $r(x, \pi(x))$, and $P_{xx'}(\pi(x))$ is the transition probability from $x$ to $x'$, when action $\pi(x)$ is executed. The optimal policy $\pi^*$ follows Bellman’s criterion

$$V^{\pi^*}(x) = \max_{a \in A} \left[ R(x,a) + \epsilon \sum_{x' \in X} P_{xx'}(a) V^{\pi^*}(x') \right].$$  \hspace{1cm} (2.3)$$
Given the reward $R$ and transition probability $P$, the optimal policy can be obtained.

When $R$ and $P$ are unknown, $Q$-learning is one of the most widely-used strategies to determine the best policy $\pi^*$. $Q$-Learning belongs to model-free reinforcement learning algorithms. The most important component of $Q$-learning algorithms is to properly and efficiently estimate the $Q$ value. The $Q$ function can be implemented simply by a look-up table, or by a function approximator, sometimes a nonlinear approximator, such as a neural network. The agent that uses a neural network to represent $Q$ function is called $Q$-network, which is denoted as $Q(x, a; \theta)$. The parameter $\theta$ stands for the weights of the neural network, and the $Q$-network is trained by updating $\theta$ at each iteration to approximate the real $Q$ values. A state-action function, i.e., $Q$-function is defined as

$$Q^\pi(x, a) = R(x, a) + \epsilon \sum_{x' \in X} P_{xx'}(a)V^\pi(x'),$$

(2.4)

which represents the discounted cumulative reward when action $a$ is performed at state $x$ and continues optimal policy from that point on.

The maximum $Q$ function will be

$$Q^{\pi^*}(x, a) = R(x, a) + \epsilon \sum_{x' \in X} P_{xx'}(a)V^{\pi^*}(x'),$$

(2.5)

then the discounted cumulative state function can be written as

$$V^{\pi^*}(x) = \max_{a \in A} [Q^{\pi^*}(x, a)].$$

(2.6)

Up to now, the objective can change from finding the best policy to finding the proper $Q$-function. Usually, $Q$-function is obtained in a recursive manner using the
Figure 2.5: A basic diagram of a RL system. The agent takes an action according to the current state and then receives a reward. $r(s_t, a_t)$ denotes the immediate reward that the agent receives after performing an action $a_t$ at the state $s_t$.

available information $(x, a, r, x', a')$, i.e., the state $x$, the immediate reward $r$, the action $a$ at the current time instant $t$, and the state $x'$ and action $a'$ at the next time instant $t+1$. The $Q$-function is updated as

$$Q_{t+1}(x, a) = Q_t(x, a) + \alpha \left( r + \epsilon \max_{a'} Q_t(x', a') - Q_t(x, a) \right), \quad (2.7)$$

where $\alpha$ is the learning rate. Utilizing proper learning rate, $Q_t(x, a)$ will definitely converges to $Q^*(x, a)$ [45].

2.1.4 Deep Q-learning

While neural networks allow for great flexibility, they do so at the cost of stability when it comes to $Q$-Learning, which is interpreted in [8]. Deep $Q$-network that uses deep neural networks instead of approximating the $Q$-function is proposed recently, and it is proven to be more advantageous with greater performance and more robust learning [8]. To transform an ordinary $Q$-network into a deep $Q$-network, three improvements have been implemented.
• Replacing ordinary neural networks with advanced multi-layer deep convolutional networks, which utilize hierarchical layers of tiled convolutional filters to exploit the local spatial correlations, and make it possible to extract high-level features from raw input data [42,46].

• Utilizing Experience Replay, which stores its interaction experience tuple \( e(t) = (x(t), a(t), r(t), x(t+1)) \) at time \( t \) into a replay memory \( D(t) = \{e(1), ..., e(t)\} \), and then randomly samples batches from the experience pool to train the deep convolutional network’s parameters rather than directly using the consecutive samples as in \( Q \)-learning. This allows the network to learn from more various past experiences, and restrains the network from only focusing on what it is immediately doing.

• Adopting a second network, to generate the target \( Q \) values that are used to calculate the loss for each action during the training procedure. One network for both estimations of \( Q \) values and target \( Q \) values would result in falling into feedback loops between the target and estimated values. Thus, in order to stabilize the training, the target network’s weights are fixed and periodically updated.

The deep \( Q \)-function is trained towards the target value by minimizing the loss function \( L(\theta) \) at each iteration, and the loss function can be written as

\[
L_i(\theta_i) = E[(y_i - Q(x,a;\theta_i)^2)],
\]

where \( y_i = r + \varepsilon \max_{a'} Q(x',a';\theta_i^-) \). Here, the weights \( \theta_i^- \) are updated as \( \theta_i^- = \theta_{i-G} \), i.e., the weights update every \( G \) time steps in the deep \( Q \)-networks instead of \( \theta_i^- = \theta_{i-1} \).
2.1.5 Beyond Deep Q-learning

Since deep Q-learning is first proposed, great efforts have been made for even greater performance and higher stability. Here, we briefly introduce two recent improvements: Double DQN [47] and Dueling DQN [5].

**Double DQN**

In regular DQN, both choosing an action and evaluating the chosen action use the max over the $Q$ values, which would lead to over-optimistic $Q$ value estimation. To relieve the over-estimation problem, the target value in double DQN is designed and updated as

$$y_{i}^{\text{double}} = r + \varepsilon Q(x', \arg \max_{a'} Q(x', a'; \theta_i); \theta_i^-),$$

where the action choice is decoupled from the target $Q$-value generation. This simple trick makes the over-estimation significantly reduced, and the training procedure runs faster and more reliably.

**Dueling DQN**

The intuition behind Dueling DQN is that it is not always necessary to estimate the value of taking each available action. For some states, the choice of action makes no influence on what happens. Thus, in dueling DQN, the state-action value $Q(x, a)$ is decomposed into two components as follows,

$$Q(x, a) = V(x) + A(a).$$

Here, $V(x)$ is the value function, which simply represents how good it is to be in a given state $x$. $A(a)$ is the advantage function, which measures the relative importance
of a certain action compared with other actions. After $V(x)$ and $A(a)$ are separately computed, their values are combined back into a single $Q$-function at the final layer. This improvement would lead to better policy evaluation.

Combining both the above two techniques can achieve better performance and faster training speed. In the following section, the deep $Q$-network with the two improvements is utilized to find the optimal policy for a practical network application.

### 2.2 Integrated Networking, Caching and Computing in Wireless Mobile Networks

#### 2.2.1 Motivations

New wireless mobile applications, such as natural language processing, augmented reality and face recognition, have emerged rapidly in recent years. However, conventional wireless networks solely focusing on communication are no longer capable of meeting the demand raised by such applications not only on high data rates, but also on high caching and computing capabilities. Although the pivotal role of communication in wireless networks can never be overemphasized, the growth in communication alone is not sustainable any longer. On the other hand, recent advances in communication and information technologies have fueled a plethora of innovations in various areas, including networking, caching and computing, which have the potential to profoundly impact our society via the development of smart homes, smart transportation, smart cities [48], etc.

Therefore, the integration of networking, caching and computing into one system becomes a natural trend [48]. By incorporating caching functionality into the network, the system can provide native support for highly scalable and efficient content retrieval, and meanwhile, duplicate content transmissions within the network
can be reduced significantly. As a consequence, mobility, flexibility and security of the network can be considerably improved. On the other hand, the incorporation of computing functionality endows the network with powerful capabilities of data processing, hence enabling the execution of computationally intensive applications within the network. By offloading mobile devices’ computation tasks (entirely or partially) to resource-rich computing infrastructures in the vicinity or in remote clouds, the task execution time can be considerably reduced, and the local resources of mobile devices, especially battery life, can be conserved, thus enriching the computing experience of mobile users. Moreover, networking, caching and computing functionalities can complement and reinforce each other by interactions. For instance, some of the computation results can be cached for future use, thus alleviating the backhaul workload. On the other hand, some cached content can be transcoded into other versions to better suit specific user demands, thus economizing storage spaces and maximizing the utilization of caching.

Despite the potential vision of integrated networking, caching and computing systems, a number of significant research challenges remain to be addressed before widespread application of the integrated systems, including the latency requirement, bandwidth constraints, interfaces, mobility management, resource and architecture tradeoffs, convergence as well as non-technical issues such as governance regulations, etc. Particularly, the resource allocation issue, in which the management and allocation of three types of resources should be jointly considered to effectively and efficiently serve user requirements, is especially challenging. In addition, non-trivial security challenges are induced by a large number of intelligent devices/nodes with self adaptation/context awareness capabilities in integrated systems. These challenges need to be broadly tackled through comprehensive research efforts.
2.2.2 Networking

The communication and networking technologies of the fifth generation (5G) wireless telecommunication networks are being standardized at full speed along the time line of International Mobile Telecommunications, which is proposed by the International Telecommunication Union (ITU). Consequently, unanimous agreement on the prospect of a new, backward-incompatible radio access technology is emerging in the industry.

Significant improvements on data rate and latency performance will be powered by logical network slices [49] in the 5G communication environment. Furthermore, network flexibility will be greatly promoted by dynamic network slices, therefore providing the possibility of the emergence of a variety of new network services and applications. Due to the fact that the key problems of network slices are how to properly slice the network and at what granularity, it is not difficult to predict that a number of already existing technologies, such as software defined networking (SDN) [50] and network functions virtualization (NFV) [51], will be taken into consideration.

SDN can enable the separation between the data plane and the control plane, therefore realizing the independence of the data plane capacity from the control plane resource, which means high data rates can be achieved without incurring overhead upon the control plane. Meanwhile, the separation of the data and control planes endows high programmability, low-complexity management, convenient configuration and easy troubleshooting to the network. The controller in the control plane and the devices in the data plane are bridged by a well-defined application programming interface (API), of which a well known example is OpenFlow. The instructions of a controller to the devices in the data plane are transmitted through flow tables, each of which defines a subset of the traffic and the corresponding action. Due to the advantages described above, SDN is considered promising on providing programmable
network control in both wireless and wired networks.

NFV presents the technology that decouples the services from the network infrastructures that provide them, therefore maximizing the utilization of network infrastructure by offering the possibility that services from different service providers can share the same network infrastructure [51]. Furthermore, easy migration of new technology in conjunction with legacy technologies in the same network can be realized by isolating part of the network infrastructure [50].

2.2.3 Caching

As described above, the spectral efficiency (SE) of wireless communication radio access networks has been increased greatly by ultra-dense small cell deployment. However, this has brought up another issue: the backhaul may become the bottleneck of the wireless communication system due to the tremendous and ever increasing amount of data being exchanged within the network [52]. On the other hand, building enough high speed backhauls linking the core network and the small cells which are growing in number could be exceptionally expensive. Being stimulated by this predicament, research efforts have been dedicated to caching solutions in wireless communication systems [53]. By storing Internet contents at infrastructures in radio access networks, such as base stations (BSs) and mobile edge computing (MEC) servers, caching solutions enable the reuse of cached contents and the alleviation of backhaul usage. Therefore, the problem has been transferred by caching solutions from intensive demands on backhaul connections to caching capability of the network.

However, the original intention of Internet protocols is providing direct connections between clients and servers, while the caching paradigm calls for a usage pattern based on distribution and retrieval of content. This contradiction has led to a degradation of scalability, availability and mobility. To address this issue, Content Delivery Networks
CDNs and Peer-to-Peer (P2P) networks have been proposed in application layers, as first attempts to confer content distribution and retrieval capabilities to networks by utilizing the current storage and processing network infrastructures.

CDNs employ clusters of servers among the Internet infrastructures and serve the UE with the replications of content that have been cached in those servers. The content requests generated by UE are transmitted through the Domain Name Servers (DNSs) of the CDN to the nearest CDN servers that hold the requested content, in order to minimize latency. The decision on which server is chosen to store the replication of content is made upon a constant monitoring and load balancing of data traffic in the network.

P2P networks rely on the storage and forwarding of replications of content by UE. Each UE can act as a caching server in P2P networks. In P2P networks, the sources of content are called peers. Instead of caching a complete content, each peer may store only a part of the content, which is called a chunk. Thus, the content request of a UE is resolved and directed to several peers by a directory server. Each peer will provide a part of the requested content upon receipt of the request.

Although CDN and P2P do give a solution for content distribution and retrieval, due to the fact that they solely operate on application layers and the commercial and technological boundaries that they are confined to, the performances of these two techniques are not ideal enough to fulfil the demands on network caching services.

Serving as an alternative to CDN and P2P networking, Information-Centric Networking (ICN) emphasizes information dissemination and content retrieval by operating a common protocol in a network layer, which can utilize current storage and processing network infrastructures to cache content [53]. In general, depending on the location of caches, caching approaches of ICN can be categorized as on-path caching and off-path caching. On-path caching concerns the delivery paths when considering
caching strategies, and hence are usually aggregated with the forwarding mechanisms of ICN. On the other hand, off-path caching solely focuses on the storage and delivery of content, regardless of the delivery path.

2.2.4 Computing

As the prevalence of smartphones is dramatically growing, new mobile applications, such as face recognition, natural language processing, augmented reality, etc. are emerging. This leads to a constantly increasing demand on computational capability. However, due to size and battery life constraints, mobile devices tend to fail in fulfilling this demand. On the other hand, powered by network slicing, SDN and NFV, cloud computing (CC) functionalities are incorporated into mobile communication systems, bringing up the concept of mobile cloud computing (MCC), which leverages the rich computation resources in the cloud for user computation task execution, by enabling computation offloading through wireless cellular networks. After computation offloading, the cloud server will create a clone for each piece of user equipment (UE) individually, then the computation task of the UE will be performed by the clone on behalf of that UE. Along with the migration of computation tasks from UE to a resourceful cloud, we are witnessing a networking paradigm transformation from connection-oriented networking to content-oriented networking, which stresses data processing, storage and retrieval capability, rather than the previous criterion that solely focuses on connectivity.

Nevertheless, due to the fact that the cloud is usually distant from mobile devices, the low-latency requirements of some latency-sensitive (real-time) applications may not be fulfilled by cloud computing. Moreover, migration of a large amount of computation tasks over a long distance is sometimes infeasible and uneconomical.
To tackle this issue, fog computing has been proposed to provide UE with proximity to resourceful computation servers. It is a distributed computing paradigm in which network entities with different computation and storage abilities and various hierarchical levels are placed within a short distance from the cellular wireless access network, connecting user devices to the cloud or Internet. It is worth noting that fog computing is not a replacement but a complement of cloud computing, due to the fact that the gist of fog computing is providing low-latency services to meet the demands of real-time applications, such as smart traffic monitoring, live streaming, etc. However, when the applications requiring a tremendous amount of computation or permanent storage are concerned, the fog computing infrastructures are only acting as gateways or routers for data redirection to the cloud computing framework.

To serve as a complement of cloudlet-based mobile cloud computing, a new MCC paradigm similar to fog computing, named MEC, is proposed [54]. Being placed at the edge of radio access networks, MEC servers can provide sufficient computation resources in physical proximity to UE, which guarantees the fulfilment of the demand of fast interactive response by low-latency connections. Therefore, mobile edge computing is envisioned as a promising technique to offer agile and ubiquitous computation augmenting services for mobile devices, by conferring considerable computational capability to mobile communication networks [54].
Chapter 3

Deep Reinforcement Learning for Cache-Enabled Opportunistic Interference Alignment Wireless Networks

3.1 Introduction

Interference alignment (IA) has been studied extensively as a revolutionary technique to tackle the interference issue in wireless networks [55]. IA exploits the cooperation of transmitters to design the precoding matrices, and thus eliminates the interferences. IA can benefit mobile cellular networks [56]. Due to the large number of users in cellular networks, multiuser diversity has been studied in conjunction with IA, called opportunistic IA, which further improves the network performance [57–60].

Recently, wireless proactive caching has attracted great attentions from both academia and industry [10,11]. By effectively reducing the duplicate content transmissions in networks, caching has been recognized as one of the promising techniques for future wireless networks to improve spectral efficiency, shorten latency, and reduce energy consumption [12–14]. Based on the global traffic features, a few popular contents are requested by many users during a short time span, which accounts for most
of the traffic load. Therefore, proactively caching the popular contents can remove the heavy burden of the backhaul links.

Jointly considering these two important technologies, caching and IA, can be beneficial in IA-based wireless networks [61, 62]. The implementation of IA requires the channel state information (CSI) exchange among transmitters, which usually relies on the backhaul link. The limited capacity of backhaul link has significant impacts on the performance of IA [63]. Caching can relieve the traffic loads of backhaul links, thus the saved capacity can be used for CSI exchange in IA. In [61], the authors investigate the benefits of caching and IA in the context of multiple-input and multiple-output (MIMO) interference channels, and maximize the average transmission rate by optimizing the number of the active transceiver pairs. In [62], it is shown that by properly placing the content in the transmitters’ caches, the IA gain can be increased.

Although some excellent works have been done on caching and IA, most of these previous works assume that the channel is block-fading channel or invariant channel, where the estimated CSI of the current time instant is simply taken as the predicted CSI for the next time instant. Considering the time-varying nature of wireless environments, this kind of memoryless channel assumption is not realistic [64], especially in vehicular environments due to high mobility [65]. In addition, it is difficult to obtain the perfect CSI due to channel estimation errors, communication latency and backhaul link constraints [66, 67].

In this chapter, we consider realistic time-varying channels, and propose a novel deep reinforcement learning approach in cache-enabled opportunistic IA wireless networks. Deep reinforcement learning is a kind of machine learning, which is a powerful tool to process wireless data [68]. The distinct features of this chapter are as follows.

- Cache-enabled opportunistic IA is studied under the condition of time-varying
channel coefficients. The channel is formulated as a finite-state Markov channel (FSMC), which has been widely accepted in the literature to characterize the correlation structure of the fading process [15, 16, 69]. Considering FSMC models may enable significant performance improvements over the schemes with memoryless channel models.

- The complexity of the system is very high when we consider realistic FSMC models. Therefore, we propose a novel deep reinforcement learning approach in this chapter. Deep reinforcement learning is an advanced reinforcement learning algorithm that uses deep $Q$ network to approximate the $Q$ value-action function [8], and it has been used in wireless networks to improve the performance [18, 19]. Deep reinforcement learning is used in this chapter to obtain the optimal IA user selection policy in cache-enabled opportunistic IA wireless networks.

- We use Google TensorFlow to implement deep reinforcement learning. The visualization of the deep $Q$ network model is presented. Simulation results with different system parameters are presented to show the effectiveness of the proposed scheme. It is illustrated that the performance of cache-enabled opportunistic IA networks in terms of the network’s sum rate and energy efficiency can be significantly improved by using the proposed deep reinforcement learning approach.

The rest of this chapter is organized as follows. In Section 3.2, the system model is presented. In Section 3.3, the cache-enabled opportunistic IA network is formulated as a deep reinforcement learning process. Simulation results are discussed in Section 3.4. Finally, chapter summary is presented in Section 3.5.
3.2 System Model

In this section, the model of IA is described, followed by the time-varying channel. Then, cache-equipped transmitters are described.

3.2.1 Interference Alignment

IA is a revolutionary interference management technique, which theoretically enables the network’s sum rate grow linearly with the cooperative transmitter and receiver pairs. That is to say, each user can obtain the capacity \( \frac{1}{2} \log(\text{SNR}) + o(\log(\text{SNR})) \), which has nothing to do with the interferences [70]. Actually, SNR plays a crucial role in determining the IA results. Cadambe and Jafar pointed out that IA performs better at very high SNR, and suffers from low quality at moderate SNR levels [70]. Meanwhile higher and higher SNR is required to approach IA network’s theoretical maximum sumrate as the number of IA users increases [55]. Thus, there exist competitions among users for accessing to IA network.

Consider a \( K \)-user MIMO interference channel. \( N_t^{[k]} \) and \( N_r^{[k]} \) antennas are equipped at the \( k \)th transmitter and receiver, respectively. The degree of freedom (DoF) of the \( k \)th user is denoted as \( d^{[k]} \). The received signal at the \( k \)th receiver can be written as

\[
y^{[k]}(t) = U^{[k]}(t)H^{[kk]}(t)V^{[k]}(t)x^{[k]}(t) + \sum_{j=1,j\neq k}^{K} U^{[k]}(t)H^{[kj]}(t)V^{[j]}(t)x^{[j]}(t) + U^{[k]}(t)z^{[k]}(t),
\]

where the first term at the right side represents the expected signal, and the other two terms mean the inter-user interference and noise, respectively. \( H^{[kj]}(t) \) is the \( N_t^{[k]} \times N_t^{[j]} \) matrix of channel coefficients from the \( j \)th transmitter to the \( k \)th receiver over the time slot \( t \). Each element of \( H^{[kj]}(t) \) is independent and identically
distributed (i.i.d) complex Gaussian random variable, with zero mean and unit variance. \( V^k(t) \) and \( U^k(t) \) are the unitary \( N_t^k \times d^k \) precoding matrix and \( N_r^k \times d^k \) interference suppression matrix of the \( k \)th user, respectively. \( x^k(t) \) and \( z^k(t) \) are the transmitted signal vector of \( d^k \) dimensions and the \( N^k \times 1 \) additive white Gaussian noise (AWGN) vector whose elements have zero mean and \( \sigma^2 \) variance at the \( k \)th receiver, respectively.

The interference can be perfectly eliminated only when the following conditions can be satisfied

\[
U^k(t)H^{kj}(t)V^{j}(t) = 0, \quad \forall j \neq k, \quad (3.2)
\]

\[
\text{rank} \left( U^k(t)H^{kk}(t)V^k(t) \right) = d^k. \quad (3.3)
\]

Under this assumption, the received signal at the \( k \)th receiver can be rewritten as

\[
y^k(t) = U^k(t)H^{kk}(t)V^k(t)x^k(t) + U^k(t)z^k(t). \quad (3.4)
\]
To meet Condition (3.2), the global CSI is required at each transmitter. Each transmitter can estimate its local CSI (i.e., the direct link), but the CSI of other links can only be obtained by CSI share with other transmitters via the backhaul link [61]. Thus, in IA network, the backhaul link is more than a pipeline for connecting with Internet. The limited capacity should be made optimum use of. The recent advances focus on the benefits of edge caching, which is capable to decrease the data transfer and leave more capacity for CSI share. The detail is described in the following subsection. In this chapter, we assume the total backhaul link capacity of all the users is $C_{total}$, and the CSI estimation is perfect with no errors and no time delay.

### 3.2.2 Cache-equipped Transmitters

In the era of explosive information, the vast amount of content makes it impossible for all of them gain popularity. As a matter of fact, only a small fraction becomes extensively popular. That means certain content may be requested over and over during a short time span, which gives rise to the network congestion and transmission delay. We assume that each transmitter is equipped with a cache unit that has certain amount of storage space. The stored content may follow a certain popularity distribution.

For consistency, the cache of each transmitter stores the same content, usually the web content, and thus alleviating the backhaul burden and shorten delay time. In [71], the authors survey on the existing methods for predicting the popularity of different types of web content. Specifically, they show that different types of content follow different popularity distributions. For example, the popularity growth of online videos complies with power-law or exponential distributions, that of the online news can be represented by power-law or log-normal distributions, etc. Based on the content popularity distribution and cache size, cache hit probability $P_{hit}$ and cache
miss probability $P_{\text{miss}}$ can be derived [61]. In this chapter, the specific popularity distribution is not the focus, and we just concentrate on two states, whether the requested content is within the cache or not. We describe the two states as $\Lambda = \{0, 1\}$, where 0 means the requested content is not within the cache, and 1 indicates it is within the cache.

In this chapter, we consider an MIMO interference network with limited backhaul capacity and caches equipped at the transmitter side, as illustrated in Fig. 3.1. There is a central scheduler who is responsible for collecting the channel state and cache status from each user, scheduling the users and allocating the limited resources. All the users are connected to the central scheduler via a backhaul link for CSI exchange and Internet connection, and the total capacity is limited.

When we consider realistic FSMC models (in Section IV), the complexity of the system is very high, which makes it difficult to be solved using traditional approaches. In this chapter, we used a novel reinforcement learning approach to solve the optimization problem in cache-enabled opportunistic IA wireless networks. In the following section, we describe recent advances of deep reinforcement learning.

## 3.3 Problem Formulation

In this section, we first formulate the realistic time-varying channels as finite-state Markov channels (FSMC), and then we demonstrate how to formulate the cache-enabled IA network optimization problem as a deep $Q$-learning process, which can determine the optimal policy for IA user grouping.
3.3.1 Time-varying IA-based Channels

We model the realistic time-varying channels as FSMCs, which is an effective method to characterize the fading nature of wireless channels [15]. Specifically, the first-order FSMC is used in this chapter.

Here we consider a multi-user interference network with one DoF for each user, and the received signal to interference and noise ratio (SINR) is an important parameter that can be used to reflect the quality of a wireless channel. In an IA-based wireless network, if the interference is completely eliminated, the received SINR of the $k$th user at time instant $t$ can be derived as follows,

$$\text{SINR}^{[k]}(t) = \frac{|h^{[kk]}(t)|^2 P^{[k]}}{\sigma^2},$$

where $h^{[kk]}(t) = u^{[k] \dagger}(t)H^{[kk]}(t)v^{[k]}(t)$. On the other hand, if the interference is not perfectly eliminated, the received SINR is

$$\text{SINR}^{[k]}(t) = \frac{|h^{[kk]}(t)|^2 P^{[k]}}{\sum_{j \neq k} |h^{[kj]}|^2 P^{[j]} + \sigma^2},$$

where $h^{[kj]}(t) = u^{[k] \dagger}(t)H^{[kj]}(t)v^{[j]}(t)$.

As we consider opportunistic IA networks with user scheduling, directly modeling the received SINR of a certain user as a Markov random variable is not appropriate. Due to the relationship of the received SINR and the channel coefficient, we model the channel coefficient after using IA, $|h^{[kj]}|^2$, as a Markov random variable. Here, $|h^{[kj]}(t)|^2$ is newly modelled because of its unknown distribution. We partition and quantize the range of $|h^{[kj]}|^2$ into $H$ levels. Each level corresponds to a state of the Markov channel. This channel information is included in the system state, which will be discussed in detail in the following subsection. We consider $T$ time slots over a period of wireless communications. Let us denote $t \in \{0, 1, 2, \ldots, T - 1\}$ as the time
instant, and the channel coefficient varies from one state to another state when one
time slot elapses.

3.3.2 Formulation of the Network’s Optimization Problem

In our system, there are \( L \) candidates that want to join in the IA network to com-
municate wirelessly. We assume that the IA network size is always smaller than the
number of candidates, which is in accordance with the fact that a large number of
users expect wireless communications anytime and anywhere. As aforementioned, the
value of SNR affects the performance of interference alignment, and the candidates
who occupy the better channels are more advantageous for accessing to the IA net-
work. Therefore, we make an action at each time slot to decide which candidates are
the optimal users for constructing an IA network based on their current states.

Here, a central scheduler is responsible for acquiring each candidate’s CSI and
cache status, then it assembles the collected information into a system state. Next,
the controller sends the system state to the agent, i.e., the deep \( Q \) network, and then
the deep \( Q \) network feeds back the optimal action \( \arg\max_{\pi} Q^*(x, a) \) for the current
time instant. After obtaining the action, the central scheduler will send a bit to inform
the users to be active or not, and the corresponding precoding vector will be sent to
each active transmitter. The system will transfer to a new state after an action is
performed, and the rewards can be obtained according to the reward function.

Inside the deep \( Q \) network, the replay memory stores the agent’s experience of
each time slot. The \( Q \) network parameter \( \theta \) is updated at every time instant with
samples from the replay memory. The target \( Q \) network parameter \( \theta^- \) is copied from
the \( Q \) network every \( N \) time instants. The \( \varepsilon \)-greedy policy is utilized to balance
the exploration and exploitation, i.e., to balance the reward maximization based on
the knowledge already known with trying new actions to obtain knowledge unknown.
Algorithm 1 Deep reinforcement learning algorithm in cache-enabled IA networks.

Initialization.

- Initialize replay memory.
- Initialize the $Q$ network parameters with $\theta$.
- Initialize the target $Q$ network parameters with $\theta^- = \theta$.

For episode $k = 1, ..., K$ do:

- Initialize the beginning state $x$.

For $t = 1, 2, 3..., T$ do:

- Choose a random probability $p$.
- Choose $a(t)$ as,
  - if $p \geq \varepsilon$,
    - $a^*(t) = \arg \max_a Q(x, a, \theta)$,
  - otherwise,
    - randomly choose a solution $a(t) \neq a^*(t)$,
- Execute $a(t)$ in the system. Observe the reward $r(t)$, and next state $x(t + 1)$.
- Store the experience $(x(t), a(t), r(t), x(t + 1))$ in replay memory.
- Get mini-batch of samples $(x(t), a(t), \zeta(t), x(t + 1))$ from the replay memory.
- Perform a gradient descent step on $(y - Q(x, a, \theta))^2$ with respect to $\theta$.
- Return the value of parameters $\theta$ in the deep $Q$ network.

End for

End for

The training algorithm of the deep $Q$ network is described in Algorithm 1.

In order to obtain the optimal policy, it is necessary to identify the actions, states and reward functions in our deep $Q$ learning model, which will be described in the next following subsections.
System State

The current system state $x(t)$ is jointly determined by the states of $L$ candidates. The system state at time slot $t$ is defined as,

$$x(t) = \{|h^{[11]}(t)|^2, |h^{[12]}(t)|^2, \ldots, |h^{[kj]}(t)|^2, \ldots, |h^{[LL]}(t)|^2, c_1(t), c_2(t), \ldots, c_l(t), \ldots, c_L(t)\}.$$  \hfill (3.7)

Here, there are two components in the state: the channel coefficient after being processed by IA technique $|h^{[kj]}(t)|^2$ and the cache state $c_i(t)$. The cache state $c_i(t) \in \Lambda = \{0, 1\}$, the index $l$ means the $l$th candidate, and $l = 1, 2, \ldots, L$.

The number of possible system states can be very large. Due to the curse of dimensionality, it is difficult for traditional approaches to handle our problem. Fortunately, deep Q network is capable of successfully learning directly from high-dimensional inputs [8], thus it is proper to be used in our system.

System Action

In the system, the central scheduler has to decide which candidates to be set active, and the corresponding resources will be allocated to the active users.

The current composite action $a(t)$ is denoted by

$$a(t) = \{a_1(t), a_2(t), \ldots, a_L(t)\},$$  \hfill (3.8)

where $a_l(t)$ represents the control of the $l$th candidate, i.e., $a_l(t) = 0$ means the candidate $l$ is passive (not selected) at time slot $t$, and $a_l(t) = 1$ means it is active (selected). Due to the constraint of IA, the condition $\sum_{l=1}^L a_l(t) \geq 3$ must be satisfied.
Reward Function

The system reward represents the optimization objective, and we take the objective to maximize the IA network’s throughput, and the reward function of the $l$th candidate is defined as,

$$r_l(t) = \begin{cases} 
    a_l(t) \log_2 \left( 1 + \frac{|h^{[l]}(t)|^2 P^{[l]}x_l}{\sum_{j=1,j\neq l}^L a_j(t) |h^{[j]}(t)|^2 P^{[j]}x_j + \sigma^2} \right), \\
    a_l(t) \min \left\{ \left[ \frac{1}{\sum_{i=1}^L a_i(t)} \left( C_{\text{total}} - C_c \sum_{i=1}^L a_i(t) \right) \right] \log_2 \left( 1 + \frac{|h^{[l]}(t)|^2 P^{[l]}x_l}{\sum_{j=1,j\neq l}^L a_j(t) |h^{[j]}(t)|^2 P^{[j]}x_j + \sigma^2} \right) \right\}, \\
    \text{if } c_l(t) = 1, \\
    \text{if } c_l(t) = 0,
\end{cases}$$

(3.9)

where $\sum_{i=1}^L a_i(t) \geq 3$ is a condition for IA network, $C_{\text{total}}$ is the total capacity of the backhaul link, and $C_c$ is the reserved capacity allocated to each active user to share CSI with other active users. For the $l$th candidate, if the requested content is not in
the local cache, it can only acquire the content through the backhaul link, and equal capacity (the total capacity minus the total capacity for CSI exchange) is allocated among the active users. If the requested content is within the cache, the \( l \)th candidate can get the maximum rate that an IA user can achieve. We assume the realistic IA situations that the interference cannot be perfectly eliminated, i.e., the interference leakage from other non-direct channels remains. Thus, the reward of the \( l \)th candidate is determined by the integrated system’s state, including the states of both the direct and non-direct links.

The immediate system reward is the sum of all the candidates’ immediate rewards, i.e., \( r(t) = \sum_{n=1}^{L} r_n(t) \). The central scheduler gets \( r(t) \) in state \( x(t) \) when action \( a(t) \) is performed in time slot \( t \). The goal of using deep Q network into our system model is to find a selection policy that maximizes the discounted cumulative rewards during the communication period \( T \), and the cumulative reward can be expressed as

\[
R = \max_{\pi} \mathbb{E} \left[ \sum_{t=0}^{T-1} \epsilon^t r(t) \right],
\]

where \( \epsilon^t \) approaches to zero when \( t \) is large enough. In practice, a threshold for terminating the process can be set.

**The Effects of Imperfect CSI**  In (3.7) and (3.9), we assume perfect CSI. However, in practical networks, the implementation of IA requires the CSI exchange among transmitters on the backhaul link, which will cause the delay of CSI. The limited capacity of backhaul link can have dramatic effects on the performance of IA due to the delayed CSI. Suppose that \( \mathbf{H}(t) \) is the matrix consisting of the accurate channel coefficients at time instant \( t \). The delayed channel matrix is denoted as follows.

\( \mathbf{H}(t - \tau) \) is the delayed channel matrix when CSI is delayed by \( \tau \) duration. The
relation between the delayed CSI and the current CSI can be modeled as

$$
H(t) = \rho H(t - \tau) + \sqrt{1 - \rho^2} \delta = \rho \hat{H}(t) + \sqrt{1 - \rho^2} \delta,
$$

(3.11)

where $\hat{H}(t)$ is the matrix of the delayed channel coefficients at the time instant $t$. $\delta$ has the same distribution with $H(t)$ and $\hat{H}(t)$. $\rho$ is the normalized autocorrelation function of a fading channel with motion at a constant velocity, and $0 \leq \rho \leq 1$. It can be seen that $\rho = 1$ corresponds to perfect CSI, whereas $\rho = 0$ represents no CSI. $\rho$ is defined as follows.

$$
\rho = \frac{E \left[ (H)_{ij} (\hat{H})_{ij}^* \right]}{\sqrt{E \left[ \left| (H)_{ij} \right|^2 \right] E \left[ \left| (\hat{H})_{ij} \right|^2 \right]}}.
$$

(3.12)

The value of $\rho$ depends on the time scale of channel variation, which can be defined by coherence time [72], and length of the delay $\tau$. When the channel is under Rayleigh fading, $\rho$ can be derived as follows [73]

$$
\rho = J_0(2\pi f_d \tau),
$$

(3.13)

where $J_0(.)$ is the zeroth order Bessel function of the first kind, and $f_d$ is the Doppler frequency, which reflects the velocity of the transceivers.

**Derivation of $u$ and $v$** Here we leverage the conventional iterative interference alignment [70] to derive the precoding vector $v$ and decoding vector $u$ for each user, which utilizes the reciprocity of wireless channels and aims at minimizing the total interference leakage at receivers.

In the forward direction of iterations, the total interference leakage at the $l$th
receiver caused by other users can be written as

\[ I^{[i]} = \text{Tr} \left[ u^{[i]} Q^{[i]} u^{[i]} \right], \quad (3.14) \]

where \( \text{Tr}[A] \) denotes the trace operator of matrix \( A \), and

\[ Q^{[i]} = \sum_{i=1, i \neq l}^L P[i] H^{[li]} v^{[i]} v^{[i]} \text{H}^{[li]}. \quad (3.15) \]

In the reverse direction of iterations, the total interference leakage at the \( i \)th receiver (i.e., the \( i \)th transmitter in the original direction) can be denoted as

\[ \hat{I}^{[i]} = \text{Tr} \left[ \hat{u}^{[i]} \hat{Q}^{[i]} \hat{u}^{[i]} \right], \quad (3.16) \]

where

\[ \hat{Q}^{[i]} = \sum_{l=1, l \neq i}^L P[l] \hat{H}^{[il]} \hat{v}^{[l]} \hat{v}^{[l]} \hat{H}^{[il]} \hat{v}^{[il]} \hat{H}^{[il]}. \quad (3.17) \]

In (3.16) and (3.17), \( \hat{v}^{[i]} = u^{[i]} \), \( \hat{u}^{[i]} = v^{[i]} \), and \( \hat{H}^{[li]} = H^{[li]} \).

In the original channel, the decoding vector \( u^{[l]} \) of the \( l \)th user, which can minimize the total interference leakage, can be updated as

\[ u^{[l]} = v_i \left( Q^{[l]} \right). \quad (3.18) \]

where \( v_i(X) \) means the eigenvector corresponding to the \( i \)th smallest eigenvalue of matrix \( X \).

In the reverse channel, the precoding vector of the \( l \)th user is set as \( \hat{v}^{[l]} = u^{[l]} \).
Initialize the \( N_t^{[l]} \times 1 \) precoding vector \( \mathbf{v}^{[l]} \) arbitrarily.

**Execute the iteration**

Calculate the interference covariance matrix \( \mathbf{Q}^{[l]} \) for the \( l \)th receiver based on (3.15), \( l = 1, 2, \ldots, L \).

Compute the decoding vector \( \mathbf{u}^{[l]} \) for the \( l \)th receiver based on (3.18), \( l = 1, 2, \ldots, L \).

Reverse the communication direction. Set the reversed precoding vector as the original decoding vector, i.e., \( \hat{\mathbf{v}}^{[l]} = \mathbf{u}^{[l]} \), \( l = 1, 2, \ldots, L \).

For the reversed communication direction, calculate matrix \( \hat{\mathbf{Q}}^{[k]} \) for the new \( l \)th receiver based on (3.17), \( l = 1, 2, \ldots, L \).

Compute the reversed decoding vector \( \hat{\mathbf{u}}^{[l]} \) for the new \( l \)th receiver based on (3.19), \( l = 1, 2, \ldots, L \).

Reverse the communication direction. Set the original precoding vector as the reversed decoding vector, i.e., \( \mathbf{v}^{[l]} = \hat{\mathbf{u}}^{[l]} \), \( l = 1, 2, \ldots, L \).

**Continue till Convergence**

Obtain the Interference alignment solutions as \( \mathbf{v}^{[l]} \) and \( \mathbf{u}^{[l]} \), \( l = 1, 2, \ldots, L \).

The reverse decoding vector \( \hat{\mathbf{u}}^{[l]} \) can be obtained as

\[
\hat{\mathbf{u}}^{[l]} = \mathbf{v}_i \left( \hat{\mathbf{Q}}^{[l]} \right).
\]  

Then the reverse decoding vector \( \hat{\mathbf{u}}^{[l]} \) is regarded as the precoding vector in the original channel, i.e., \( \mathbf{v}^{[l]} = \hat{\mathbf{u}}^{[l]} \). This process iterates in such a way until convergence, and the process is summarized in Algorithm 2.
3.4 Simulation Results and Discussions

Computer simulations are carried out to demonstrate the performance of the proposed deep reinforcement learning approach to the optimization of cache-enabled opportunistic IA wireless networks. We use TensorFlow [74] in our simulations to implement deep reinforcement learning. In this section, we first introduce TensorFlow, followed by simulation settings. Then, simulation results are discussed.

3.4.1 TensorFlow

TensorFlow is an open source software library for expressing machine learning algorithms, and an implementation for executing such algorithms. TensorFlow has attracted great interests from both academia and industry for a variety of applications, such as speech recognition, Gmail, Google Photos, and search [74]. Originally developed by the Google Brain team for Google’s research and production purposes, TensorFlow was later released under the Apache 2.0 open source license in 2015. TensorFlow is Google Brain’s second generation machine learning system to replace its predecessor DistBelief for the implementation and deployment of large-scale machine learning models.

TensorFlow provides a Python API, as well as a less documented C++ API. The reference implementation of TensorFlow runs on single devices. Nevertheless, TensorFlow can run on multiple CPUs and GPUs for fast execution. A wide variety of hardware platforms can be used for TensorFlow, which takes computations and maps them onto different hardware platforms, ranging from mobile device platforms (e.g., Android and iOS) to modest-sized systems using single machines containing one or many GPU cards to large-scale systems running hundreds and thousands of GPUs.

TensorFlow is used to transform an ordinary $Q$-Network into a deep $Q$-Network (DQN) by making the following improvements:
Extending a simple neural network to a multi-layer convolutional network. We utilize the `tf.contrib.layers.convolution2d` function to easily create a convolutional layer as follows: 

\[
\text{convolution\_layer} = \text{tf.contrib.layers.convolution2d}(\text{in}, \text{num\_out}, \text{k\_size}, \text{stride}, \text{padding}),
\]

where `num\_out` is the number of filters applied to the previous layer, `k\_size` refers to how large a window used to slide over the previous layer, `stride` is the number of points skipped as we slide the window across the layer, and `padding` indicates if the window just slides over the bottom layer or adds padding around it to ensure that the convolutional layer has the same dimensions as the previous layer. Please refer to the Tensorflow documentation [75] for more information.

Implementing Experience Replay, which will allow our network to train itself using the stored memories from its experience. By keeping the experiences, the network can learn from a more varied sets of past experiences. We use a tuple of `<state, action, reward, nextstate>` to store these experiences. In our DQN, a class is used to handle storing and retrieving memories.

Utilizing a second “target” network, which is used to compute the target $Q$-values during the training procedure. The reason why two networks are used is as follows. The $Q$-networks values shift at every step of training, and the value estimations can easily spiral out of control, if we adjust our network values by using a constantly shifting set of values. Consequently, there will be feedback loops between the target and estimated $Q$-values, and the network can become destabilized. To address this issue, we fix the target networks weights, and they are periodically updated to the primary $Q$-networks values. By doing this, we can have a training process in a more stable manner.
3.4.2 Simulation Settings

In our simulations, we used a GPU-based server, which has 4 Nvidia GPUs with version GTX TITAN. The CPU is Intel Xeno E5-2683 v3 with 128G memory. The software environment we utilized is TensorFlow 0.12.1 with Python 2.7 on Ubuntu 14.04 LTS.

For performance comparison, our proposed OIA scheme is compared with four other schemes as

1. The same proposed scheme without (w.o.) caching.

2. An existing selection scheme without (w.o.) caching [76], in which invariant channels are assumed, i.e., the estimated channel coefficient of the current time
instant is simply taken as the predicted channel coefficient of the next time instant.

3. An existing selection scheme with (w.) caching [61], in which invariant channels are assumed, and it schedules the transceiver pairs to maximize the network throughput.

4. An existing scheme with (w.) caching [77], in which invariant channels are assumed, and power allocation strategy is performed aiming at maximizing the network throughput, however, no user selection is included.

In the simulations, we consider a cache-enabled opportunistic IA network. Due to the feasibility of IA [78], i.e., \( N_t + N_r \geq d(L + 1) \). Here, we set DoF \( d \) to be 1. Other setup parameters are: the bandwidth \( B = 10 \text{ MHz} \) per transmitter, the total backhaul capacity \( C_{\text{total}} = 60 \text{ Mb/s} \), and the reserved capacity for sharing CSI \( C_c = 2 \text{ Mb/s} \) per active user. The data rate for each user via the backhaul links is not smaller than 3Mb/s, that is to say, the maximal number of users simultaneously existing in the IA network is 12. The noise power \( \sigma^2 \) is set to be 0.1mW throughout the simulation. The normalized autocorrelation value \( \rho \) is set to be 0.99 in this chapter.

Based on the definition of system states, we quantize and uniformly partition the channel coefficients \( |h^{[kj]}|^2 \) into 10 levels with 9 boundary values as \( 10^{-6}, 0.3, 0.6, 0.9, 1.2, 1.5, 1.8, 2.1, 2.4 \). Uniformly setting the boundary values of FSMC is widely used in the literature (e.g., [79]) for simplicity. Nevertheless, the boundary values for a particular environment under certain criterion should be optimized for better performance [79]. We assume that the channel state transition probability is identical for all the candidates. In one simulation scenario, the transition probability of remaining in the same state is set to be 0.489, and the probability of transition to the adjacent state to be twice that of transition to a nonadjacent state. The channel
state transition matrix is shown on the top of the next page. We change the channel state transition probability in other simulation scenarios.

The cache at each transmitter includes two states: existence and nonexistence of the requested content. The cache state transition probability matrix is set to be

\[
P_{\text{cache}} = \begin{pmatrix}
0.489 & 0.256 & 0.128 & 0.064 & 0.032 & 0.016 & 0.008 & 0.004 & 0.002 & 0.001 \\
0.001 & 0.489 & 0.256 & 0.128 & 0.064 & 0.032 & 0.016 & 0.008 & 0.004 & 0.002 \\
0.002 & 0.001 & 0.489 & 0.256 & 0.128 & 0.064 & 0.032 & 0.016 & 0.008 & 0.004 \\
0.004 & 0.002 & 0.001 & 0.489 & 0.256 & 0.128 & 0.064 & 0.032 & 0.016 & 0.008 \\
0.008 & 0.004 & 0.002 & 0.001 & 0.489 & 0.256 & 0.128 & 0.064 & 0.032 & 0.016 \\
0.016 & 0.008 & 0.004 & 0.002 & 0.001 & 0.489 & 0.256 & 0.128 & 0.064 & 0.032 \\
0.032 & 0.016 & 0.008 & 0.004 & 0.002 & 0.001 & 0.489 & 0.256 & 0.128 & 0.064 \\
0.064 & 0.032 & 0.016 & 0.008 & 0.004 & 0.002 & 0.001 & 0.489 & 0.256 & 0.128 \\
0.128 & 0.064 & 0.032 & 0.016 & 0.008 & 0.004 & 0.002 & 0.001 & 0.489 & 0.256 \\
0.256 & 0.128 & 0.064 & 0.032 & 0.016 & 0.008 & 0.004 & 0.002 & 0.001 & 0.489
\end{pmatrix}.
\]

The detailed parameters in the proposed deep reinforcement learning algorithm are listed in Table 2. The visualization of the deep $Q$ network model is presented in Fig. 3.2 using TensorBoard, which is a build-in module of TensorFlow. From the graph, it can be clearly visualized that double deep $Q$-networks are utilized, four convolutional layers are adopted in each deep $Q$-network, and the advantage and value functions are separately computed. The network models are saved and can be loaded to further train or test the models. In the simulations, some parameters are
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mini-batch size</td>
<td>8</td>
<td>How many experience cases are used for each training step</td>
</tr>
<tr>
<td>Update frequency</td>
<td>4</td>
<td>The frequency to perform a training step</td>
</tr>
<tr>
<td>Experience replay buffer size</td>
<td>50,000</td>
<td>Training cases are randomly sampled from this number of the most recently experiences</td>
</tr>
<tr>
<td>Pre-training steps</td>
<td>10,000</td>
<td>How many steps of random actions are executed before the leaning begins, and the resulting experience are stored to populate the experience replay buffer</td>
</tr>
<tr>
<td>Total training steps</td>
<td>500,000</td>
<td>How many steps are used to train the network model</td>
</tr>
<tr>
<td>Discount factor</td>
<td>0.99</td>
<td>Discount factor used on the $Q$-function</td>
</tr>
<tr>
<td>Learning rate</td>
<td>0.0001</td>
<td>The learning rate used by AdamOptimizer</td>
</tr>
<tr>
<td>Initial exploration</td>
<td>1</td>
<td>The starting chance of random action in the $\varepsilon$-greedy exploration</td>
</tr>
<tr>
<td>Final exploration</td>
<td>0.1</td>
<td>The final chance of random action in the $\varepsilon$-greedy exploration</td>
</tr>
<tr>
<td>Anneling steps</td>
<td>10,000</td>
<td>How many training steps used to reduce $\varepsilon$ from its starting value to the final value</td>
</tr>
<tr>
<td>Target network update rate</td>
<td>0.001</td>
<td>The rate to update target $Q$-network towards primary $Q$-network</td>
</tr>
</tbody>
</table>
changed to study the effects of these parameters.

3.4.3 Simulation Results and Discussions

Fig. 3.3 shows the convergence performance of the proposed scheme with different learning rates in the deep reinforcement learning algorithm. As we can see from the expression of the system state, the number of the possible states is $2^L \times H_{L^2}$, where $2^L$ is for the cache status and $H_{L^2}$ is for the status of $L^2$ equivalent channel coefficients $|h^{[kj]}(t)|^2$ with $k, j = 1, 2, \ldots, L$. In addition to the number of possible states, the complexity of the deep $Q$ learning algorithm depends on many other factors, including the number of actions, the state transition probability, and the rewards. Moreover, since deep $Q$ learning utilizes deep learning to approximate the $Q$ function, the convergence time is affected by many elements, such as the number of convolutional layers, the learning rate, the batch size, and some other parameters in the training process. From Fig. 3.3, we can observe that the average sum rate of the proposed scheme is very low at the beginning of the learning process. With the increase of the number of the episode, the average sum rate increases until it reaches a relatively stable value, which is around 300 Mbps in Fig. 3.3. This shows the convergence performance of the proposed scheme. We can also observe that the learning rate in the AdamOptimizer has effects on the convergence performance in Fig. 3.3. Specifically, the convergence is faster when the learning rate is 0.0001 compared to the case when the learning rate is 0.00001. However, a larger learning rate will result in local optimum instead of global optimum. Therefore, an appropriate learning rate should be chosen for a specific problem. In the rest of the simulations, we choose the learning rate of 0.0001.

Fig. 3.4 shows the effects of the mini-batch size for each gradient update in the deep reinforcement learning algorithm on the convergence performance. The
parameter of mini-batch size determines how many experience cases are used for each training step. We can see from Fig. 3.4 that the convergence is faster when the mini-batch size is 8 compared to the cases when the mini-batch size is 32 and 64. Similar to the learning rate parameter, an appropriate mini-batch size should be chosen for a specific problem. In the rest of the simulations, we choose the mini-batch size of 8.

Fig. 3.5 and Fig. 3.6 present the numbers of users that are existing simultaneously in IA network from the 19950 to 20000 episode, where the deep Q learning algorithm has converged. This represents the optimal numbers of users that access to IA network in different states. Fig. 3.5 compares the numbers of users of the proposed OIA scheme with and without cache under the condition of SNR=30dB. From the figure, we can see that the proposed scheme tends to select less users to communicate when
the requested content is not cached. This is because at this situation, the sum rate have to rely on the backhaul link, and less users to access the IA network will occupy less backhaul capacity, which leads to larger sum rate when the total backhaul capacity is fixed. However, if the requested content is cached, more users to communicate means higher sum rate. Fig. 3.6 presents the numbers of users in IA network under the conditions of SNR=10dB and SNR=30dB, respectively. From this figure, we can conclude that when SNR is higher, the proposed scheme will select more users, this is because, even though more users means more backhaul capacity for CSI exchange, however, higher wireless data rate can be achieved, which results in much higher sum rate.

Fig. 3.7 shows the network’s average sum rate with different state-transition
probabilities of staying in the same state. Our proposed schemes with (w.) and without (w.o.) cache are compared with an existing selection scheme w. cache [61] and an existing selection scheme w.o. cache [76], where invariant channels are assumed for both existing schemes. It can be seen that the proposed OIA w. cache scheme can achieve the highest sum rate compared to the other three schemes. This is because the channel is time-varying, and the proposed scheme can obtain the optimal IA user selection policy in the realistic time-varying channel environment using the deep reinforcement learning algorithm. For both the cases w. cache and w.o. cache, we can observe that the performance of the existing selection method is getting closer to the proposed OIA as the transition probability increases, and this method performs the same when the channel remains absolutely static, i.e., the transition probability
Figure 3.6: The number of users in the IA network after convergence with different SNR values.

that the channel will be in the same state is 1.

Fig. 3.8 shows the network’s average sum rate with different average SNR values, where the SNR is defined as $10\log_{10}(P[k]/\sigma^2)$ dB, and the same SNR definition applies to other figures in this chapter. From this figure, we can observe that the average sum rate of the proposed OIA scheme w. cache can outperform the other four schemes with different average SNR values. This is because the existing selection scheme assumes time-invariant channels, and the estimated CSI of the current time instant is simply taken as the predicted CSI of the next time instant. In addition, the proposed OIA scheme w.o. cache does not take advantages of caching to relieve the traffic loads of backhaul links, thus has worse performance compared to the proposed scheme w. cache. Note that the existing user selection scheme w. cache performs similarly with the existing scheme w.o. user selection due to the fact that they both considers
caching and aims at maximizing the network sum rate, however, one exploits power allocation strategy, and the other one utilizes user selection strategy.

Fig. 3.9 and Fig. 3.10 present the average sum rate with different total backhaul capacity of the proposed DRL-based OIA scheme with and without cache, respectively. From these two figures, we can see that the network’s sum rate increase with the total backhaul capacity. This is because, given large total backhaul capacity, more capacity can be used for CSI exchange, which can result in higher number of users, and consequently achieving larger sum rate. However, the effect of total backhaul capacity on the proposed DRL-based scheme with cache (DRL-wC) is not obvious, which is due to the fact that DRL-wC can utilize the advantages of cache to save

**Figure 3.7:** Comparison of the average sum rate with different transition probabilities.
Figure 3.8: Comparison of the average sum rate with different SNR values.

more backhaul to be used for CSI share. Compared with Fig. 3.9, Fig. 3.10 obtains lower average sum rate due to the lower SNR.

Fig. 3.11 shows the cache benefits with total backhaul capacity under the conditions of SNR=10dB and SNR=30dB, respectively. From the figure, we can obviously observe that the cache benefit decreases with the increase of backhaul capacity when the SNR is larger. This is because, when the channel conditions are good, the proposed DRL-based scheme with cache does not rely on the backhaul link, in contrast, the proposed DRL-base scheme without cache is constrained by the limited backhaul capacity, therefore, the advantage of cache is more obvious with the increase of backhaul capacity.

Fig. 3.12 shows the effects of different $\rho$ values. The average SNR is 30 dB. As
defined in (3.12), $\rho$ is the normalized autocorrelation function of a fading channel with motion at a constant velocity. From Fig. 3.12, we can see that the network’s average sum rate increases with the increase of $\rho$ in different schemes. This is because a higher $\rho$ value means more accurate CSI, which will result in higher average sum rate in the network. In comparison, the proposed OIA with cache scheme has better performance compared to two other schemes, because the proposed scheme considers the time-varying channels and takes advantage of caching. Fig. 3.13 shows the effects of different $\rho$ values when the average SNR is 10 dB. We observe the same trend in Fig. 3.13 with lower average sum rate due to the low SNR value compared to Fig. 3.12.

Fig. 3.14 shows the energy efficiency of proposed scheme and other compared schemes. Except the existing w.o. user selection scheme [77] that exploits power
Figure 3.10: Comparison of the average sum rate with different total backhaul capacity (SNR = 10dB).

allocation, all the other four schemes are of equal power allocation. The power consumption of circuit blocks is set to be 210mW. The transmitted power of one user is 100mW, where for the power allocation scheme, the total power of the network is 500 mW for a 5-user IA network. The energy efficiency of the power amplifier is set to 90%. From this figure, we can observe that the existing scheme w.o. user selection that uses power allocation technique performs better than other existing schemes due to effective power allocation. Nevertheless, it still performs worse than the proposed scheme due to the underlying assumption of time-invariant channels used in the existing scheme w.o. user selection that uses power allocation technique.
3.5 Chapter Summary

In this chapter, we studied cache-enabled opportunistic IA under the condition of time-varying channel coefficients. The introduction of caching can save the limited backhaul capacity that can be utilized for CSI exchange among the transmitters in interference alignment wireless networks. The system complexity is very high when we model the time-varying channel as a finite-state Markov channel. Thus, we exploited the recent advances, and formulated the optimization of the cache-enabled opportunistic interference alignment network as a deep reinforcement learning problem. A central scheduler is responsible for collecting the CSI from each candidate, and then sends the integral system state to the deep Q network to derive the optimal policy for user selection. Simulation results were presented to show that deep reinforcement learning is an effective approach to solve the optimization problem in cache-enabled
Figure 3.12: Comparison of the average sum rate with different $\rho$ values (average SNR = 30dB).

opportunistic IA wireless networks. It was demonstrated that the performance of cache-enabled opportunistic IA networks can be significantly improved by using the proposed deep reinforcement learning approach. Nevertheless, some parameters, such as learning rate and mini-batch size, should be carefully chosen in the algorithm. Future work is in progress to consider wireless network virtualization in the proposed framework to further improve the network performance.
**Figure 3.13:** Comparison of the average sum rate with different $\rho$ values (average SNR = 10dB).

**Figure 3.14:** Energy efficiency comparison with different SNR values.
Chapter 4

Integrated Networking, Caching and Computing for Connected Vehicles: A Deep Reinforcement Learning Approach

4.1 Introduction

In recent years, there are great interests in connected vehicles, which use advanced technologies to connect vehicles with various infrastructures, devices, users, services, etc. It is envisioned that connected vehicles provide key enabling technologies to improve safety, enhance efficiency, reduce accidents, and decrease traffic congestion in transportation systems.

The developments of connected vehicles are heavily influenced by information and communications technologies, which have fueled a plethora of innovations in various areas, including networking, caching and computing. Recent advances in these areas have been extensively studied in the developments of connected vehicles. In the area of networking, software-defined networking (SDN) has attracted great interests in both academia and industry. The basic principle of SDN is to separate the control plane from the data plane, enabling the ability of programming the network via a
centralized software-defined controller with a global view of the network. Another related concept is network function virtualization (NFV), which enables abstraction of physical networking resources and flexible sharing of resources by multiple users through isolating each other [51,80,81]. It is beneficial to extend SDN and NFV to vehicular networks [82,83]. Software defined and virtualized vehicular networks enable direct programmability of vehicular network controls and abstraction of the underlying infrastructure for a variety of applications of connected vehicles, with improved efficiency and great flexibility in vehicular network management [84].

Another promising technology, in-network caching, as one of the key features of information-centric networking (ICN), can efficiently reduce the duplicate content transmission in networks [13]. Particularly, caching content (e.g., videos) at network edge nodes (e.g., base stations (BSs) and road side units (RSUs)) has been proposed as one of the key enablers in next generation vehicular networks [11,85]. The investigation on exploiting caching in vehicular networks has shown that access delays, traffic loads, and network costs can be significantly reduced by caching contents in vehicular networks [86].

Recent advances in computing (e.g., cloud/fog/edge computing) will have profound impacts on vehicular networks as well. Cloud computing has become very popular to enable access to a shared pool of computing resources [87,88]. Nevertheless, as the distance between the cloud and the end device is usually large, cloud computing services may not provide guarantees to low latency applications in vehicular networks. To address these issues, mobile edge computing (MEC) [89,90] have been studied to deploy computing resources closer to end vehicles, which can efficiently improve the quality of service (QoS) for applications that require intensive computations and low latency [91,92].

While some excellent works have been done on networking, caching and computing
in vehicular networks, these three important enabling technologies have traditionally been studied separately in the existing works on vehicular networks. Jointly considering these new technologies for connected vehicles has been largely ignored in the existing research. In this chapter, we jointly consider networking, caching and computing to enhance the performance of vehicular networks. The distinct features of this chapter are as follows.

- Based on the programmable control principle originated from SDN and caching originated from ICN, we propose an integrated framework that can enable dynamic orchestration of networking, caching and computing resources to improve the performance of next generation vehicular networks.

- In this framework, we formulate the resource allocation strategy as a joint optimization problem, where the gains of not only networking but also caching and computing are taken into consideration in the proposed framework.

- The complexity of the system is very high when we jointly consider three technologies. Therefore, we propose a novel deep reinforcement learning approach in this chapter. Deep reinforcement learning is an advanced reinforcement learning algorithm that uses deep $Q$ network to approximate the $Q$ value-action function [8], and has been exploited in wireless networks to achieve automatic resource allocation [19, 20]. In this chapter, deep reinforcement learning is used to obtain the resource allocation policy in vehicular networks with integrated networking, caching, and computing.

- Simulation results with different system parameters are presented to show the effectiveness of the proposed scheme. It is illustrated that the performance of vehicular networks can be significantly improved with integrated networking, caching, and computing.
The rest of this chapter is organized as follows. In Section 4.2, the system description is presented. The system model is presented in Section 4.3. In Section 4.4, the cache-enabled opportunistic IA network is formulated as a deep reinforcement learning process. Simulation results are discussed in Section 4.5. Finally, conclusions are presented in Section 4.6.

4.2 System Description

In this section, we first introduce vehicular networks, followed by recent advances in software-defined and virtualized vehicular networks. Then, information-centric networking and mobile edge computing are introduced to vehicular networks. Next, we present the proposed framework of integrated networking, caching and computing for connected vehicles.

4.2.1 Vehicular Networks

Vehicular networks deliver information and entertainment contents to drivers and vehicles by interconnecting various services, content, and application providers through mobile wireless networks. Typical applications over vehicular networks include advance safety warning, managing and playing audio content, utilizing navigation for driving, delivering entertainment such as movies, games, social networking, listening to incoming and sending outgoing SMS text messages, making phone calls, and accessing Internet-enabled or smartphone-enabled content, as well as more complex applications, such as cooperative driving (e.g., lane-merging assistance and platooning) and autonomous driving (e.g., driverless vehicles) [93].

Different vehicular applications have different preconditions. For example, some
of them are exclusively rely on Internet (e.g., web surfing, online gaming, video down-
loads, and email access), and others are supported by vehicle-to-vehicle communications (e.g., exchanging information and data between vehicles). Most safety applications are based on data dissemination in a neighboring geographical area, while most non-safety applications require a network-layer mobility solution to give vehicles Internet access. In general, vehicular communications are based on two main technologies: dedicated short range communications (DSRC) and cellular networks [94]. By using these two techniques, a vehicle can provide others with information acquired from its own sensors, other neighboring vehicles, road side units (RSUs) or direct access to the Internet.

4.2.2 Software-defined and Virtualized Vehicular Networks

It is beneficial to extend SDN principles (e.g., flexibility, programmability, and centralized control) to manage networking and communication resources in vehicular networks [84], e.g., to optimize channel allocation and network selection and reduce interference in multi-channel, multi-radio environment (e.g., wireless local area networks and cellular networks [95, 96]), to improve packet routing decisions in multi-hop environments, and to effectively handle mobility in high-speed scenarios.

In addition, wireless network virtualization has been considered as an effective and promising approach in the management of network architecture and network resources (e.g., spectrum and infrastructure) [51]. With different QoS, service functions or network requirements, a common physical wireless network can be virtualized into several virtual ones by the hypervisor. Moreover, since virtualization enables the sharing of network infrastructure and resources, the capital expenses (CapEx) as well as operation expenses (OpEx) of wireless access networks can be reduced significantly.

Fig. 4.1 shows a framework of integrated networking, caching and computing
with software-defined and virtualized vehicular networks, where the infrastructure (i.e., the substrate network) is abstracted and virtualized into multiple customized virtual vehicular networks with different QoS requirements.

### 4.2.3 Information-centric Vehicular Networks

In the connected vehicle ecosystem, huge amounts of information-rich and safety-critical data will be exchanged by RSUs and onboard transceivers in a variety of vehicular applications. Due to poor-quality wireless links and high vehicle mobility, it is challenging to deliver huge amounts of data using the traditional host-centric IP-based approach in vehicular networks [86]. Recent advances in ICN can be extended to...
vehicular networks to address this issue. A typical representative example of the ICN architectures is named-data networking (NDN) [97], which uses content name to route and retrieve data. In NDN, the hourglass model of IP is retained, but the waist layer is changed with a hierarchical content naming structure. In addition, NDN integrates security into data itself by cryptographically signing every data packet to ensure integrity and authenticity. Moreover, in-network caching, as one of the key features of ICN, can efficiently reduce the duplicate content transmission in networks [98].

It is beneficial to extend this innovative ICN approach to vehicular networks, which natively privilege the information (e.g., trusted road traffic information in a specific proximity of a hazard and a specific time period) rather than the node identity. In addition, with in-network caching, ICN helps to address the mobility and sporadic connectivity issues in vehicular networks.

### 4.2.4 Vehicular Networks with Mobile Edge Computing

Recently, cloud computing has been applied in diverse domains, where user data needs to be transmitted to and processed in the data centers. However, since data centers are usually far away from the end users, cloud computing services may not provide guarantees to low latency applications for connected vehicles, and transmitting a large amount of data (e.g., in big data analytics) from the vehicle to the cloud may not be feasible or economical.

To address these issues, MEC has been proposed to deploy computing resources closer to end vehicles, which can efficiently improve the quality of service (QoS) for applications that require intensive computations and low latency [92].
4.2.5 Proposed Framework of Integrated Networking, Caching and Computing for Connected Vehicles

In most existing works on vehicular networks, networking, caching and computing are studied separately. However, from the vehicular application’s point of view, network, cache and compute are underlying resources enabling vehicular applications. How to abstract, allocate and optimize these resources can have significant impacts on the performance of vehicular applications. In addition, although this traditional approach provides simplicity of the system design, it could result in suboptimal performance. Therefore, it is desirable to design an integrated framework for connected vehicles that enables network, cache and compute to be abstracted as a common resource pool for different vehicular applications. Moreover, this framework could enable the resources to be dynamically allocated based on the time-varying requirements of different vehicular applications.

Therefore, in this chapter, we propose a novel framework of integrated networking, caching and computing in a systematic for connected vehicles. Fig. 4.1 shows this framework. Based on the programmable control principle originated from SDN, we incorporate the ideas of information centricity originated from ICN. This integrated framework can enable dynamic orchestration of networking, caching and computing resources to meet the requirements of different applications.

One example use case in this framework is as follows. Assume that a vehicle issues a video content request to its associated virtual BS (could be a BS or RSU in the physical wireless network). First of all, according to the description of the video content and the information about the vehicle, the virtual BS will check whether or not its associated cache has the requested content. If yes, the cache will further examine if the version of its cached video content can be played and match with the vehicle. If still yes, the virtual BS will directly send the requested content to the vehicle from
Figure 4.2: The procedure of video services in a vehicular network with MEC and caching.

the cache. If no, the virtual BS will extract the current video content and construct a computation task according to the size of the content involving the input data, codes and parameters, as well as the number of CPU cycles that is needed to accomplish the computing/transcoding task. Then the virtual BS will transmit the task to the MEC server to execute the computation. After the computation is finished, the virtual BS sends the transcoded video content to the vehicle. If the cache cannot find the matched video content, the virtual BS has to retrieve the content from Internet, and this will inevitably occupy some of the backhaul resources. The procedure is shown in Fig. 4.2.

When we consider networking, caching and computing jointly, the complexity of
the system is very high, which makes it difficult solve the resource allocation problem using traditional approaches [20,68]. In this chapter, we used a novel deep reinforcement learning approach to solve the optimization problem in vehicular networks with integrated networking, caching and computing. We first present the system model considered in this chapter as follows.

4.3 System Model

In this section, we first present the network model, followed by the communication model. Then, the computation model and caching model are presented.

4.3.1 Network Model

We consider a software-defined and virtualized vehicular network with multiple vehicles requesting for video-concerned contents. The physical network infrastructures mainly include multiple base stations (BSs), road side units (RSUs), MEC servers, content caches, vehicles and routers, which are operated by the infrastructure providers (InPs). Let $K_m$ and $K_s$ be the sets of BSs and RSUs, respectively. $K = K_m \cup K_s = \{1, ..., K\}$ and $U = \{1, ..., U\}$ are the sets of all the BSs, RSUs, and vehicles, respectively. The sets of the MEC servers and content caches are denoted as $\mathcal{M} = \{1, ..., M\}$ and $\mathcal{C} = \{1, ..., C\}$, respectively.

Virtual networks are established logically. Each virtual network includes BSs, RSUs, MEC servers, and content caches, which can provide the capabilities of video content caching and high-speed computing for vehicles. The MEC server and the cache associated with BS $k$ are given by $m_k$ and $c_k$, $m_k \in \mathcal{M}$ and $\forall c_k \in \mathcal{C}$. It is assumed that each virtual network belongs to a different InP, and the licensed spectrum of different InPs is orthogonal so that there exits no interference among
virtual networks. The service providers (SPs) manage the virtual networks, and let 
\( S = \{1, \ldots, S\} \) be the set of SPs. For an SP \( s \), the set of vehicles is denoted as 
\( U_s \), among which one allocated vehicle is represented by \( u_s \). All the vehicles are 
managed by SPs, and one vehicle only subscribes to one SP at a given time period, 
i.e., \( U = \cup_s U_s \) and \( U_s \cap U_{s'} = \phi \), \( \forall s' \neq s \). Let \( a_{u_s,k}(t) \) denote the association between 
vehicle \( u_s \) and BS \( k \) at time instant \( t \), where \( a_{u_s,k}(t) = 1 \) means that vehicle \( u_s \) 
connects to BS \( k \) to request for the video content; otherwise \( a_{u_s,k}(t) = 0 \). Practically, 
each vehicle can only access to one BS or RSU at one time, thus

\[
\sum_{k \in K} a_{u_s,k}(t) = 1, \forall s \in S, u_s \in U_s. \tag{4.1}
\]

Since the network model is closely related to communication, computation and 
caching aspects, next the communication model, computation model, and caching 
model are described separately in detail.

### 4.3.2 Communication Model

Consider that the wireless channels between the vehicles and their connected BSs/R-
SUs are realistic time-varying channels, and they are modeled as FSMC. FSMC mod-
elts have been widely accepted in the literature as an effective approach to characterize 
the correlation structure of the fading process [99, 100]. Considering FSMC models 
may enable substantial performance improvement over the schemes with memoryless 
channel models.

In FSMC models, the received SNR is a proper parameter that can be used to re-
fect the quality of a channel. The received SNR of the wireless channel linking vehicle 
\( u_s \) and BS \( k \) is modelled as a random variable \( \gamma_{u_s}^k \). The value range of \( \gamma_{u_s}^k \) can be parti-
tioned and quantized into \( L \) discrete levels: \( \mathcal{L}_0 \), if \( \gamma_0^s \leq \gamma_{u_s}^k < \gamma_1^s \); \( \mathcal{L}_1 \), if \( \gamma_1^s \leq \gamma_{u_s}^k < \gamma_2^s \);
...; \mathcal{L}_{L-1}$, if $\gamma^k_{u_s} \geq \gamma^*_{L-1}$. Each level corresponds to a state of a Markov chain, thus forms a $L$-element state space $\mathcal{D} = \{\mathcal{D}_0, \mathcal{D}_1, \ldots, \mathcal{D}_{L-1}\}$. The channel state realization of $\gamma^k_{u_s}$ at time instant $t$ can be denoted as $\Upsilon^k_{u_s}(t)$. We assume there are $T$ time slots during the period of the whole communication, which starts when vehicle $u_s$ issues a request and terminates when the requested content is obtained. Let $t \in \{0, 1, 2, \ldots, T-1\}$ denote the time instant. According to certain transition probabilities, the received SNR $\Upsilon^k_{u_s}(t)$ varies from one state to another when one time slot elapses. The transition probability that $\Upsilon^k_{u_s}(t)$ jumps from one state $g_s$ to another state $h_s$ can be denoted as $\psi_{g_s,h_s}(t)$ at time slot $t$. The $L \times L$ wireless channel state transition probability matrix for the link between vehicle $u_s$ and BS $k$ is defined as:

$$
\Psi^k_{u_s}(t) = [\psi_{g_s,h_s}(t)]_{L \times L},
$$

(4.2)

where $\psi_{g_s,h_s}(t) = \Pr(\Upsilon^k_{u_s}(t+1) = h_s \mid \Upsilon^k_{u_s}(t) = g_s)$, and $h_s, g_s \in \mathcal{D}$.

We assume that the whole available spectrum bandwidth is $B$ Hz, and BS $k$ is allocated with $B_k$ Hz. The backhaul capacity of the vehicular network is $Z$ bps, and BS $k$ is assigned to $Z_k$ bps. Let $b_{u_s,k}$ be the spectrum bandwidth orthogonally assigned from BS $k$ to vehicle $u_s$, thus there is no interference to vehicle $u_s$ from other vehicles that are also connected to BS $k$. The achievable spectrum efficiency of vehicle $u_s$ associated with BS $k$ can be denoted as $v_{u_s,k}(t)$, and based on Shannon bound it can be easily achieved. The communication rate of vehicle $u_s$ can be expressed as

$$
R^\text{comm}_{u_s,k}(t) = a_{u_s,k}(t) b_{u_s,k}(t) v_{u_s,k}(t), \forall s \in \mathcal{S}, u_s \in \mathcal{U}_s.
$$

(4.3)

The sum rate of all the vehicles associated with BS $k$ cannot exceed its backhaul
capacity, thus the following requirement must be met,

$$\sum_{s \in S} \sum_{u_s \in U_s} R^\text{comm}_{u_s,k}(t) \leq Z_k, \forall k \in K.$$  \hfill (4.4)

Similarly, the data rate of all the vehicles in the whole virtual network cannot exceed the total backhaul capacity, thus the following condition should be met,

$$\sum_{k \in K} \sum_{s \in S} \sum_{u_s \in U_s} R^\text{comm}_{u_s,k}(t) \leq Z.$$  \hfill (4.5)

### 4.3.3 Computation Model

In the computation model, we focus on the constructed computation task \(Q_{u_s} = \{o_{u_s}, q_{u_s}\}, \forall s \in S, u_s \in U_s\), which is executed on vehicle \(u_s\)'s associated MEC server \(m_k\). The first parameter \(o_{u_s}\) stands for the size of the video content, and the second \(q_{u_s}\) denotes the required number of CPU cycles that is needed to complete the task.

After the computation, BS \(k\) sends the transcoded video content back to vehicle \(u_s\).

We denote the computation capability of BS \(k\) allocated to vehicle \(u_s\) as \(f^k_{u_s}\), which can be measured by CPU cycles per second. In our virtualized vehicular network, different computation-speed MEC servers are assigned to BSs dynamically. In addition, multiple vehicles may access to the same BS and share the same MEC server at a given time. The above two points result in the fact that we don’t know exactly the computation capability for vehicle \(u_s\) at the next time instant. Thus, the computation capability \(f^k_{u_s}\) can be modelled as a random variable, and divided into discrete levels denoted by \(\mathcal{E} = \{\mathcal{E}_0, \mathcal{E}_1, \ldots, \mathcal{E}_{N-1}\}\), where \(N\) is the number of available computation capability states. Assume the computation capability realization of \(f^k_{u_s}\) to be \(F^k_{u_s}(t)\) at time slot \(t\). We model the transition of the computation capability level of a BS for one allocated vehicle in this virtualized vehicular network as a Markov chain. The
computation capability state transition probability matrix of BS $k$ for vehicle $u_s$ is defined as:

$$\Theta^k_{u_s}(t) = [t_{x_s y_s}(t)]_{N \times N},$$

(4.6)

where $t_{x_s y_s}(t) = \Pr \left( F^k_{u_s}(t+1) = y_s \mid F^k_{u_s}(t) = x_s \right)$, and $x_s, y_s \in \mathcal{E}$.

The computation execution time of the task $Q_{u_s}$ at BS $k$ can be obtained as $T_{u_s,k} = \frac{q_{u_s}}{F^k_{u_s}(t)}$. We are more concerned with the metric of computation rate (bits computed per second), which can be given by

$$r_{comp}^{u_s,k}(t) = a_{u_s,k}(t) \frac{O_{u_s}}{T_{u_s,k}} = a_{u_s,k}(t) \frac{F^k_{u_s}(t)O_{u_s}}{q_{u_s}}.$$

(4.7)

Since the computation capacity of each MEC server is limited, the following condition should be satisfied

$$\sum_{s \in \mathcal{S}} \sum_{u_s \in \mathcal{U}_s} a_{u_s,k}(t)O_{u_s} \leq O_k, \forall k \in \mathcal{K},$$

(4.8)

where $O_k$ is the maximum content size simultaneously executed on the MEC server $m_k$ of BS $k$.

### 4.3.4 Caching Model

Assume that there are $I$ contents in the server for the time interval we concern. For content $i$, $i \in 1, 2, \ldots, I$, the average request rate for content $i$ at time $t$ can be denoted as

$$\lambda_i(t) = \frac{\beta}{\rho^i \alpha}.$$

(4.9)
Here, the index $i$ represents the $i$th most popular content and it is assumed that the requests for these $I$ contents arrive according to a Poisson process with rate $\beta$ [101]. The probability of requesting a content is determined by a Zipf-like distribution [102], thus the probability of content $i$ being selected is $1/\rho^\alpha$, where $\rho = \sum_{i=1}^{I} 1/i^\alpha$ and $\alpha$ is the Zipf slope such that $0 < \alpha < 1$.

In our system model, the content caches periodically store the contents from the server. Whether or not a vehicle’s requested content $i$ is in the cache can be viewed as a random variable $\xi_i$, and the state of the cache can be modeled using a two-state Markov chain [101]. State 0 corresponds to when content $i$ is not in the cache. State 1 corresponds to when content $i$ is in the cache. The state space can be expressed as $G = \{0, 1\}$, where $\xi_i \in G$. The cache state transition probability matrix of content $i$ is defined as:

$$\Gamma_i(t) = [\delta_{\nu_s \omega_s}(t)]_{2 \times 2},$$

(4.10)

where $\delta_{\nu_s \omega_s}(t) = \Pr(\xi_i(t+1) = \omega_s | \xi_i(t) = \nu_s)$, and $\nu_s, \omega_s \in G$.

Based on the cache capacity, two cases can be considered: infinite and finite cache capacity. In the infinite case, the cache can store all the requested contents, and the stored content is only eliminated from the cache when it exceeds the expiry time. The lifetime of content $i$ follows exponential distribution with mean $1/\mu_i$. The cache state transition probability matrix can be derived from the Markov chain flow matrix as [101]

$$\Lambda_i^0 = \begin{bmatrix} -\lambda_i & \lambda_i \\ \mu_i & -\mu_i \end{bmatrix}$$

(4.11)

If finite cache capacity is assumed, the cache state transition probability matrix
can be derived according to different cache replacement strategies, among which the 
least recently used (LRU) cache replacement policy is commonly used. The transition 
probability matrix can be derived using the following Markov chain flow matrix [101],

\[
\Lambda_i^1 = \begin{bmatrix}
-\lambda_i & 0 & \cdots & 0 & 0 & \lambda_i \\
\zeta_i + \mu_i & -\beta - \mu_i & \cdots & 0 & 0 & \lambda_i \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\mu_i & 0 & \zeta_i & -\beta - \mu_i & \lambda_i \\
\mu_i & 0 & 0 & \zeta_i & -\zeta_i - \mu_i \\
\end{bmatrix}
\] (4.12)

where \( \zeta_i = \beta - \lambda_i \).

4.4 Problem Formulation

In this section, we formulate the resource allocation optimization problem as a deep 
reinforcement learning process.

In our system model, there are \( K \) base stations, \( M \) MEC servers and \( C \) con-
tent caches that are virtualized and managed by a mobile virtual network operator 
(MVNO), and provide services for vehicles. Since we consider the realistic scenarios, 
where the base stations’ downlink channel conditions, the MEC servers’ computation
abilities and the caches’ states are all dynamically changing, the MVNO faces with 
large amount of system states, and it has to make an decision on which virtualized re-
sources will be assigned to a specific vehicle according to the system’s current state. It
is barely possible to solve this complicated task by using a traditional method. Deep

\( Q \)-learning is a recent advance that is capable of receiving complex high-dimensional
data as input, and yielding an optimal action for each input data. By taking the advantages of Deep Q-network, the MVNO can manage the system in an effective and efficient way.

Here, the MVNO is responsible for collecting the status from each base station, MEC server and content cache, and then it assembles the whole information into a system state. Then, the MVNO sends the constructed system state to the agent, (i.e., the deep Q-network) and gets a feedback of the optimal policy $a^*$ for arranging which resources for a certain vehicle. After obtaining the action, the MVNO will send a notice to inform the vehicle to which virtualized network it can access.

Inside the deep Q-network, the replay memory stores the agent’s experience of each time slot. The Q network parameters $\theta$ is updated at every time instant with samples from the replay memory. The target Q network parameters $\theta^-$ is copied from the Q network every $N$ time instants. The $\varepsilon$-greedy policy is utilized to balance the exploration and exploitation, i.e. to balance the reward maximization based on the knowledge already known with trying new actions to obtain knowledge unknown. The training algorithm of the deep Q network is described in Algorithm 1.

In order to obtain the optimal policy, it is necessary to identify the actions, states and reward functions in our deep Q learning model, which will be described in the next following subsections.

**System State**

The state of an available base station $k \in \{1, 2, \ldots, K\}$, an available MEC server $m \in \{1, 2, \ldots, M\}$, and an available cache $c \in \{1, 2, \ldots, C\}$ for vehicle $u_s$ in time slot $t \in \{0, 1, \ldots, T - 1\}$ is determined by the realization of the states $\Upsilon^k_{u_s}(t)$ of the random variables $\gamma^k_{u_s}$, the realization of the states $F^m_{u_s}(t)$ of the random variables $f^m_{u_s}$, and the realization of the states $\Xi^c_{u_s}(t)$ of the random variables $\xi_c$. Consequently, the
The state vector can be described as follows.
\[
\chi_{us}(t) = \left[ \Upsilon^1_{us}(t), \Upsilon^2_{us}(t), \ldots, \Upsilon^K_{us}(t), F^1_{us}(t), F^2_{us}(t), \ldots, F^M_{us}(t), \Xi^1_{us}(t), \Xi^2_{us}(t), \ldots, \Xi^C_{us}(t) \right]. \tag{4.13}
\]

Here, \( \Xi^c_{us}(t) = [\xi_1, \xi_2, \ldots, \xi_I] \), for \( \forall i \in \{1, 2, \ldots, I\} \), \( \xi_i \in \{0, 1\} \).

**System Action**

In the system, the agent has to decide which BS is assigned to the vehicle, whether or not the requested content should be cached in the BS, and whether or not the computation task should be offloaded to the MEC server.

The current composite action \( a_{us}(t) \) is denoted by
\[
a_{us}(t) = \{ a^\text{comm}_{us}(t), a^\text{comp}_{us}(t), a^\text{cache}_{us}(t) \}, \tag{4.14}
\]
where \( a^\text{comm}_{us}(t), a^\text{comp}_{us}(t), a^\text{cache}_{us}(t) \) are defined and interpreted as follows:

- Define row vector \( a^\text{comm}_{us}(t) = [a^\text{comm}_{us,1}(t), a^\text{comm}_{us,2}(t), \ldots, a^\text{comm}_{us,K}(t)] \), where \( a^\text{comm}_{us,k}(t) \) represents the communication control of the \( k \)th base station for vehicle \( u_s \), and each element \( a^\text{comm}_{us,k}(t) \in \{0, 1\} \), where \( a^\text{comm}_{us,k}(t) = 0 \) means the base station \( k \) is passive (not connected) at time slot \( t \), and \( a^\text{comm}_{us,k}(t) = 1 \) means it is active (connected). Note that \( \sum_{k \in K} a^\text{comm}_{us,k}(t) = 1 \).

- Define row vector \( a^\text{comp}_{us}(t) = [a^\text{comp}_{us,1}(t), a^\text{comp}_{us,2}(t), \ldots, a^\text{comp}_{us,M}(t)] \), where \( a^\text{comp}_{us,m}(t) \) represents the offloading control of the \( m \)th MEC server for vehicle \( u_s \), and each element \( a^\text{comp}_{us,m}(t) \in \{0, 1\} \), where \( a^\text{comp}_{us,m}(t) = 0 \) means the task is not offloaded to the \( m \)th MEC server at time slot \( t \), and \( a^\text{comp}_{us,m}(t) = 1 \) means it is offloaded. Note that \( \sum_{m \in M} a^\text{comp}_{us,m}(t) = 1 \).
• Define row vector $a_{us}^{\text{cache}}(t) = [a_{us,1}^{\text{cache}}(t), a_{us,2}^{\text{cache}}(t), \ldots, a_{us,C}^{\text{cache}}(t)]$, where $a_{us,c}^{\text{cache}}(t)$ represents the cache control of the $c$th content cache for vehicle $u_s$, and each element $a_{us,c}^{\text{cache}}(t) \in \{0, 1\}$, where $a_{us,c}^{\text{cache}}(t) = 0$ means the content is not cached at the $c$th content cache at time slot $t$, and $a_{us,c}^{\text{cache}}(t) = 1$ means it is cached. Note that $\sum_{c \in C} a_{us,c}^{\text{cache}}(t) = 1$.

**Reward Function**

In this chapter, we set the comprehensive revenue of the MVNO as our system’s reward. MVNO rents the wireless spectrum and the backhaul bandwidth from InPs, and assigns them to virtual SPs. MVNO needs to pay for the usage of spectrum to InPs, which is defined as $\delta_k$ per Hz for BS $k$. Furthermore, MVNO also needs to pay the computation fee as long as a computation task is executed on the MEC server. The unit price for the energy consumption at $m$th MEC server is defined as $\eta_m$ per Joule. The fee for caching the content is denoted as $\zeta_c$ per unit space.

On the other hand, MVNO charge the vehicles for accessing to the virtual networks, which is defined as $\tau_{us}$ per bps. The vehicles, who have already paid the fee, can access to the virtual network for offloading their computation task. Besides, the fee for vehicle $u_s$ to compute the task at BS $k$ is defined as $\phi_{us}$ per bps. The backhaul cost, paid by MVNO is defined as $\kappa_{us}$ per bps, can be saved when vehicles call for the contents that have already been cached at cache $c$.

The system reward is the MVNO’s revenue, and it is formulated as the function of received SNR of the access wireless link, the computation capability and the cache state. The system action determines whether the reward will be gained. Therefore,
we define the reward for a specific vehicle \( u_s \) as:

\[
R_{u_s}(t) = \sum_{k=1}^{K} R_{u_s,k}^{\text{comm}}(t) + \sum_{m=1}^{M} R_{u_s,m}^{\text{comp}}(t) + \sum_{c=1}^{C} R_{u_s,c}^{\text{cache}}(t)
\]

\[
= \sum_{k=1}^{K} a_{u_s,k}^{\text{comm}}(t) (\tau_{u_s} r_{u_s,k}^{\text{comm}} (1 - w_{u_s} r_{u_s,m}^{\text{comp}}(t)) - \delta_k b_{u_s,k})
+ \sum_{m=1}^{M} a_{u_s,m}^{\text{comp}}(t) (\phi_{u_s} r_{u_s,m}^{\text{comp}} - \eta_m q_{u_s} e_m)
+ \sum_{c=1}^{C} a_{u_s,c}^{\text{cache}}(t) (\kappa_{u_s} r_{u_s,k}^{\text{cache}} - \zeta_c o_{u_s})
\]

(4.15)

The immediate system reward is the MVNO’s revenue from a certain user \( u_s \) at time instant \( t \), i.e., \( R_{u_s}(t) \) in equation (25). The agent gets \( R_{u_s}(t) \) in state \( \chi_{u_s}(t) \) when action \( a_{u_s}(t) \) is performed in time slot \( t \). The goal of using deep Q network is to find an optimal policy to maximize the long-term revenue of MVNO, and the cumulative revenue can be written as

\[
R_{u_s}^{\text{long}} = \max E \left[ \sum_{t=0}^{t=T-1} \epsilon^t R_{u_s}(t) \right],
\]

(4.16)

where \( \epsilon^t \) approaches to zero when \( t \) is large enough. In practice, a threshold for terminating the process can be set.
4.5 Simulation Results and Discussions

In this section, we use computer simulations to show the performance of the proposed deep reinforcement learning approach to vehicular networks with integrated networking, caching and computing. We use TensorFlow [74] in our simulations to implement deep reinforcement learning. In this section, we first present simulation settings. Then, simulation results are discussed.

4.5.1 Simulation Settings

In our simulations, we used a GPU-based server, which has 4 Nvidia GPUs with version GTX TITAN. The CPU is Intel Xeno E5-2683 v3 with 128G memory. Software environment we utilized is TensorFlow 0.12.1 with Python 2.7 on Ubuntu 14.04 LTS.

For performance comparison, 4 schemes are compared with the proposed scheme:

1. Existing static scheme with (w.) communication, computing and caching: The system state is assumed to be static, which does not change dynamically. Communication, computing and caching are jointly optimized under this static assumption.

2. Proposed scheme without (w.o.) virtualization: Virtulization is not considered in this scheme, and vehicles can only connect to one SP. MEC offloading and caching are considered in this scheme.

3. Proposed scheme without (w.o.) MEC offloading: MEC offloading is not considered in this scheme, and vehicles can only perform the computation tasks locally. Virtualization and caching are considered in this scheme.

4. Proposed scheme without (w.o.) edge caching: Edge caching is not considered in this scheme, and vehicles can only get the video contents from the remote
server. Virtualization and MEC offloading are considered in this scheme.

All BSs and vehicles are randomly distributed within the covered area of the MBS. In the simulations, we assume that there are five SPs, five BSs, five MEC server, one MVNO, and the bandwidth of each BS is normalized. The wireless channels between the vehicles and BSs follow the Markov model. We assume that the state of the channel can be bad (the spectrum efficiency \( v_{u_s,k} = 1 \)) or good (the spectrum efficiency \( v_{u_s,k} = 3 \)). We set the transition probability of staying in the same state as 0.7, and set the transition probability from one state to another as 0.3. There is one video content, and the cache state follows the Markov model, We set the cache state transition probability of staying in the same state as 0.6, and set the transition probability from one state to another as 0.4. The computation states of MEC servers follow the Markov model. We assume that the computation state of the MEC server can be very low, low, medium, high, and very high. We set the transition probability matrix as follows.

\[
\Theta = \begin{bmatrix}
0.5 & 0.25 & 0.125 & 0.0625 & 0.0625 \\
0.0625 & 0.5 & 0.25 & 0.125 & 0.0625 \\
0.0625 & 0.0625 & 0.5 & 0.25 & 0.125 \\
0.125 & 0.0625 & 0.0625 & 0.5 & 0.25 \\
0.25 & 0.125 & 0.0625 & 0.0625 & 0.5
\end{bmatrix}, \quad (4.17)
\]

The values of the rest of parameters are summarized in Table 2.
Table 2: Simulation Parameter Values Used in Chapter 4

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b_{u_s,k}$</td>
<td>5MHz</td>
<td>The bandwidth of BS $k$ allocated to vehicle $u_s$.</td>
</tr>
<tr>
<td>$\tau_{u_s}$</td>
<td>10 units/Mbps</td>
<td>The unit charging-price for accessing to the virtualized networks.</td>
</tr>
<tr>
<td>$\delta_k$</td>
<td>2 units/MHz</td>
<td>The unit paid-price for the usage of wireless spectrum.</td>
</tr>
<tr>
<td>$\phi_{u_s}$</td>
<td>1 units/Mbps</td>
<td>The unit charging-price for executing MEC offloading.</td>
</tr>
<tr>
<td>$q_{u_s}$</td>
<td>100 Mcycles</td>
<td>The required number of CPU cycles to complete each task.</td>
</tr>
<tr>
<td>$o_{u_s}$</td>
<td>1 Mbits</td>
<td>The content size for one task.</td>
</tr>
<tr>
<td>$v_{u_s,k}$</td>
<td>[1, 3] bps/Hz</td>
<td>The spectrum efficiency.</td>
</tr>
<tr>
<td>$\kappa_{u_s}$</td>
<td>3 units/Mbps</td>
<td>The charging-price for connecting to the cache servers.</td>
</tr>
<tr>
<td>$F_{u_s}^k$</td>
<td>[4, 6, 8, 10, 12] GHz</td>
<td>The realization of the computation capability $f_{u_s}^k$.</td>
</tr>
<tr>
<td>$\eta_m$</td>
<td>100 units/J</td>
<td>The paid-price for unit energy consumption of the MEC servers.</td>
</tr>
<tr>
<td>$e_m$</td>
<td>1W/GHz</td>
<td>The energy consumption for performing one CPU cycle.</td>
</tr>
<tr>
<td>$w_{\text{comp}}$</td>
<td>0.5</td>
<td>The effect factor of executing MEC offloading on the virtualization.</td>
</tr>
<tr>
<td>$\zeta_c$</td>
<td>3 units/Mbits</td>
<td>The unit paid-price for connecting to the cache servers.</td>
</tr>
</tbody>
</table>
4.5.2 Simulation Results

Fig. 4.3 shows the convergence performance of different scenarios in the proposed scheme using the deep reinforcement learning algorithm. From Fig. 4.3, we can observe that the total utility of different scenarios in the proposed scheme is very low at the beginning of the learning process. With the increase of the number of the episodes, the total utility increases until it reaches a relatively stable value, which is around 6600 in the proposed scheme with integrated networking, caching and computing in Fig. 4.3. This shows the convergence performance of the proposed scheme. We can also observe that the total utility of other scenarios is less when networking, caching and computing are not jointly considered. Particularly, the total utility is the lowest when virtualization is not considered compared to other scenarios.
Figure 4.4: Convergence performance with different final exploration probabilities.

Fig. 4.4 shows the convergence performance of the proposed scheme with different final exploration probabilities in the deep reinforcement learning algorithm. Exploration probability is the chance of performing a random action, otherwise it will perform the action produced by the deep $Q$-network. In order to balance the exploration and exploitation, the initial exploration probability is set large, and the final exploration probability is set much smaller, even zero. From Fig. 4.4, we can observe that the final exploration probability has some effects on the total utility of the proposed scheme. Specifically, a higher final exploration probability will result in a lower total utility after the algorithm converges. Nevertheless, a lower final exploration probability has the risk of finding local optimum instead of global optimum. In the rest of the simulations, we choose the final exploration probability of 0.
Fig. 4.5 shows the convergence performance with different random disturbance probabilities. In reality, the wireless channel environment is complex, normally there exists random disturbance (noise) when collecting data. In order to verify that the proposed scheme is capable of resisting certain level of random disturbance, we intentionally produce 2% and 20% probability of disturbance. That is to say, in one episode with 50 steps, one and ten states are randomly chosen, and transferred to other states, not based on the given transition probabilities. From the simulation results, we can see that the proposed scheme can still converge quickly with 2% disturbance, however, the total utility is decreased compared to the no disturbance case. This is because, although the proposed scheme can eventually find out the optimal decision, however, it cannot avoid making the wrong the decisions on disturbed states, therefore the total utility is decreased. If there is 20% random disturbance, the proposed scheme is not able to learn from the environment, so the decision is made nearly randomly, and inevitably the total utility is low.

Fig. 4.6 shows the effects of the mini-batch size for each gradient update in the deep reinforcement learning algorithm on the convergence performance. The parameter of mini-batch size determines how many experience cases are used for each training step. We can see from Fig. 4.6 that the convergence is faster when the mini-batch size is 16 compared to the cases when the mini-batch size is 32 and 48. Similar to the learning rate parameter, an appropriate mini-batch size should be chosen for a specific problem. In the rest of the simulations, we choose the mini-batch size of 16.

Fig. 4.7 shows the effects of $q_{us}$, which is the required number of CPU cycles for each task. We can see from Fig. 4.7 that $q_{us}$ has no effects on the total utility of the proposed scheme without MEC offloading. This is because the total utility will not be changed with different required number of CPU cycles if MEC offloading is not available in the proposed scheme. In other scenarios of the proposed scheme and
the static scheme, the total utility decreases exponentially with the increase of the required number of CPU cycles for each task. This is because a larger number of required number of CPU cycles will induce a higher consumed computation energy and a lower gain of computation utility, and thus the total utility decreases.

Fig. 4.8 shows the effects of $o_{us}$, which is the content size. We can see from Fig. 4.8 that the total utility of the proposed scheme without MEC offloading decreases with the increase of content size. This is because a larger content size will increase the fee for caching the content, which induces a lower gain of caching utility, and thus the total utility decreases. By contrast, the total utility of the schemes with MEC offloading increases with the increase of content size due to the fact that a larger content size will increase the charging fee for computation at the MEC server, which
induces a higher gain of computation utility, and thus the total utility increases.

Fig. 4.9 shows the effects of $\tau_{us}$, which is the unit charging price for accessing to the virtualized networks. From the figure, we can see that the gap between the proposed scheme with and without MEC offloading narrows with the increase of $\tau_{us}$. This is due to the fact that MEC offloading will reduce the charging fees from accessing to the virtualized networks. With the increase of $\tau_{us}$, the virtualization occupies increasingly higher proportion in the overall incomings, thus MEC offloading will be less activated and phases out in the proposed scheme. By contrast, the scheme without MEC offloading will increase much faster than the scheme with MEC offloading, until they equal.

Fig. 4.10 shows the effects of $\phi_{us}$, which is the unit charging price for executing MEC offloading. From the figure, it can be observed that the difference between
Figure 4.7: Effects of $q_{us}$, which is the required number of CPU cycles for each task.

the proposed scheme with and without virtualization increases with $\phi_{us}$. This is because that in the proposed scheme with the rise of $\phi_{us}$, the incomings of executing MEC offloading would increase, thus MEC offloading is of highly probability to be performed, which results in lower earnings from virtualization. This explains the increasing difference between the proposed scheme with and without virtualization.

Fig. 4.11 shows the effects of $\kappa_{us}$, which is the unit charging price for connecting to cache servers. From the figure, we can see that the total utility of the two schemes without virtualization and without MEC offloading grow parallelly with the proposed scheme, which indicates that the increase of $\kappa_{us}$ has not much effect on these two schemes.
Figure 4.8: Effects of $o_u$, which is the content size.

4.6 Chapter Summary

In this chapter, we jointly studied networking, caching and computing to enhance the performance of vehicular networks. Based on the programmable control principle originated from SDN and caching originated from ICN, we proposed an integrated framework that can enable dynamic orchestration of networking, caching and computing resources to improve the performance of next generation vehicular networks. In this framework, we formulated the resource allocation strategy as a joint optimization problem, where the gains of not only networking but also caching and computing are taken into consideration in the proposed framework. Then, we proposed a novel deep reinforcement learning approach in this chapter. We presented the convergence
Figure 4.9: Effects of $\tau_{us}$, which is the unit charging price for accessing to the virtualized networks.

The performance of different scenarios in the proposed scheme using the deep reinforcement learning algorithm. Simulation results with different system parameters were presented to show the effectiveness of the proposed scheme. Future work is in progress to consider energy efficiency issues in the proposed framework.
Figure 4.10: Effects of $\phi_u$, which is the unit charging price for executing MEC offloading.
Algorithm 1 Double-Dueling-Deep Q-network algorithm in the virtualized vehicular network.

Initialization.

Initialize the experience replay buffer.
Initialize the main deep-Q network with weights $\theta$.
Initialize the target deep-Q network with weights $\theta^- = \theta$.

For episode $k = 1, ..., K$ do:

Receive the initial observation $s_1$, and pre-process $s_1$ to be the beginning state $x_1$.

For $t = 1, 2, 3..., T$ do:

Choose a random probability $p$.
Choose $a_t$ as,
if $p \leq \varepsilon$
    randomly select an action $a_t$,
otherwise,$a_t = \arg \max_a Q(x, a; \theta)$.

Execute action $a_t$ in the system, and obtain the reward $r_t$, and the next observation $s_{t+1}$.
Process $s_{t+1}$ to be the next state $x_{t+1}$.
Store the experience $(x_t, a_t, r_t, x_{t+1})$ into the experience replay buffer.
Get a batch of $U$ samples $(x_i, a_i, r_i, x_{i+1})$ from the replay memory.
Calculate the target $Q$-value $y_i^-$ from the target deep-$Q$ network,$$y_i^- = r_i + \varepsilon Q(x_{i+1}, \arg \max_a Q(x_{i+1}, a'; \theta); \theta^-)$$

Update the main deep $Q$-network by minimizing the loss $L(\theta)$,$$L(\theta) = \frac{1}{U} \sum_{i} (y_i^- - Q(x_i, a_i; \theta))^2,$$and perform a gradient descent step on $L(\theta)$ with respect to $\theta$.
Every $G$ steps, update the target deep $Q$-network parameters with rate $\sigma$,$$\theta^- = \sigma \theta + (1 - \sigma) \theta^-.$$End for
End for
The charging price for accessing the cache server ($\kappa_u$), (units/Mbps)

**Figure 4.11:** Effects of $\kappa_u$, which is the unit charging price for connecting to cache servers.
Chapter 5

Deep Reinforcement Learning for
Trust-based Mobile Social Networks with
Caching and Edge Computing

5.1 Introduction

Mobile social networks (MSNs) have been developing rapidly, which can provide a
variety of social services and applications to mobile users [21]. Millions of mobile
users interact with each other in MSNs, and MSNs will become one of the most
important networking paradigms in future wireless mobile networks [22]. MSNs have
always been trying to be innovative and leverage new technologies. The recently
proposed integrated framework of computing, caching and communication (3C) can
have positive impacts on MSNs. The integration of the 3C framework and MSNs can
help create a new mechanism to share resources among users. The available resources
that can be shared extend beyond information, for instance, the storage devices and
computing capability contributed by users can also be shared. Additionally, the
MSNs have an inherent advantage, i.e., the trust of mobile users is naturally formed
through the social relationships and interactions. This makes the resource sharing
between users more reliable. In this chapter, we consider the specific 3C framework with mobile edge computing (MEC), in-network caching, and device-to-device (D2D) communications.

With MEC, computation resources are placed at the edge of wireless mobile networks in physical proximity to mobile users [103]. Compared to traditional mobile cloud computing, MEC can provide faster interactive response by low-latency connections. Therefore, MEC has been envisioned as a promising technique to offer agile and ubiquitous computation augmenting mobile services and applications, including social services and applications [92,104]. Another promising technology is in-network caching, which can effectively reduce the duplicate content transmission in the network. Recent studies of applying the in-network caching technique in MSNs show that traffic loads and latency can be significantly reduced by caching contents in MSNs [22].

In addition, D2D communications can be beneficial to MSNs as well [105]. With D2D communications, users in close proximity can directly communicate with each other via D2D links, instead of accessing base stations (BSs) exclusively. When it comes to the content-centric MSNs, in spite of the smaller-sized storage (compared to that of BSs), the ubiquitous caching capability residing in mobile devices cannot be neglected due to their ubiquitous in-network distribution and ever-increasing storage size [105,106].

Although some works have been done on applying recent advances of MEC, in-network caching and D2D to improve the performance of MSNs, the knowledge of social relationships among users in MSNs is largely ignored in these new paradigms to improve the reliability and efficiency of resource sharing and delivery in MSNs. In fact, social relationships have been investigated to enhance wireless networking. For
example, Zhang et al. [107] exploit social ties to achieve a reliable D2D communication, which can improve packet transmission and reduce the workload on the network infrastructures. Pan et al. [108] utilize social information as an essential element for designing forwarding algorithms in ad hoc networks. Social relationships also play an important role for routing in wireless environments [109].

Furthermore, the dynamic nature of the available resources has not been paid much attention in the existing literature. To fill in this gap, in this chapter, we study trust-based social networks with recent advances of MEC, caching and D2D. Considering the integrated network, the allocation of resources for subscribed users is complicated, especially when the conditions of the network resources are varying with time. Therefore, we utilized a novel deep reinforcement learning approach to automatically achieve the resource allocation tasks.

In the following, we first review some of the existing excellent works that focus on efficient management and allocation schemes of computing, caching and communication resources. Some of the proposed schemes only consider one of these three types of resources. On the other hand, in some other works, two or three types of resources are jointly considered to effectively and efficiently achieve optimal performance metrics. Then, we discuss our contributions in this chapter.

5.1.1 Related Works

With the increasing popularity of compute intensive applications, such as augmented reality, interactive video games, etc., MEC is becoming a very promising paradigm that enables the possibility of offloading the computation tasks from resource-limited mobile devices to more powerful edge servers. MEC can bring various benefits, where minimizing energy consumption and minimizing latency are two major optimization objectives [110]. In the literature, various resource allocation approaches have been
proposed to solve the formulated optimization problems. For example, Zhang et al. [111] propose an energy-efficient computation offloading scheme that jointly optimizes radio resource allocation and offloading to minimize the energy consumption of the offloading system with the latency constraint. In their scheme, the mobile devices are first classified into three types and then wireless channels are allocated to mobile devices based on their priority iteratively. By doing this, the optimization problem can be solved in polynomial complexity. Liu et al. [112] design an optimal computation task scheduling policy for MEC systems. They first analyze the average delay of each task and average power consumption at the mobile device side under the proposed scheduling policy using Markov chain theory. Then they formulate a delay minimization problem with the power constraint. An efficient one-dimensional search algorithm is used to derive the optimal offloading policy. In [113], the authors jointly optimize the radio resources and computational resources to minimize the total energy expenditure, where an iterative algorithm based on successive convex approximation technique is adopted to solve the formulated non-convex optimization problem. In [114], a distributed game theoretic approach is proposed to solve the NP-hard efficient computation offloading problem. Chen et al. [115] choose a model-free RL technique to solve the optimal traffic offloading strategy for heterogeneous cellular networks with dynamic traffic.

When caching technology is integrated into mobile networks, where to cache, what to cache, and how to cache are the major factors that make a significant influence on the system performance [110]. In [116], the authors investigate the proactive storage allocation problem over BSs in cellular networks, which is proved to be NP-hard. To get a low-complexity solution, a heuristic method is utilized and the convergence is proved by strict theoretic deduction. A caching-enabled D2D communication scheme is designed in [117], where the caching strategy is optimized by jointly considering
users' social relationships and common interests with the constraint of hit ratio, delay and caching capacity. In fact, contents with the most popularity should be cached within limited caching capacity. Since the content popularity is varying with time, learning based caching policies are proposed in [118]. The authors formulate the distributed caching over small BSs (SBSs) as a reinforcement learning problem, and with the help of coded caching, the complicated caching problem is solved by being reduced to a convex optimization problem. In [119], Qiao et al. consider the mobility pattern of mobile users, and formulate the mobility-aware caching problem as an optimization problem to maximize the caching utility. The problem is solved by using a polynomial-time heuristic solution. He et al. exploit deep reinforcement learning to address the resource allocation problems in cache-enabled interference alignment networks [120,121].

The comprehensive resource allocation schemes for efficient integration of computing, caching and communication resources to achieve the optimal performance have been developed, even though not yet been widely investigated. In [122], Zhou et al. design a novel information-centric heterogeneous network framework, and with the virtualization technology, communication, computing and caching resources are shared among users. They formulate the virtual resource allocation strategy as a joint optimization problem, which is a non-convex NP hard problem. An alternating direction method of multiplier (ADMM) approach is used to solve the problem by simplifying and relaxing the non-convex problem into a convex one. ADMM method is also used in [123] to achieve the optimal resource allocation strategy in wireless networks with MEC and in-network caching being jointly considered. He et al. propose an integrated framework that can enable dynamic orchestration of networking, caching and computing resources, where the dynamics are modeled as finite-state Markov chains [124,125]. The authors use the deep Q-learning approach to solve the
complex problems with large numbers of system states and actions. Research on this topic of resource allocation strategies for integrated systems of computing, caching and communication will continue with the evolving of each of these three technologies.

### 5.1.2 Contributions

The main contributions of this chapter are summarized as follows.

- In this chapter, we consider trust-based social networks specifically with MEC, in-network caching and D2D communications under the umbrella of a 3C framework. An optimization problem is formulated to maximize the network operator’s utility with comprehensive considerations of trust values, computation capabilities, wireless channel qualities, and the cache status of all the available BSs and D2D nodes.

- To be more realistic, we consider that the network conditions (i.e., trust value, computation capability, wireless channels, and cache status) are varying with time, and the dynamics of the computing capabilities, cache status and wireless channel conditions are modeled as Markov chains. In the meanwhile, the trust values are derived from both direct and indirect observations using Bayesian inference and Dempster-Shafer theory, respectively.

- The complexity of the integrated network is very high when we jointly consider the dynamic trust values, computation capabilities, wireless channel conditions and the cache status, and it is extremely difficult to solve the formulated optimization problem. In this chapter, we exploit deep $Q$-learning based resource allocation strategy to solve the optimization problem without any explicit assumptions or simplifications.
Google TensorFlow is used to implement the proposed deep $Q$-learning approach. Simulation results with different system parameters are presented to show the effectiveness of the proposed scheme. It is illustrated that the performance of MSNs can be significantly improved with the proposed approach.

The remainder of this chapter is outlined as follows. We describe the system model in Section 5.2, which includes system description, network model, communication model, caching model and computing model. Next, the social trust scheme with uncertain reasoning is presented in Section 5.3. Section 5.4 formulates this system as a deep reinforcement learning problem. Simulation results are presented and discussed in Section 5.5. Finally, we give the chapter summary in Section 5.6.

5.2 System Model

In this section, we first present the system description. Next, the network model, communication model, cache model and computing model are presented, respectively.

5.2.1 System Description

MSNs have been developed rapidly to provide a variety of social services and applications to mobile users, focusing not only on the behaviors but also on the social needs of the users [21]. Compared to conventional mobile wireless networks, mobile users in MSNs do not always contact remote servers to request contents. Instead, mobile users in MSNs can directly obtain contents from each other within a community based on their social ties [107, 126].

In MSNs, huge amounts of information-rich data will be exchanged by mobile users. Although cloud computing is powerful, it is difficult for data centers to provide
Figure 5.1: A mobile social network with edge computing, caching and device-to-device (D2D) communications.

Mobile users with low-latency services. To address these issues, MEC has been proposed to deploy computing resources closer to end users, which can efficiently improve the quality of service (QoS) for applications that require intensive computations and low latency [91, 92]. MEC applies the concept of cloud computing in network edge nodes, to facilitate services and applications, including mobile social services and applications.

In addition, due to user mobility and poor-quality wireless radio links, it is challenging to deliver huge amounts of data using the traditional client-server approach in MSNs [22]. Recent advances of in-network caching can be extended to MSNs to address this issue, which can efficiently reduce the duplicate content transmission in networks. This innovative content-centric approach has been studied in MSNs, which natively privilege the information (e.g., trusted information in a specific proximity
of an event and a specific time period) rather than the node identity. In addition, with in-network caching, mobility and sporadic connectivity issues can be effectively addressed in MSNs.

Moreover, with D2D communications, users in close proximity can directly communicate with each other via D2D links, instead of accessing BSs exclusively. As a promising approach to offload traffic from BSs, D2D communications can enable the sharing of radio connectivity and direct information delivery between two close users [127, 128].

Security is always an important aspect in wireless applications and services [129, 130]. Trust-based security schemes are important detection-based approaches in MSNs. The definition of trust in MSNs is similar to that in sociology, where trust is interpreted as degrees of the belief that an entity will carry out tasks as expected [131]. In this chapter, we present a framework for trust-based social networks specifically with MEC, in-network caching and D2D communications, which is depicted in Fig. 5.1. Under the framework, we illustrate a video content request task as an example, which will be elaborated in the following network model.

### 5.2.2 Network Model

In this chapter, we consider the scenario with $K$ BSs, and $M$ mobile users that are considered as transmitters in the potential D2D communications. The network is operated by a central controller. Assume that there are $L$ subscribed mobile users issuing video requests to the network operator, which is responsible for assigning a proper content provider to each requester, i.e., associating with one BS or setting up a one-to-one D2D communication. The sets are denoted as $\mathcal{C}_K = \{1, 2, \ldots, K\}$, $\mathcal{C}_M = \{1, 2, \ldots, M\}$ and $\mathcal{L} = \{1, 2, \ldots, L\}$, respectively. All the $K$ BSs, the $M$ D2D transmitters and the $L$ mobile users are equipped with both caching and computing
capabilities. The unicast D2D communication is available only when the mobile user’s requested video is stored in the transmitter’s cache. In addition, the transmitters can also provision mobile edge computing if they have spare computing capacity left at the considered moment.

In our system model, we assume that the $l$th mobile user, denoted as $s_l$, issues a video request. First, the network controller checks all the video providers, i.e., all the BSs and D2D transmitters. We denote $\mathcal{C} = \mathcal{C}_K \cup \mathcal{C}_M$ be the set of video providers, and let $c_i (1 \leq i \leq K)$ be the $i$th BS and $c_j (K + 1 \leq j \leq K + M)$ be the $j$th transmitter. Each video provider’s cache is labeled by a content indicator which indicates whether or not the requested video is being stored.

If the requested video is being stored at any of the video provider’s caches, and the versions match up as well, the network controller will built up a communication between mobile user $s_l$ and the optimal video provider. However, if all the stored videos’ versions mismatch with the requested one, video transcoding should be performed at either mobile user $s_l$ itself or at the video provider’s side. On the other hand, If the requested video is not being stored at any of the caches, it has to associate with a proper BS.

Note that in this work, we use video version to represent video specification (e.g., H.263, H.264, MPEG2, or MPEG4). With the rapid growth of mobile services, increasing volumes of videos are played by mobile devices. Consequently, service providers often need to transcode the video contents into different specifications (e.g., bit rate, resolution, quality, etc.) with different QoS (e.g., delay) for heterogeneous mobile devices, networks, and user preferences.
5.2.3 Communication Model

Denote $h_{s_l}^{c_p}$ as the channel gain between mobile user $s_l$ and content provider $c_p$, $\forall l \in \mathcal{L}, \forall p \in \mathcal{C}$. According to the Shannon theorem, the achievable rate of mobile user $s_l$ when associating with provider $c_p$ can be expressed as

$$r_{s_l}^{c_p} = B \log_2 \left( 1 + \frac{p_T h_{s_l}^{c_p}}{N_0 B} \right), \quad (5.1)$$

where $B$ denotes the bandwidth allocated to each mobile user, $p_T$ is the equally transmitted power, and $N_0$ is the noise spectral density.

Here, we consider the realistic wireless channels, and actually $h_{s_l}^{c_p}$ is a continuous random variable. Such assumption is intractable for analysis [132], and therefore we model the wireless channels as FSMC, which may achieve performance improvement compared with the traditional assumption of static channels. In our model, the channel gain $h_{s_l}^{c_p}$ is discretized and quantized into $H$ levels: $\mathcal{H}_0$, if $h_0^* \leq h_{s_l}^{c_p} < h_1^*$; $\mathcal{H}_1$, if $h_1^* \leq h_{s_l}^{c_p} < h_2^*$; \ldots; $\mathcal{H}_{H-1}$, if $h_{s_l}^{c_p} \geq h_{H-1}^*$. The boundary values for a particular environment under certain criterion should be optimized for better performance [79]. However, for simplicity, uniformly setting the boundary values of FSMC is widely used in the literature (e.g., [79]). In this chapter, all the boundary values from $h_1^*$ to $h_{H-1}^*$ are increasing in the same distance with each other. Each level corresponds to a state of the Markov chain, and therefore a $H$-element state space is formed. Due to the relationship between $h_{s_l}^{c_p}$ and $r_{s_l}^{c_p}$, for convenience we use $r_{s_l}^{c_p}$ to describe a state of the wireless channel. We consider the dynamic process, and the channel state realization of $r_{s_l}^{c_p}$ at time instant $t$ is denoted as $\Upsilon_{s_l}^{c_p}(t)$. Based on a certain transitional probability, $\Upsilon_{s_l}^{c_p}(t)$ varies from one state to another as one time slot is gone. The transitional probability of $\Upsilon_{s_l}^{c_p}(t)$ from one state $j_s$ to another state $k_s$ is denoted as $\psi_{j_s,k_s}(t)$. The $H \times H$ channel state transitional probability matrix between
mobile user $s_l$ and provider $c_p$ is shown as:

$$
Ψ_{s_l}^{c_p}(t) = [ψ_{j,k_s}(t)]_{H \times H},
$$

(5.2)

where $ψ_{j,k_s}(t) = \text{Pr}(Y_{s_l}^{c_p}(t+1) = k_s \mid Y_{s_l}^{c_p}(t) = j_s)$.

### 5.2.4 Cache Model

Assume that there are totally $I$ video contents in the network that mobile users can request for. The set of the contents is denoted as $\mathcal{I} = \{1, 2, ..., I\}$, which is ranked by popularity. Here, we consider finite cache capacity, i.e., each provider caches some of the $I$ video contents, and refreshes the contents periodically. We consider that mobile user $s_l$ has a video request $v_i, i \in \mathcal{I}$. After receiving the request message, the network controller checks every provider's content indicator for video $v_i$, i.e., $x_{v_i}^{c_p}, \forall p \in \mathcal{C}$. The content distribution indicator $x_{v_i}^{c_p} = 1$ means that video $v_i$ is being stored in the cache of provider $p$; otherwise $x_{v_i}^{c_p} = 0$. Here, $x_{v_i}^{c_p}$ is viewed as a random variable, representing the state of the cache, and is modeled using a two-state (i.e., state 0 and 1) Markov chain [101]. The transitional probability matrix of the state $x_{v_i}^{c_p}$ is defined as:

$$
Γ_{v_i}^{c_p}(t) = [δ_{a,b_s}(t)]_{2 \times 2},
$$

(5.3)

where $δ_{a,b_s}(t) = \text{Pr}(x_{v_i}^{c_p}(t+1) = b_s \mid x_{v_i}^{c_p}(t) = a_s)$, and $a_s, b_s \in \{0, 1\}$.

When the cache capacity is assumed to be finite, the transitional probability matrix of the cache state can be derived based on different cache refreshment strategies. An important one is the least recently used (LRU) cache refreshment policy. The transitional probability matrix can be obtained using the following Markov chain
flow matrix \([101]\),

\[
\Lambda_i = \begin{bmatrix}
-\gamma_i & 0 & \cdots & 0 & 0 & \gamma_i \\
0 & \zeta_i + \mu_i & -\beta - \mu_i & \cdots & 0 & 0 & \gamma_i \\
& \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & \zeta_i & -\beta - \mu_i & \gamma_i \\
\mu_i & 0 & \cdots & 0 & \zeta_i & -\zeta_i - \mu_i \\
\mu_i & 0 & \cdots & 0 & 0 & \zeta_i & -\zeta_i - \mu_i
\end{bmatrix}.
\] (5.4)

Here \(\zeta_i = \beta - \gamma_i\), and \(\gamma_i\) represents the average request rate for the \(i\)th popular video \(v_i\) that can be denoted as

\[
\gamma_i(t) = \frac{\beta}{\rho i^\alpha},
\] (5.5)

where the request for \(v_i\) is assumed to arrive as a Poisson process with rate \(\beta\) \([101]\), and the probability follows a Zipf-like distribution. Therefore, the probability of requesting content \(v_i\) is \(1/\rho i^\alpha\), where \(\rho = \sum_{i=1}^I 1/i^\alpha\) and \(\alpha\) is the Zipf slope with \(0 < \alpha < 1\). The video content is refreshed periodically, and the lifetime of any video content \(v_i\) follows an exponential distribution with mean \(1/\mu_i\).

### 5.2.5 Computing Model

On the condition that the versions of the requested video at all the providers’ caches do not match with the requested version, the associated provider has to extract the current video content and construct a computation task based on the input data information, as well as the number of CPU cycles. In the computation model, we construct the computation task as \(Q_{s_i} = \{o_{s_i}^{v_i}, q_{s_i}^{v_i}\}\). The first parameter \(o_{s_i}^{v_i}\) represents
the size of the requested-version video, and the second parameter $q_{s_i}^{v_i}$ indicates the required number of CPU cycles that is needed to finish the computation task.

The computation capability of provider $c_p$ assigned to mobile user $s_l$ is denoted as $f_{s_l}^{c_p}$, which can be measured by the number of CPU cycles per second [114, 122]. In our network, multiple mobile users may associate with the same provider and share the computing device simultaneously, which would result in the fact that the computation capability for provider $c_p$ is not exactly known at the next time instant. Therefore, the computation capability $f_{s_l}^{c_p}$ is modelled as a random variable, and equally divided into $N$ discrete levels denoted by $\mathcal{E} = \{\mathcal{E}_0, \mathcal{E}_1, \ldots, \mathcal{E}_{N-1}\}$. The realization of the random variable $f_{s_l}^{c_p}$ is denoted as $F_{s_l}^{c_p}$ at time slot $t$. We model the transition of the computation capability level of a provider as a Markov process. The transitional probability matrix of $F_{s_l}^{c_p}$ can be expressed as:

$$
\Theta_{s_l}^{c_p}(t) = [\iota_{x,y}(t)]_{N \times N},
$$

where $\iota_{x,y}(t) = \Pr(F_{s_l}^{c_p}(t+1) = y | F_{s_l}^{c_p}(t) = x)$, and $x, y \in \mathcal{E}$.

The consumed time for executing the task $Q_{s_l}^{v_i}$ at provider $c_p$ can be obtained as $t_{s_l,c_p} = \frac{q_{s_l}^{v_i}}{f_{s_l}^{c_p}(t)}$. Furthermore, the rate of computation, i.e., the number of bits computed per second, can be given

$$
r_{s_l,c_p}^{\text{comp}}(t) = a_{s_l,c_p}^{\text{comp}}(t) \frac{q_{s_l}^{v_i}}{t_{s_l,c_p}} = a_{s_l,c_p}^{\text{comp}}(t) \frac{f_{s_l}^{c_p}(t)}{q_{s_l}^{v_i}},
$$

where $a_{s_l,c_p}^{\text{comp}}(t) \in \{0, 1\}$ represents whether or not the computation task is decided to be performed at provider $c_p$. 
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5.3 Social Trust Scheme with Uncertain Reasoning

In this section, we will derive how to obtain the trust values of mobile users. We evaluate the trustworthiness of a mobile user by a real number $Tr$ ranging from 0 to 1. In our model, the trust value $Tr$ is jointly determined based on direct observations and indirect observations. The direct observation trust of a mobile user is defined as the estimated degree of trustworthiness from its directly-connected mobile users based on their past experiences. However, the subjective evaluation from direct connections may be prejudiced, and therefore in order to be more objective and impartial, we also consider the rating of trust from other indirectly-connected mobile users. Here, we denote the trust value from direct observations as $Tr^D$ and the trust value from indirect observations as $Tr^{InD}$. By combining these two trust values, we can obtain a more accurately estimated trust value of a mobile user as

$$Tr = \omega Tr^D + (1 - \omega)Tr^{InD}$$  \hspace{1cm} (5.8)

where $\omega$ is the weight coefficient to adjust the weightiness between direct and indirect observations, and $0 \leq \omega \leq 1$.

The trust evaluation procedure in our model can be visually explained as Fig. 5.2. In the following, we will discuss how to obtain the trust evaluation from direct observations and indirect observations by using the Bayesian inference approach and Dempster-Shafer theory [133], respectively.

5.3.1 Trust Evaluation from Direct Observations

In the direct observations, consider that an observing mobile user can overhear the data forwarded by the observed mobile user, and identify the observed mobile user’s
malicious behaviors, such as discarding or modifying some of the original data.

Through multiple observations of the observed mobile user’s behavior, the observing mobile user can evaluate the trust value by exploiting Bayesian inference [134], which is a method of statistical inference using the Bayes’ theorem to update the probability for a hypothesis with more evidence becomes available.

Under the Bayesian framework, we model the trust of a mobile user as a continuous random variable, denoted as $\Phi$, where $\phi$ takes values from 0 to 1. We assume that $\Phi$ follows a beta distribution [135], i.e., $\Phi \sim Beta(a, b)$, which is defined as follows with parameters $a$ and $b$

$$Beta(a, b) = \frac{\phi^{a-1}(1 - \phi)^{b-1}}{\int_0^1 \phi^{a-1}(1 - \phi)^{b-1} d\phi}, \quad (5.9)$$

for $0 \leq \phi \leq 1$. Here, since $\Phi$ is assumed to obey a beta distribution, the trust value can be represented by the two parameters $a$ and $b$.

We summarize our belief of the trust $\Phi$ in a probability distribution iteratively as more observations are available. Assume that the prior probability density function
(pdf) at the \((t - 1)\)th observation is known. Then, according to the Bayes theorem, 
the posterior distribution at the \(t\)th observation can be obtained with the pdf as

\[
f_t(\phi) = \frac{f_t(x_t, \phi, y_t) f_{t-1}(\phi)}{\int_0^1 f_t(x_t, \phi, y_t) f_{t-1}(\phi) \, d\phi},
\]

where \(x_t\) and \(y_t\) are the number of data packets that has been forwarded correctly 
and the number of packets received by the observed mobile user at the \(t\)th observation, respectively; 
\(f_t(x_t, \phi, y_t)\) is the likelihood function, which follows a binomial 
distribution as

\[
f_t(x_t | \phi, y_t) = \binom{y_t}{x_t} \phi^{x_t} (1 - \phi)^{y_t-x_t}.
\]

In Bayesian inference, the beta distribution is the conjugate prior probability 
distribution for the binomial distribution [134,135]. Since the likelihood function 
\(f_t(x_t | \phi, y_t)\) follows a binomial distribution, the priori distribution \(f_{t-1}(\phi)\) is definitely 
assumed to follow a beta distribution, which reflects what is already known about 
the distribution of \(\Phi\) at the \((t - 1)\)th observation. Given that the priori distribution \(f_{t-1}(\phi)\) follows a beta distribution, the posterior distribution \(f_t(\phi)\) also follows 
a beta distribution. Particularly, if \(f_{t-1}(\phi) \sim Beta(a_{t-1}, b_{t-1})\) and \(x_t, y_t\) from the \(t\)th 
observation are also given, then

\[
f_t(\phi) \sim Beta(a_{t-1} + x_t, b_{t-1} + y_t - x_t), \quad t \geq 1.
\]

At the very beginning of the observation, there is no evidence about the distribution 
of \(\Phi\), thus we assume that it follows a uniform distribution, i.e., \(f_0(\phi) \sim Beta(1,1)\).

Summarily, we can say that \(f_t(\phi)\) follows \(Beta(a_t, b_t)\) with parameters

\[
a_t = a_{t-1} + x_t, \quad b_t = b_{t-1} + y_t - x_t,
\]
\( a_0 = 1, \quad b_0 = 1. \)  

(5.13)

The trust value can be represented with the mathematical expectation of beta distribution as

\[
E_t[\Phi] = \frac{a_t}{a_t + b_t}.
\]

(5.14)

Intuitively, the trust value of a mobile user is 0.5 at the beginning, and updated continuously by using the follow-up observations.

From the above discussion, we can see that past experiences play an important role in the Bayesian inference. In fact, recent behaviors of a mobile user should weight more in the trust evaluation. Here, we introduce a punishment factor for reputation fading, which gives more weights on misbehaviors in the Bayesian inference. The trust evaluation formula in (5.14) is revised as follows:

\[
E_t[\Phi] = \frac{a_t}{a_t + \tau b_t},
\]

(5.15)

where \( \tau \) is the punishment factor, and \( \tau \geq 1 \). With the increment of \( \tau \), the trust value declines quickly.

The punishment factor makes the trust evaluation more realistic and reliable. First, if a mobile user once behaves maliciously, compared with those who have no bad records, its trust value will be lowered much more. Second, the trust value will not recover quickly even if he behaves well recently because of the constraint of the punishment factor. This helps distinguish the malicious mobile users quickly and prevent them disrupting others’ trust evaluation. Based on the above deduction, the trust value from direct observation, \( Tr^D \), is defined as:

\[
Tr^D = E_t[\Phi].
\]

(5.16)
5.3.2 Trust Evaluation from Indirect Observations

Apart from the direct observations, indirect observations from other mobile users are also very important in assessing the trustworthiness of an observed mobile user. Considering the indirect observations helps mitigate the situation that an observed mobile user is loyal to one mobile user but cheating on others. Assume that an observing mobile user collects observations from several other mobile users (also called subsidiary observing mobile user), and combines the collected evidence into a decision about the observed mobile user’s trust value. However, these subsidiary observing mobile users may be untrustworthy or the evidence offered by them is unreliable.

The Dempster-Shafer theory can be used as an effective way to handle the uncertainty issue and combine the evidence from multiple subsidiary observers [136]. The core of this theory is based on two ideas: the degrees of belief about a proposition can be obtained from multiple subjective probabilities of a related theme, and these degrees of belief can be combined together under the condition that they are from independent evidence [133]. In the indirect observation, we assume that there are more than one subsidiary observing mobile users and the evidence provided by them is mutually independent.

Belief Function	As an introduction to the belief function, suppose that each subsidiary observing mobile user has two states, i.e., trustworthy and untrustworthy with probabilities $p_1$ and $1 - p_1$ respectively. Assume that mobile user 1 claims that the observed mobile user $B$ is trustworthy. If mobile user 1 is trustworthy, its statement is regarded as true; however, if mobile user 1 is untrustworthy, its statement is not necessarily untrue. We think that mobile user 1 provides $p_1$ degree of belief in the observed mobile user’s trustworthiness (hypothesis $H$), 0 degree of belief in
the untrustworthiness (hypothesis $\overline{H}$), and $1 - p_1$ degree in the uncertainty, i.e., either trustworthy or untrustworthy (hypothesis $U$). Each hypothesis is assigned with a basic probability value $m(H)$, $m(\overline{H})$, $m(U)$ taking values from the interval $[0, 1]$, respectively. In our scheme, we assign the basic probability value with the direct observation trust value. For example, if mobile user 1 believes that mobile user $B$ is trustworthy, then the basic probability value for each possible hypothesis is:

$$
m_1(H) = T_{A1}^D,
$$
$$
m_1(\overline{H}) = 0,
$$
$$
m_1(U) = 1 - T_{A1}^D,
$$

(5.17)

where $T_{A1}^D$ represents the trust value of mobile user 1 from the direct observation of mobile user $B$.

Oppositely, if mobile user 1 thinks that user $B$ is untrustworthy, the basic probability value will be:

$$
m_1(H) = 0,
$$
$$
m_1(\overline{H}) = T_{A1}^D,
$$
$$
m_1(U) = 1 - T_{A1}^D.
$$

(5.18)

Concerning the formal definition of the belief function, let $\Omega$ be the universe of discourse, i.e., the set representing all possible states of the considered system.

$\Omega = \{\text{trustworthy, untrustworthy}\}$. The power set $2^\Omega$ refers to the set of all subsets of $\Omega$, here $2^\Omega = \{\emptyset, \{\text{trustworthy}\}, \{\text{untrustworthy}\}, \Omega\}$. Any hypothesis $A_i$ refers to a subset of $2^\Omega$, and is mapped into a basic probability $m(A_i)$ that reflects the proportion of total belief assigned to hypothesis $A_i$. These two conditions should be satisfied: $m(\emptyset) = 0$ and $\sum_{A_i \subseteq \Omega} m(A_i) = 1$. For any hypothesis $B$, the belief function
is defined as

$$beli(B) = \sum_{A_i \subseteq B} m(A_i),$$  \hspace{1cm} (5.19)

which represents the strength of the evidence that supports hypothesis $B$’s provability.

**Dempster’s Rule of Combining Belief Functions**  Based on the definition of belief function, the Dempster-Shafer theory combines multiple users’ belief. Assuming that $beli_1(B)$ and $beli_2(B)$ are two belief functions over the same universe of discourse, $\Omega$, the orthogonal sum of $beli_1(B)$ and $beli_2(B)$ can be defined as

$$beli(B) = beli_1(B) \oplus beli_2(B)$$

$$= \frac{\sum_{i,j,A_i \cap A_j = B} m_1(A_i)m_2(A_j)}{\sum_{i,j,A_i \cap A_j \neq \emptyset} m_1(A_i)m_2(A_j)},$$  \hspace{1cm} (5.20)

where $A_i, A_j \subseteq \Omega$.

In our scenario, the combined degree of belief from mobile user 1 and mobile user 2 can be calculated as follows [133]:

$$m_1(H) \oplus m_2(H) = \frac{1}{K} [m_1(H)m_2(H) + m_1(H)m_2(U)$$

$$+ m_1(U)m_2(H)],$$

$$m_1(\overline{H}) \oplus m_2(\overline{H}) = \frac{1}{K} [m_1(\overline{H})m_2(\overline{H}) + m_1(\overline{H})m_2(U)$$

$$+ m_1(U)m_2(\overline{H})],$$  \hspace{1cm} (5.21)

$$m_1(U) \oplus m_2(U) = \frac{1}{K} m_1(U)m_2(U),$$
where

\[
K = m_1(H)m_2(H) + m_1(H)m_2(U) + m_1(U)m_2(U) \\
+ m_1(U)m_2(H) + m_1(U)m_2(\overline{H}) + m_1(\overline{H})m_2(U) \\
+ m_1(\overline{H})m_2(U).
\]

(5.22)

Following the rule of combination of belief, we can combine more degree of belief from other mobile users. Based on the Dempster-Shafer theory, \( T_{AB}^N \) is defined as:

\[
T_{AB}^{D_{In}} = m_1(H) \oplus m_2(H) \ldots \oplus m_n(H),
\]

(5.23)

where there are totally between mobile user \( A \) and mobile user \( B \).

### 5.4 Problem Formulation

In this section, we formulate an optimization problem of the integrated trust-based social network with the 3C framework with MEC, caching, and D2D communications. We assume that a mobile user requests for a video content to the integrated network. For the network operator, it should decide which BS or a D2D transmitter is assigned to serve the requesting user, whether or not the video transcoding (i.e., MEC) should be performed, and whether or not newly emerged contents should be cached. The network operator needs a comprehensive consideration of many factors, including: the wireless channel conditions, whether or not the requested content is stored at the local cache, whether or not the content version is matched up, the computational capacity, the trustworthiness of a D2D transmitter. Here, we consider dynamic scenarios, i.e., the available network conditions are varying with time. We exploit deep Q-learning algorithm to solve the formulated optimization problem.

In order to obtain the optimal policy, identifying the system’s states, actions, and
reward functions is necessarily required, which will be described in more details below.

5.4.1 System State

The system states for a subscriber $s_l$ requesting video $v_i$ at time slot $t \in \{0, 1, \ldots, T-1\}$ mainly includes five components: the realization $\Upsilon_{s_l}^{c_p}(t)$ of the random variables $\gamma_{s_l}^{c_p}$ (channel state), the realization $F_{s_l}^{c_p}(t)$ of the random variables $f_{s_l}^{c_p}$ (computation capability), the realization $X_{v_i}^{c_p}(t)$ of the random variables $x_{v_i}^{c_p}$ (content indicator), the version indicator $y_{v_i}(t)$, and the trust value index $Tr_{s_l}^{c_p}$ for all the video providers, i.e., $\forall p \in C$. Consequently, the system state vector can be described as follows.

$$\chi_{s_l}(t) = \left[ \Upsilon_{s_l}^{c_1}(t), \Upsilon_{s_l}^{c_2}(t), \ldots, \Upsilon_{s_l}^{c_{K+M}}(t), F_{s_l}^{c_1}(t), F_{s_l}^{c_2}(t), \ldots, F_{s_l}^{c_{K+M}}(t), X_{v_i}^{c_1}(t), X_{v_i}^{c_2}(t), \ldots, X_{v_i}^{c_{K+M}}(t), y_{v_i}(t), Tr_{s_l}^{c_1}(t), Tr_{s_l}^{c_2}(t), \ldots, Tr_{s_l}^{c_{K+M}}(t) \right].$$

(5.24)

Here, the trust index for all the BSs should be set to 1, i.e., $Tr_{s_l}^{c_p}(t) = 1, \forall c_p \in C_K$; meanwhile, this index for all the D2D transmitters should be less than 1, i.e., $Tr_{s_l}^{c_p}(t) < 1, \forall c_p \in C_M$. $y_{v_i}(t)$ denotes the indicator for whether or not the cached video version matches with the requested version. If yes $y_{v_i}(t) = 1$, if no $y_{v_i}(t) = 0$.

5.4.2 System Action

In our system, the network controller decides which video provider is assigned to the subscribed user, whether or not the computation offloading (video transcoding) should be performed, and whether or not the video provider should cache the new
video. The network controller’s composite action for subscriber \( s_i \) is given by

\[
\mathbf{a}_{s_i}(t) = \{ \mathbf{a}_{s_i}^{\text{comm}}(t), \mathbf{a}_{s_i}^{\text{comp}}(t), \mathbf{a}_{s_i}^{\text{cache}}(t) \}, \tag{5.25}
\]

where the row vectors \( \mathbf{a}_{s_i}^{\text{comm}}(t), \mathbf{a}_{s_i}^{\text{comp}}(t), \mathbf{a}_{s_i}^{\text{cache}}(t) \) are interpreted in more details as follows:

- The first row vector \( \mathbf{a}_{s_i}^{\text{comm}}(t) \) is defined as

\[
\mathbf{a}_{s_i}^{\text{comm}}(t) = [a_{s_i,c_1}^{\text{comm}}(t), a_{s_i,c_2}^{\text{comm}}(t), \ldots, a_{s_i,c_{K+M}}^{\text{comm}}(t)], \tag{5.26}
\]

where \( a_{s_i,c_p}^{\text{comm}}(t) \) is the association indicator, and \( a_{s_i,c_p}^{\text{comm}}(t) \in \{0,1\} \). If the subscribed user is associated with video provider \( c_p \), \( a_{s_i,c_p}^{\text{comm}}(t) = 1 \); otherwise \( a_{s_i,c_p}^{\text{comm}}(t) = 0 \).

- The second row vector \( \mathbf{a}_{s_i}^{\text{comp}}(t) \) is defined as

\[
\mathbf{a}_{s_i}^{\text{comp}}(t) = [a_{s_i,c_1}^{\text{comp}}(t), a_{s_i,c_2}^{\text{comp}}(t), \ldots, a_{s_i,c_{K+M}}^{\text{comp}}(t)], \tag{5.27}
\]

where \( a_{s_i,c_p}^{\text{comp}}(t) \) indicates the computation offloading decision, and \( a_{s_i,c_p}^{\text{comp}}(t) \in \{0,1\} \). If the network controller has decided that the computation task should be performed at the provider \( c_p \)’s device, \( a_{s_i,c_p}^{\text{comp}}(t) = 1 \); on the other hand, if the computation is decided to be executed on subscriber’s own mobile device, \( a_{s_i,c_p}^{\text{comp}}(t) = 0 \).

- The third row vector \( \mathbf{a}_{s_i}^{\text{cache}}(t) \) is defined as

\[
\mathbf{a}_{s_i}^{\text{cache}}(t) = [a_{s_i,c_1}^{\text{cache}}(t), a_{s_i,c_2}^{\text{cache}}(t), \ldots, a_{s_i,c_{K+M}}^{\text{cache}}(t)], \tag{5.28}
\]

where \( a_{s_i,c_p}^{\text{cache}}(t) \) means the whether or not the video provider \( c_p \) should cache the
newly-emerged video or the new version, and \( a_{SI, cp}^{cache}(t) \in \{0, 1\} \). If the network controlled decides that \( cp \) caches the video, \( a_{SI, cp}^{cache}(t) = 1 \), otherwise \( a_{SI, cp}^{cache}(t) = 0 \).

### 5.4.3 Reward Function

In this chapter, we set the system reward to be the total revenue (i.e., utility) of the network operator. The network operator charges the subscribed user \( s_i \) for associating with the video provider, which is denoted as \( \lambda_{s_i} \) unit price per bps. On the condition that video transcoding (computation offloading) is decided to be executed on video provider’s side, the operator can charge for its computing service, which is defined as \( \nu_{s_i} \) unit price per bps. In addition, if the network controller decides to let the BSs or D2D transmitters cache the new video or new version, the operator gets a potential revenue on estimated backhaul save, which is denoted as \( \kappa_{s_i} \) unit price per Hz.

On the other hand, the operator has to pay for the rented spectrum and backhaul bandwidth. The unit price for the usage of spectrum is defined as \( \delta_{cp} \) per Hz for provider \( cp \). Moreover, if video transcoding is performed, a certain amount of energy will be consumed for the computing, the network operator is obliged to pay \( \eta_{cp} \) unit price for per consumed Joule. The cost of caching the video content in the memory of provider \( cp \) is denoted as \( \varsigma_{cp} \) unit price per unit space.

The system reward for serving subscribed user \( s_i \) requesting video \( v_i \) is defined as the network operator’s total revenue, and it is formulated as a function of the system states, and actions. The system actions determine whether or not the reward can be
optimized. Here, we define the reward function for a specific subscribed user \( s_l \) as:

\[
R^{v_l}(t) = \sum_{c_p \in C} \left[ R_{s_l,c_p}^{\text{comm}}(t) + R_{s_l,c_p}^{\text{comp}}(t) + R_{s_l,c_p}^{\text{cache}}(t) \right]
\]

\[
= \sum_{c_p \in C} a_{s_l,c_p}^{\text{comm}}(t) (\lambda_{s_l} T_{r_{s_l}}^{c_p}(t) \Upsilon_{s_l}^{c_p}(t) (1 - w_{\text{comp}} a_{s_l,c_p}^{\text{comp}}(t))) - \delta_{c_p} B
\]

\[
- (1 - X_{v_i}^{c_p}(t)) \sigma_{c_p} \Upsilon_{s_l}^{c_p}(t)
\]

\[
+ \sum_{c_p \in C} (1 - y_{v_i}^{c_p}) a_{s_l,c_p}^{\text{comp}}(t) (\nu_{s_l} T_{r_{s_l}}^{c_p}(t) \frac{F_{s_l}^{c_p}(t) a_{v_l}^{s_l}}{q_{s_l}^{v_l}} - \eta_{c_p} q_{s_l}^{c_p} e_{c_p})
\]

\[
+ \sum_{c_p \in C} a_{s_l,c_p}^{\text{cache}}(t) (\kappa_{s_l} T_{r_{s_l}}^{c_p}(t) \Upsilon_{s_l}^{c_p}(t) - \varsigma_{c_p} a_{v_l}^{s_l})
\]

The above reward function is composed of three terms, i.e., the earnings from communications, computing and caching, respectively. Here, the trust index \( T_{r_{s_l}}^{c_p}(t) \) is added to each incoming revenue term. For the first communication earnings, \( \lambda_{s_l} T_{r_{s_l}}^{c_p}(t) \Upsilon_{s_l}^{c_p}(t) (1 - w_{\text{comp}} a_{s_l,c_p}^{\text{comp}}(t)) \) denotes the available earnings for providing the video transmitting service to subscriber \( s_l \). Note that if video transcoding is decided to be performed, the video will be compressed and the corresponding income will be reduced. \( \delta_{c_p} B \) is the cost for consuming the radio spectrum bandwidth. \( (1 - X_{v_i}^{c_p}(t)) \sigma_{c_p} \Upsilon_{s_l}^{c_p}(t) \) is the cost for possible consumed backhaul bandwidth: if \( X_{v_i}^{c_p}(t) = 1 \), i.e., the requested video exists in the cache of provider \( c_p \), no backhaul cost is needed; otherwise \( X_{v_i}^{c_p}(t) = 0 \), the video has to be fetched from the Internet and backhaul cost is unavoidable. Note that \( \sigma_{c_p} \) is a very important parameter. It is not realistic to build up a D2D communication when the requested video does not exist in its cache. Thus, \( \sigma_{c_p} \) should be set to be an extremely large number for \( c_p, \forall c_p \in C_M \).

For the second computing earnings, \( (1 - y_{v_i}^{c_p}) \) is used to indicate whether or not the version is matching. \( \nu_{s_l} T_{r_{s_l}}^{c_p}(t) \frac{F_{s_l}^{c_p}(t) a_{v_l}^{s_l}}{q_{s_l}^{v_l}} \) represents the gaining for implementing video transcoding, and \( \eta_{c_p} q_{s_l}^{c_p} e_{c_p} \) is the expenditure for the energy consumption, where \( e_{c_p} \) denotes consumed energy for running one CPU cycle. For the third caching earnings,
$\kappa_{s_l} Tr_{s_l}(t) c_p T^{v_i}_{s_l}(t)$ is the estimated future income of the saved backhaul bandwidth if the new video or new version is decided to be cached. Here the saved backhaul bandwidth is equal to the wireless communication rate. At last, $c_p o_{s_l}^{v_i}$ denotes the cost for caching the content.

$R_{s_l}^{v_i}(t)$ is the system’s immediate reward, i.e., the network operator gets $R_{s_l}^{v_i}(t)$ at state $\chi_{s_l}(t)$ when action $a_{s_l}(t)$ is performed in time slot $t$. However, a maximum immediate value is not a guarantee for the maximum long-term future rewards. Thus, we should also consider a big picture. A future reward with a discount factor $\varphi$ is reasonable, which can be denoted as

$$R_{s_l, s_1}^{f} = \max_{\pi} \mathbb{E} \left[ \sum_{t=0}^{T-1} \varphi^t R_{s_l}^{v_i}(t) \right], \quad (5.30)$$

where $\pi$ represents a $Q$-learning policy, i.e., a series of actions where a specific action will be executed given a specific system state, and $\varphi^t$ approximates to be zero when $T$ is large enough. In fact, a condition for terminating the training process should be set.

The objective of adopting deep $Q$-learning into our network model is to help find an optimization policy that can maximize the cumulated future rewards for the network operator.

### 5.5 Simulation Results and Discussions

In this section, we evaluate the performance of proposed scheme using computer simulations. We use TensorFlow [74] in our simulations to implement deep $Q$-learning. For performance comparison, the following four algorithms are presented: 1). Proposed scheme, which considers MEC, caching, D2D, as well as both direct observation and indirect observation; 2). Proposed scheme w.o. indirect observation, which does
not consider indirect observation; 3). An existing scheme w.o. mobile edge computing [137]; and 4). An existing scheme w.o. D2D communications [22].

5.5.1 Simulation Settings

In the simulations, we consider an MSN consisting of 5 BSs, and 15 D2D transmitters. The radius of the cell is set to 500m. Because D2D communications typically perform within short ranges, we use a clustered-based distribution model [138], where multiple users are located within one cluster with a radius of 50m. In the network, there are 20 subchannels, each of which has a bandwidth of 180KHz. The transmit powers of D2D transmitter and BS are 24dBm and 46dBm, respectively. The noise spectral density is -174dBm/Hz. A loss model $35.3 + 37.6 \log(d(m))$ [139] is used. In addition, block fading with a block size of 100 is assumed for channel fading. Moreover, we assume that there are totally 10 types of contents distributed in the network, and each content cache state follows the Markov model. We set the cache state transition probability of staying in the same state in the BS as 0.6 (0.3 in the D2D transmitter), and set the transition probability from one state to another as 0.4 (0.7 in the D2D transmitter). We further assume a Zipf popularity distribution in the simulations, with $\theta = 1.5$ [140]. The computation states of MEC servers follow the Markov model. We assume that the computation state of the MEC server can be very low, low, medium, high, and very high.

We assume that there are two types of D2D transmitters in the network: normal nodes, which share the content and perform computing normally, and compromised nodes, which modify contents maliciously. The BSs are assumed to be not compromised due to the physical security of BSs. We also assume that the number of compromised nodes is much less than the total number of nodes in the network. The attackers are independent. Hence, there is no collusion attack in the network.
In our simulations, we used a GPU-based server, which has 4 Nvidia GPUs with version GTX TITAN. The CPU is Intel Xeno E5-2683 v3 with 128G memory. The software environment we utilized is TensorFlow 0.12.1 with Python 2.7 on Ubuntu 14.04 LTS.

The training process of the deep convolutional networks are shown in Fig. 5.3. We formulate the 5 BSs and 15 D2D transmitters as the rows, and the 5 levels of computational capacity as the columns in a grid image. Whether or not the required content is in the local cache is characterized by different colors in each small grid. The initial input image of size $20 \times 5 \times 3$ is firstly resized into $84 \times 84 \times 3$. Through 4 layers of convolutional operations, the output is 512 nodes, and these nodes will be fully connected to be trained in the deep reinforcement learning.

5.5.2 Simulation Results and Discussions

The effects of average size per content on the total reduced backhaul usage is shown in Fig. 5.4. There two malicious D2D transmitters, and there are 4 types of contents in the system. We can see from Fig. 5.4 that the total reduced backhaul usage...
Figure 5.4: The total reduced backhaul usage v.s. average size per content.

increases with the increase of the average size per content. This is because a larger content size will increase the fee for caching the content, which induces a lower gain of caching utility, and thus the system is reluctant to cache the contents in the network. Compared to the existing schemes without mobile edge computing and D2D communications, the proposed scheme has larger total reduced backhaul usage due to the benefits of mobile edge computing and D2D communications. In addition, without indirect observation, the accuracy of trust evaluation is lower in the proposed scheme, which induces a lower gain of mobile edge computing and caching, and lower total reduced backhaul usage.

Fig. 5.5 and Fig. 5.6 show the effects of the number of content types on the total
reduced backhaul usage and the total utility, respectively. In these simulations, the average size per content is 1.8 MB, and there are two malicious D2D transmitters. We can see from both figures that the reduced backhaul usage and the total utility decrease as the number of content types increases. This is because more content types in the system will lead to the scenarios that a requesting mobile user is unlikely to find the specific content from the BSs and D2D transmitters due to the limited storage. In addition, more content types will result in reduced the popularity of all contents according to the Zipf popularity distribution, thus decreasing caching gain.

Fig. 5.7 shows the effects of the required numbers of CPU cycles for video transcoding. From Fig. 5.7, we can see that the required number of CPU cycles
Figure 5.6: The total utility v.s. the number of content types.

has no effects on the total utility of the existing scheme without mobile edge computing. This is because the total utility will not be changed with different required numbers of CPU cycles if mobile edge computing is not available in the system. In the proposed scheme and the existing scheme without D2D communications, the total utility decreases exponentially with the increase of the required number of CPU cycles for video transcoding. This is because a larger number of required number of CPU cycles will result in a higher consumed computation energy, and consequently a lower gain of computation utility. Therefore, the total utility decreases with the required number of CPU cycles for video transcoding.

Next, we study the performance of the proposed social trust scheme. Assume that, at episode 14K, D2D transmitter 1 changes its maliciousness to 0.6. Our goal
is to observe the accuracy of trust tracking in this scenario where the malicious behavior of a D2D transmitter changes rapidly. Fig. 5.8 shows the trust tracking of the system using direct observation with Bayesian inference and the proposed scheme using both direct observation with Bayesian inference and indirect observation with the Dempster-Shafer theory. We can observe from Fig. 5.8 that only direct observation can result in inaccurate trust values. By contrast, the proposed scheme can track the trust value accurately with both direct observation and indirect observation.

The number of malicious D2D transmitters in the network also has a significant impact on the performance the network. Here, We investigate the system utility

![Graph showing total utility vs. required number of CPU cycles for video transcoding.](image-url)
with the number malicious D2D transmitters, from 1 to 5, in a 15 D2D transmitter environment. The basic parameter is the same as above. Fig. 5.9 shows that, as the number of malicious D2D transmitters increases, the utility drops dramatically. When the number of malicious D2D transmitters reaches to one third of the total number of D2D transmitters in the network, the utility decreases to about half of the utility in the network with 1 malicious nodes. From this figure, we can see that the network is deeply affected by the number of malicious D2D transmitters.
Figure 5.9: The total utility v.s. the number of malicious D2D transmitters.

5.6 Chapter Summary

MSN have become one of the most important networking paradigms in future wireless mobile networks. Recent advances of wireless mobile networks can have significant impacts on the performance of MSNs. In this chapter, we studied recent advances in mobile edge computing, in-network caching and D2D communications in MSNs. In addition, we considered the knowledge of social relationships in these new paradigms to improve the security and efficiency of MSNs. Specifically, we presented a social trust scheme with both direct observation using Bayesian inference and indirect observation using the Dempster-Shafer theory. We further proposed a deep Q-learning
approach to study this complicated system. Extensive simulation results were presented to show the effectiveness of the proposed scheme.
Chapter 6

Conclusions and Future Work

In this dissertation, we have thoroughly studied the integrated networking, caching and computing wireless mobile networks via a deep reinforcement learning approach. In this chapter, we conclude the accomplished works and present some possible research directions in the future.

6.1 Summary

This dissertation exploits the current advances of machine learning and deep reinforcement learning algorithm, to tackle the network optimization and resource allocation issues in the integrated wireless networks with communications, caching and computing. The main contributions are as follows.

- More realistic time-varying wireless channels are considered, where the time-varying wireless channels based on interference alignment are modelled as finite-state Markov channels. A deep-reinforcement-learning-based resource allocation scheme is proposed for cache-enabled opportunistic interference alignment networks. Within the proposed scheme, the formula of network capacity is given with the considerations of both perfect CSI and imperfect CSI. Aiming at maximizing the network capacity, the resource allocation problem is formulated as a
reinforcement learning process, and the deep Q learning algorithm is exploited to obtain the optimal strategy. The performances of the proposed scheme with different SNR, different transition probabilities and imperfect CSI are presented via simulations. The simulation results show that the proposed scheme is applicable to complicated time-varying wireless communication scenarios. It can effectively reduce the backhaul link usage and allow more users to access interference alignment networks, and thus the network sum rate and energy efficiency are improved.

• A software-defined virtualized framework for connected vehicles is designed, which integrates communication, caching and mobile edge computing. A deep reinforcement learning-based resource allocation scheme is proposed for the connected vehicles with the integration of communication, caching and computing. The dynamic change processes of the communication, caching, and computing resources are modeled as Markov chains, respectively. Aiming at maximizing the network operators total utility, the joint resource allocation problem is formulated as a reinforcement learning process, and the deep Q learning algorithm is used to pursue the optimal solution. Without any assumptions about the objective functions or any low-complexity preprocessing, the proposed scheme can directly solve the resource allocation problems with large-scale state space. Simulation results verify that the proposed scheme can converge at a fast speed, improve the network operators total utilities, and possess the ability of resisting perturbation at a certain level.

• A resource allocation scheme is proposed for future social networks based on the social trust model and a deep reinforcement learning approach. The social trust model utilizes uncertain reasoning to derive the trust values of D2D users, including the trust from direct observations based on Bayesian inference and
the trust from indirect observations based on Dempster-Shafer theory. The effects of cache sizes and content types on backhaul link usage are analyzed, and the effectiveness of the proposed social trust scheme is verified via simulations that it can successfully track the variations of D2D users trust values. The simulation results also show that the proposed scheme can reduce the effects of the malicious users on the network total utility.

6.2 Future Work

On the basis of the accomplished research works, a number of new interesting research problems rise.

• In the future work, if real network data can be obtained, Markov chain monte carlo method can be exploited to achieve the real Markov chain and its transitional probability matrix. In addition, for some specific scenarios, the parameters in the Markov decision process may be changed. Therefore, in the next step, we consider adaptive reinforcement learning, which can adaptively restart to interact with the environment, and learn to make decisions based on the new environment.

• In this dissertation, deep Q learning algorithm is utilized, where falls into the category of value-based reinforcement learning. However, the most recent research shows that policy-based reinforcement learning can achieve better performance of convergence. Therefore, in the future study, we will consider to update the deep reinforcement learning algorithms, for example, to exploit the policy-based A3C (Asynchronous Advantage Actor-Critic) algorithm to solve the more complicated network problems with larger state space.

• In this dissertation, the communication resource allocation mainly refers to how
to allocate the basic network architecture. In our following work, we will further investi- 
gate other physical layer resources, such as wireless spectrum, power, etc. Addi-
itionally, in Chapter 3 and Chapter 4, the total utility is optimized with given charging prices. In the future, we will jointly consider more factors, such as charging prices, spectrum, power, network architecture, caching, computing status, and etc., which will definitely improve the quality of networks further.
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