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Abstract

This research explores loading optical dielectric waveguides with patterned thin photonic crystal overlays of higher dielectric value than the waveguide. The asymmetry of the overlaid waveguide region is designed such that the original waveguide retains the field maximum within its boundaries but produces a sizeable field contribution in the photonic crystal such that the properties of photonic crystals can be exploited. The enabling feature is that the peak transition and the effective index transition are discovered to be not coincident for increasing propagation constant. The waveguide dimensions are chosen such that when configured as a channel they are compatible for efficient coupling to optical fibres. Materials are chosen with fabrication techniques in mind. The theoretical analysis focuses on optimizing the coupling of the waveguide to the overlay. Three techniques of modeling the behavior of a high index contrast 1D photonic crystal overlay on glass are examined. The findings for 1D can be expanded for more complex photonic crystal designs to be built on the same platform. Finite Difference Time Domain (FDTD) simulation is found to be the most appropriate for the tuning of high dielectric contrast overlay designs. The sensitivity of light to variations in the refractive index, thickness, period, and length of patterned overlay are examined using FDTD simulations. Transmission and reflection spectrums are obtained using active and passive optical device configurations which can be optimized based on the Bragg response shape and filter edge location. Novel devices created by a structured overlay such as distributed Bragg filters are modeled. A glass-based slab waveguide, coated with a thin patterned high dielectric overlay, is configured into a refractive index sensor. The asymmetric nature of the waveguide configuration is exploited by keeping the mode in the slab
waveguide while enhancing the field level in the overlay-superstrate. An index of refraction sensitivity of up to one part in $10^5$ is determined using the FDTD simulation technique. The nature of the sensor ensures optical fibre compatibility, requires sub-$\mu$L sample volumes and provides a high resolution. This theoretical analysis demonstrates value in future fabrication of the described novel devices.
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1. Introduction

Silica based planar lightwave circuits (PLCs) have evolved from structures containing Y-branches and directional couplers to structures also containing resonators and filters.[1] In addition, both active and passive device configurations are possible in PLC based glass integrated optics.[2] When interfaced with optical fibre networks, PLCs can demonstrate low insertion losses due to the compatibility of the materials used as waveguides, significant direct waveguide to waveguide mode overlap, and relaxed manufacturing tolerances due to the large mode sizes involved. In general, glass-based integrated optics are relatively large due to the dimensions of the waveguides involved, as determined by the limited dielectric contrast between guiding and substrate-superstrate layers. To achieve more compact and faster integrated optic structures, researchers have turned their attention to substrate materials such as LiNbO₃, InP and Si. The silicon on insulator platform (SOI) is of particular interest since it can be processed using conventional silicon nanofabrication techniques.[3] The high dielectric contrast that exists between the silicon layer and the other layers of the SOI platform make it possible to include fast active integrated optic components and compact photonic band gap dielectric configurations such as resonators and waveguides[4] in addition to more compact geometries of the classical glass-based component configurations. Examples of optical components based on the planar technology are the periodically segmented wave mode converter[5] and sub-wavelength periodic structures[6]. To achieve fibre compatibility with reasonably low insertion loss, silicon based devices require a mode transition region. Devices can use the averaged material refractive index approach to decrease the bulk effective index at the coupling interfaces[7]. Another approach to minimize coupling
losses uses an adiabatic thinning of the silicon waveguiding layer, which results in a geometry comparable to strip loaded waveguides[8]. In the near and distant future it is expected that the optical fibre will continue to dominate as the signal carrying medium for optical telecommunications and sensing. The inter-compatibility of active and passive integrated-optic devices and the optical fibre technology used in these environments will remain, requiring low loss, low insertion loss, and fast integrated optic components. These requirements can be met by a glass-based waveguide design as the light guiding region to minimize fibre coupling and insertion losses and then adding a thin high dielectric overlay of patterned silicon at the waveguide superstrate interface to retain the high dielectric contrast and speed of response. The addition of high index material in the vicinity of the waveguide has been shown to permit an increase in optical circuit density and responsivity. For instance, devices in the order of 100 μm "propagation" length can be configured into filters and modulators[9,10] or sensors with high resolution[11,12]. In these particular structures, the high dielectric region is applied as a grating overlay, patterned in the propagation direction, in contact with a slab waveguide. In the initial stages of high dielectric clad waveguide structure development, the theoretical analysis phase relies primarily on established techniques such as analytical mode solving, transfer matrix, perturbation, and Finite-Difference-Time-Domain (FDTD). In this thesis, a parametric analysis is conducted on this high dielectric clad waveguide structure and then it is further developed by considering devices that can be built using it.

1.1 Motivation

The motivation for this work is to be able to fulfill the requirements for low loss integrated optic components with a glass-based waveguide design as the light guiding
region to minimize fibre coupling and insertion losses and then adding a thin high
dielectric overlay of patterned silicon at the waveguide superstrate interface to retain the
high dielectric contrast. The use of high speed response capable silicon allows for this
work to be extended to building fast active devices. This work will investigate and
develop an understanding of this new integrated optic platform for photonic crystals. The
effect of adding a high refractive index dielectric overlay to a glass waveguide is fully
explored and then applied to optimize device design. This work determines the effect of
adding such an overlay.

Many facets of high refractive index dielectric overlay one dimensional photonic
crystals are examined. First and foremost are the theoretical approaches which then lead
into the modeling and simulation approaches. Then the design of devices on this platform
is investigated. Glass waveguide based optical mode sizes are larger than silicon based
optical mode sizes. The benefits of the use of glass are low loss transmission in fibre
while the benefits of the use of silicon include small device size. The benefit of this work
is compact device size without requiring a mode conversion to silicon mode size prior to
coupling to the device. Similar fabrication techniques to those of the typical SOI platform
can be leveraged. Existing devices that do not require mode conversion to silicon mode
dimensions prior to coupling include fibre sensors that can sense fluids by being
immersed in them. However, long period gratings in optical fibre have a grating period
that ranges from 100 μm to 1000 μm[13] while the devices described here are entirely
within one such period. There exist fibre facet sensors that can use a droplet on the facet
instead of requiring immersion.[14-16] The next step smaller is a planar array of sensors
onto which a single droplet can be placed. It is this final application, possibly
incorporated into a handheld sized device, for which the technology herein can be utilized.

3-D simulations are computationally demanding as discussed further in Appendix B. A channel waveguide can be considered as the intersection of two 2-D slabs at 90 degrees to one another.[17] One slab can consider the lateral confinement and the other the vertical confinement of modes. By considering the vertical confinement aspect one can examine the response of guided modes to periodicity in the layers of a waveguide as per the devices developed by this work. It is also possible to use 2-D analysis to solve for the cross-sectional modes of a channel and then subsequently calculate Bragg pitch in the propagation direction to design a structure and then realise it in 3-D where it responds in the expected manner.[18] Thus, the application of 2-D analysis is effective and viable for periodic structures. By using this representation the two-dimensional results for the periodic overlay waveguide structure concepts allow reduced lead time and reduced cost for fabrication of designs.

1.2 Thesis layout
Following this introductory chapter, chapter 2 provides the evolution and development of light guiding and periodic structure technology. It then discusses state of the art devices such as sensors. Chapter 3 addresses the theory of guided modes and develops the equations and solutions for the three and four layer waveguide mode field amplitude profiles. These field profiles allow mode overlaps to be calculated. In addition, the equation solutions provide the propagation constants of the modes. Chapter 4 compares three mode propagation modeling approaches. Chapter 5 presents more detail about the FDTD computation engine as well as the results of preliminary computations for a filter.
type device making use of the high refractive index overlay structure. Novel device applications, such as using the filter as a sensor, and the tuning of devices are presented in chapter 6. Chapter 7 summarizes the thesis findings and presents possible directions for future work such as fabrication of the modeled devices.
2. Background

Jean-Daniel Colladon’s lectures demonstrated light guiding via total internal reflection in water fountains which is similar to light guiding by glass out of furnaces.[19] Years later, Sir William Henry Bragg reported[20] on the relation of spots exposed on a photographic plate by x-rays to the arrangement of the atoms in a crystal through which they pass. His son, William Lawrence Bragg formalized[21] this providing equation (2.1) leading to their Nobel Prize in Physics.[22]

\[ n\lambda = 2A\cos(\theta) \]  

(2.1)

where \( \theta \) is the radiation’s angle of incidence with respect to the normal of the crystal planes spaced at a pitch of \( A \), \( n \) is an integer number of wavelengths, and \( \lambda \) is the wavelength. In 1963, Amnon Yariv reported on finding optical dielectric waveguiding[23] which would then be further investigated by R. Shubert in thin films as the planar analogue of cylindrical modes in optical fibre.[24] The thorough work contained herein is based on the structure resulting from the combination of these discoveries to provide novel findings.

Planar optical structures continue to be investigated and the simplest of these is the slab waveguide for which the basic theory has been developed and the analytical solution for the three layer structure is widely described[17,25]. The theory has also been extended to address multilayer structures[26]. Slab waveguides are also used for combined photonic and phononic structures. These are known as phoxonic structures for which thin silica plates with silicon pillars can be used and it has been discovered that shorter pillars provide a more complete band gap.[27] Simple dielectric overlays have been considered for sensors[12]. Taking it a step further, the addition of a thin high
refractive index dielectric overlay to slab waveguides has been examined for distributed Bragg reflectors[9,10].

It is possible to analyze the propagation of light through slab waveguide structures using different methods for the purpose of designing grating overlays. The matrix technique relies on segmenting the structure into discrete elements along the propagation direction and computing the transfer properties between segments.[28] The perturbation approach treats the overlay as a perturbation to the waveguide mode's evanescent field.[29] The FDTD simulation relies on a grid discretization of the entire waveguide structure and determination of the time evolution of the electromagnetic fields.[30,31] In the traditional setting in which the overlay region represents a weak modification to the original waveguide structure, the three numerical techniques are in close agreement with regard to the transmission properties of the structure. The numerical results obtained from these three techniques are compared in this work when the overlay greatly alters the waveguide properties. For comparison purposes a representative optical system is employed and described. In order to establish the grounds for the comparison, the basic analysis processes of the matrix, perturbation and FDTD computation techniques are reviewed. Numerical results are then presented as a function of the strength of the overlay index with the FDTD computations being taken as an accurate representation of the expected device response as confirmed through convergence testing.

The numerical FDTD computations determine reflectance and transmittance spectra for a specific set of design parameters representing a target structure. Additional simulations provide results for geometries with varying grating length, grating period, overlay thickness, and refractive index. Fabrication roughness can reduce the sharpness
and strength of a grating dip; these effects of roughness can be compensated for by increased length.[32] While managing sidewall roughness is critical for high refractive index dielectric contrast waveguides, when the mode is predominantly in the underlying layer it is the surface roughness which dominates as the loss mechanism.[33] It is possible to reduce average surface roughness, $R_a$, to nearly 1 nm by using laser crystallization.[34] Existing state of the art devices which use other platforms are discussed next as possible uses of the target structure. Subsequently, the advantages provided by the high dielectric clad platform are considered.

2.1 State of the art devices

Planar lightwave circuits have numerous capabilities and can be built using various substrates including glass.[1,2] One of the state of the art applications is fibre-to-the-home/node/etc. (FTTx). Initially the transceivers for this application were built by gluing discrete devices with epoxy to a substrate which then evolved into devices epoxied to a planar waveguide circuit [35] and even direct wafer bonding creating a SOI-InP hybrid[36]. Companies have been looking at 10 Gb/s solutions in InP[37], 120 Gb/s Photonic Integrated Circuits (PICs)[38], and even 1 Tb/s wavelength division multiplexed (WDM) devices[39]. In the following subsections, considerations specific to the SOI platform, sensors, and the high refractive index dielectric clad platform will be discussed.

2.1.1 SOI

As mentioned earlier, the high dielectric contrast that exists between the silicon layer and the other layers of the SOI platform make it possible to include fast active integrated optic components and compact photonic band gap dielectric configurations such as
resonators and waveguides[4]. It is also of particular interest since it can be processed using conventional silicon nanofabrication techniques.[3] However, getting light in and out of SOI devices can be a challenge not only due to the mode size mismatch but also due to the difficulty with alignment needed for each mass-produced device. Mechanical alignment solutions exist such as v-grooves.[40] Using grating couplers, losses less than 3 dB have been reported and can facilitate wafer scale testing[41]; however 3 dimensional positioning is involved. Another challenging situation is coupling to surface plasmon polaritons; strides have been made to address this via end-coupling[42]. The majority of this work focuses on single mode operation. However, section 3.2 includes a quick look at a unique functionality that came about by looking at multimode high refractive index dielectric clad waveguides that function akin to a multimode interferometer (MMI).

2.1.2 Sensors

In addition to using SOI as a platform for optical communications, it can be used for sensors. Other platforms for sensors include glass, plasmonic, and polymer waveguides. Sensor interaction can be enhanced via slow light in periodic structures such as gratings. The magnitude of the change in the wavelength of a reflectance peak or transmission dip is expressed per Refractive Index Unit (RIU). Many molecular binding bio-sensing and other label free sensing scenarios utilizing refractive index change detection and representative fluids are considered in Appendix A, Material properties. Sensors can have small footprints and high responsivities such as a proposed 13 μm long sensor providing 90 nm/RIU[43] and an 8 μm long sensor providing 130 nm/RIU[44]. The researchers of the former include a comparison to alternative sensing structures. The researchers of the
latter mention a much longer 173 μm sensor providing a lower resolution of 33 nm/RIU[45] which has better fibre coupling characteristics. Plasmon sensors are found to be able to provide 464 nm/RIU using a 10 μm sensor with a 10 dB loss.[46] Polymers also show promise as polymer optical fibre is already used for high fidelity audio system interconnects.[47] In addition, environmental stability has been demonstrated for long lasting electro-optic polymer modulators.[48] Polymers provide the opportunity for electro-optic overlay structures; however, the refractive index contrasts consider large in the polymer field are more than an order of magnitude smaller than that of thin film waveguides and multi-mode considerations must be taken into account.[49,50] Polymers do provide physical design flexibility and adiabatic polymer tapers have been realised.[51] It is also possible to introduce Bragg reflectors in hollow waveguides which can then be infiltrated.[52] The next subsection discusses configuration of the 4-layer structure as a grating sensor and this thesis shows how it can provide a response comparable to the state of the art while using a minimal interaction length.

2.1.3 Benefits of high refractive index dielectric cladding

As per the previous chapter, high refractive index dielectric material provides the ability to form periodic optical band gap structures. In addition, with proper design, insertion loss can be reduced between single-mode fibres and diffused channel waveguides.[53] Combining these characteristics into a high refractive index dielectric clad structure provides the benefits of both. The development of overlay gratings[10, 54] provides a crucial step in the development of band gap structures using this platform and a clear departure from thin film waveguide relief gratings. Using thinner more confining slab waveguides originally designed as thin film waveguides[55] reduces the physical and
modal area to be considered by numerical simulations. Some work has been done on the fabrication of this type of structure in thin Ta$_2$O$_5$ films overlaid on glass waveguides[56] with device lengths on the order of several millimeters. The evolution in this field suggests that the proposed platform of a periodic high refractive index dielectric overlay on a glass waveguide shows promise for state of the art devices.
3. Modal theory

For this work a three layer glass waveguide is modified into a four layer structure by adding a thin high dielectric overlay at the air-waveguide interface. This chapter examines an analytical approach to these multilayer optical structures with the goal of obtaining field profiles and propagation constants. The first section addresses coupling to devices, specifically considering mode overlap and endface losses. The next section presents the details of the waveguide geometry and modal parameters obtained for uniform overlays. Details related to the design of the patterning of the overlay are in section 6.1.1. Spectral discretization[57] was used to confirm the analytical results.

3.1 Slab Waveguides

Slab waveguide theory is used to develop an understanding of the structures involved. The analytical concepts developed for one dimension can then be extended to two dimensions. The cross section of a fibre and a channel wave guide can be well matched[53] and representative slab waveguide dimensions can be considered. For the two dimensional case numerical approaches and approximations are used. The basic theory and analytical solution for a three layer structure is widely described [17,25] and has been extended to address multilayer structures with dielectric overlays.[12,26] This enables the modal profiles and propagation constants for the three layer and four layer structures to be determined with high accuracy. However, when the overlay is patterned in the direction of light propagation, the perturbation approach[58] to the waveguide analysis does not apply due to the very high dielectric contrast between waveguide and
overlay layers. The next chapter examines approaches for high refractive index contrast scenarios.

### 3.1.1 Three layer asymmetric guiding

In an index guided three layer symmetric waveguide the effective index of a guided mode is below that of the core and above that of the surrounding cladding. The effective index of a guided mode is calculated by dividing the propagation constant by the free space wavenumber. A mode with an effective index below that of the cladding is not guided and power is radiated into the cladding. In the asymmetric waveguide case, with the superstrate index \( n_1 \) being lower than that of the substrate \( n_3 \) which in turn is lower than that of the core layer \( n_2 \), there is an additional possibility. A mode that has an effective index which is higher than the refractive index of the superstrate but lower than that of the substrate is a lossy mode that radiates power into the substrate. The thickness of the core, \( t \), also has an effect. If \( t \) is increased there is a point at which it becomes multimode, while if \( t \) is reduced beyond a certain point even the fundamental mode becomes leaky and thus cut-off. The required thickness, \( t \), for the guiding layer is expressed in the asymmetric mode cut-off equations (3.1) and (3.2) for the \( m \)th confined TE and TM modes, for integer \( m \), respectively for wavelength \( \lambda \).[29]

\[
\left( \frac{t}{\lambda} \right)_{TE} = \frac{1}{2\pi \sqrt{n_2^2 - n_3^2}} \left[ m\pi + \tan^{-1} \left( \frac{n_2^2 - n_1^2}{n_2^2 - n_3^2} \right)^{1/2} \right] \tag{3.1}
\]

\[
\left( \frac{t}{\lambda} \right)_{TM} = \frac{1}{2\pi \sqrt{n_2^2 - n_3^2}} \left[ m\pi + \tan^{-1} \left( \frac{n_2^2 - n_1^2}{n_2^2 - n_3^2} \right)^{1/2} \right] \tag{3.2}
\]

The transcendental expressions used to determine the propagation constants and the field profiles of 3 layer structures are well established in the literature. The next section
discusses the transcendental expressions and field expressions for the lesser known 4 layer structure consisting of a high dielectric clad glass-based slab waveguide.

3.1.2 Four layer structure

The addition of a dielectric overlay is shown in figure 3.1, for which the dielectric profile is shown in figure 3.2 with refractive index values chosen as follows. The choice of materials for optical structures is driven by their properties. For optical data transmission the well-established telecommunications band operates around a wavelength of 1.55 µm utilizing the optical window of glass between the 1.4 µm water absorption peak and 1.7 µm where the lattice absorption of glass becomes significant.[59] The waveguide chosen as the basis for the structure in this work is a glass waveguide. Possible fabrication drove the choice of the parameters of this waveguide. There are many methods of creating glass on glass waveguides with ion migration being a straightforward approach. The facilities in our department are used for integrated electronics and thus the use of salts which can contaminate junctions is frowned upon. An alternative approach is depositing a thin film glass waveguide using established techniques and parameters.[55] This provides a basis structure of a thin film with a thickness of 1 µm and a refractive index of 1.6 on a substrate with a refractive index of 1.5. The desired thin overlay is to have a high refractive index contrast and match the low loss optical window of glass. Silicon is chosen as the material since the optical window is slightly less than the decade of wavelengths from 1 and 10 µm which suits the established telecommunications band and its refractive index is 3.48.[25]
Figure 3.1 Four layer waveguide structure showing a thin overlay \((t_2 < t_3)\) added to a three layer waveguide.

Note that the thin overlay has a much higher refractive index than the waveguide materials. Much the same as the asymmetric three layer case, there is a point at which the overlay, with thickness \(t_2\), increases such that the structure becomes multimode. Likewise, the overlay can be thin enough such that it does not support modes on its own. However, since the structure has another layer, a guided mode can still propagate. Multimode operation is not desired; yet the overlay should be sufficiently thick to draw the mode towards it. The desired point of operation is one such that the overlay does not become the guiding layer and the effective index remains below that of the waveguide index. It has been discovered that this desired point can be maintained even when the field peak shifts somewhat into the overlay.
3.1.3 Field equations

To further investigate the properties of the four layer structure let us consider the applicable wave equation solutions for each region. When the effective index of a mode is above the value of a material refractive index the field of that mode is sinusoidal in that material. When it is below the value it is exponential. For the case when the effective refractive index of guided modes is below both the core guiding layer and the overlay but above that of both the superstrate and substrate, equation (3.3) provides the transverse electric (TE) field profile solution. TE in this work is considered to be when the electric field is linearly polarized and transverse to the direction of propagation while at the same time parallel to the interfaces between the substrate, waveguide, overlay and superstrate. Thus, the TE field profile can be calculated using:
With:

\[
\begin{align*}
\kappa_2 &= \sqrt{\kappa_1^2 - \beta_0^2} \\
\kappa_1 &= \sqrt{\kappa_2^2 - \beta_0^2} \\
\sigma &= \sqrt{\beta_0^2 - \kappa_1^2} \\
\xi &= \sqrt{\beta_0^2 - \kappa_2^2}
\end{align*}
\] (3.4)

for the 4 layer waveguide. In the transverse magnetic (TM) case the magnetic field is linearly polarized and transverse to the direction of propagation while at the same time parallel to the interfaces of the dielectric layers. For TM modes, the electric field profile is discontinuous and the field solutions can be calculated by considering the magnetic field equations (3.5) and following calculations very similar to those for the TE.

When solving the field equations, the relative magnitudes of the adjacent fields are determined. The absolute magnitude is not defined and can be arbitrarily chosen at first. Subsequently, the energy contained with a mode is calculated and the power carried by the mode is set to unity by scaling the amplitude coefficients. This normalization process used in this work simplifies processes such as the calculation of overlap integrals and enables effective comparison of modes from their field profile plots. It is represented by:
3.1.4 Resulting expressions

Expressions for the fields can be found using the additional knowledge that the tangential components of \( E_y \) and \( H_z \) are continuous at the boundaries for the TE modes. By matching the field values of \( E_y \) and the derivatives \( \frac{dE_y}{dx} \) to match field values of \( H_z \) at the dielectric interfaces it can be found for the TE case that:

\[
B \kappa_2 \cos \left( \kappa_3 t_2 + t_2 \right) - C \kappa_2 \sin \left( \kappa_3 t_2 + t_2 \right) \sin \left( \kappa_3 t_3 + t_3 \right) + \sigma B \sin \left( \kappa_2 t_2 + t_2 \right) + \sigma C \sin \left( \kappa_2 t_3 \right) \cos \left( \kappa_2 t_3 + t_3 \right) = 0
\]  

(3.7)

For:

\[
B = \xi \kappa_2 \cos \left( \kappa_3 t_3 \right) + \kappa_2 \kappa_3 \cos \left( \kappa_3 t_3 \right) - C \cos \left( \kappa_2 t_3 \right)
\]

(3.8)

and:

\[
C = -\xi \kappa_3 \cos \left( \kappa_3 t_3 \right) \sin \left( \kappa_3 t_3 \right) + \kappa_2 \kappa_3 \sin \left( \kappa_3 t_3 \right) \sin \left( \kappa_2 t_3 \right) + \xi \sin \left( \kappa_3 t_3 \right) \kappa_2 \cos \left( \kappa_3 t_3 \right) + \kappa_2 \cos \left( \kappa_3 t_3 \right) \kappa_3 \cos \left( \kappa_3 t_3 \right)
\]

(3.9)

Which provides the same result for \( t_2 = 0 \) as solving the 3 layer transcendental equation:

\[
\kappa_3 t_3 = m \pi + \arctan \left( \frac{\xi}{\kappa_3} \right) + \arctan \left( \frac{\sigma}{\kappa_2} \right)
\]

(3.10)
For the case when the effective index of the mode exceeds that of the core guiding layer it has an exponential wave solution in that region:

\[
E_x = \begin{cases} 
E_x e^{-\kappa_1(x-t_1)} & x \geq (t_1 + t_2) \\
E_x \sin(\kappa_2(x-t_1)) + E_c \cos(\kappa_2(x-t_1)) & (t_1 + t_2) \geq x \geq t_3 \\
E_x e^{\kappa_3 x} + E_x e^{-\kappa_3 x} & t_3 \leq x \leq 0 \\
E_x e^{\kappa_3 x} & x < 0
\end{cases}
\]  

(3.11)

Thus for the 4 layer waveguide:

\[
\begin{align*}
\kappa_1 &= \sqrt{\beta^2 - k_1^2 n_1^2} \\
\kappa_2 &= \frac{k_1^2 n_1^2 - \beta^2}{k_2^2 - k_3^2 n_1^2} \\
\kappa_3 &= \sqrt{\beta^2 - k_2^2 n_2^2} \\
\kappa_4 &= \sqrt{\beta^2 - k_3^2 n_4^2}
\end{align*}
\]  

(3.12)

Following some calculation the solution is:

\[
A \kappa_1 e_{+} t_3 + B \kappa_3 e_{+} t_3 = -A \kappa_1 e_{-} t_3 + B \kappa_3 e_{-} t_3
\]  

(3.13)

with:

\[
e_{+} t_3 = \left(1 + \frac{\kappa_1}{2 \kappa_3}\right) e^{\kappa_1 t_3} \quad \text{and} \quad e_{-} t_2 = \left(1 - \frac{\kappa_1}{2 \kappa_3}\right) e^{-\kappa_1 t_3}
\]  

(3.14)

as well as:

\[
A = k_2 \left[c t_2 - \frac{k_2}{k_1} s t_2\right] \quad \text{and} \quad B = [k_1 s t_2 + k_2 c t_2]
\]  

(3.15)

where

\[
c t_2 = \cos(k_2 t_2) \quad \text{and} \quad s t_2 = \sin(k_2 t_2).
\]  

(3.16)

3.1.5 Structure design

Using the expressions for the fields it was discovered that the peak of the field amplitude transitions into the overlay prior to the effective index exceeding that of the guiding glass layer. Figure 3.3 shows the plot of the effective mode index in the 3-layer and the 4-layer.
regions of the structure. The values are determined using a standard mode solving technique.[17,25,26] The effective index in the 3-layer region is constant as it does not depend on the presence of the overlay. In the 4-layer region, the mode's effective index is a function of overlay index and increases as \( \Delta n \) increases where \( \Delta n \) is the increase in index of the overlay with respect to the waveguide layer. For sufficiently large \( \Delta n \), the effective index crosses above the 1.6 (waveguide) index value and the grating layer supports the mode with exponential decay in the waveguide layer. Also of interest in this figure is the plot of the peak transition line.[60] For modal effective index values below this line, the peak field amplitude of the mode is located within the glass waveguide region. For effective index values above this line, the mode's peak field amplitude is located in the overlay region. Examination of the 4-layer effective index trace indicates that for a selected range of \( n_2 \) between 3.27 and 3.50, the mode has an effective index in the glass range and peak in the overlay. This unique property is unavailable in low index bounded waveguides.
Figure 3.3  Effective index for the 3 and 4 layer modes for increasing overlay refractive index. The 4 layer effective index increases from the 3 layer level and crosses the point where the peak of the mode field amplitude enters the overlay near the desired point of operation. It continues to increase and exceeds the material refractive index of the guiding layer.

Subsection 3.1.2 discussed the choice of materials based on their material properties and most calculations are completed for wavelengths from 1.4 μm to 2.0 μm with the plot range from 1.7 μm to 2.0 μm primarily to show properties of structures that when utilized are wavelength shifted into the transparency window. In addition to the material properties the structure provides a characteristic point of operation where the peak of the mode is within the overlay yet the effective index still has a value below the refractive index of the guiding layer. This provides input as to what thickness of overlay...
to use. An addition factor as to what thickness to choose is shown in figure 3.4 where the point at which the structure becomes multimode is denoted with multimode operation in the upper left region and single mode operation in the bottom right region of the plot showing that for the chosen thickness operation is single mode for the wavelengths of interest.

![Figure 3.4 Multimode transition line with multimode operation in the upper left region and single mode operation in the bottom right region of the plot.](image)

Furthermore the effective index of modes versus wavelength is plotted in figure 3.5 for the overlay thicknesses that are further explored in the parametric analysis in section 6.1. It is evident that in the wavelength range of interest that the effective index is very near that of the refractive index of the wave guiding material refractive index.
3.2 Multimode device considerations for thin high index dielectric overlay slab waveguides

This section introduces the novel use of multimode thin high dielectric overlay slab waveguide structures for integrated optics as published and presented in concert with this work.[60,61] The coupling of light to the platform and its capability for devices are covered. In order to explore the structures, modal modeling methods are used alongside FDTD. Two interesting features have been discovered. They are related to structures with somewhat thicker waveguide dimensions such that the structures are multimode.

3.2.1 Design and objective
The first multimode overlay structure feature is related to the calculation of the field profile peak crossing into the overlay prior to the effective index. The feature discovered in addition to the peak crossing is a configuration, which is not possible with a single mode structure, where the effective index of a 3 layer mode and a 4 layer mode are the same. This results in the field profile of the fundamental mode of the 3 layer waveguide overlapping exactly in the substrate and waveguide regions with the field profile of the second mode when the overlay is added as shown in Figures 3.6 and 3.7 respectively.

![Figure 3.6](image.png)

**Figure 3.6** Fundamental mode profile of 3 layer waveguide at a wavelength of 1.78 μm.
Figure 3.7 Profile of second mode in the 4 layer waveguide with a 285 nm thick overlay at a wavelength of 1.78 μm.

The second novel feature is that the MMI behaviour of the 4 layer waveguide structure between two 3 layer waveguide sections provides layer specific coupling control. For instance for straight through coupling the input port is the wave guide layer prior to the structure and the output port is the wave guide layer after the structure. The structure consists of the un-patterned overlay section where it behaves as an MMI-like device where the interference pattern's peak moves from the guiding layer input port into the overlay and back into the guiding layer for the output port for the design wavelength. For light off the design wavelength the coupling to the output port is reduced until the next harmonic constructive interference condition for the output port is again reached. The previously mentioned coupling of the 3 layer mode to a matched 4 layer mode provides
throughput for a case when this has not necessarily been reached and thus the structure does not always behave as a true MMI with equally excited modes. In this manner this structure has a filter effect that can be used in a similar manner to the single mode structure with the periodic overlay. This filter effect is also sensitive to the region above the overlay and thus the structure can also be used as a sensor.

3.3 Coupling

Coupling takes place from the input fibre to the waveguide and also from the homogenous region of the waveguide to the structured region. A similar coupling path in reverse takes place for light exiting the device. The critical coupling to optimize is from the waveguide to the patterned overlay.

3.3.1 Overlap integrals

To consider the efficiency of coupling not only into the waveguides themselves from a fibre but also from a clad region to an unclad (or photonic crystal) region the overlap integrals are considered using equation (3.17).

\[
\eta = \frac{\int \int |\Psi_1(x,y)\Psi_2^*(x,y)|^2 \, dx \, dy}{\int \int |\Psi_1(x,y)|^2 \, dx \, dy \int \int |\Psi_2(x,y)|^2 \, dx \, dy}
\]  

(3.17)

The fibre is butt coupled to the cleaved facet of the waveguide. The lateral accuracy for efficient coupling can be manipulated to ±1 μm. There is a mode mismatch between the fibre and the waveguide resulting in about a 3 dB insertion loss in the case of LiNbO₃[63]. Using the Gaussian electric field amplitude distribution:

\[
E(\rho) = e^{-\frac{\rho^2}{W_{\text{eff}}^2}}
\]  

(3.18)
it is possible to approximate the two dimensional cross-sectional distribution of a field. The field will be approximated for an optical fibre, a nano wire, and a channel waveguide. For this approximation, a FWHM beam width of 8 µm is used for an optical fibre, 0.5 µm is used for a nano wire, and 1.8 µm is used for the channel waveguide. The modal overlap integral[64]:

$$P_i = \sum_{\mu} a_{\mu} a_{\mu}^*[1/4 \int \int \{ E_{\mu}^* \times H_{\mu}^* + E_{\mu} \times H_{\mu} \} \cdot k dxdy]$$  \hspace{1cm} (3.19)

with the coefficients:

$$a_{\nu} = \int E_{\nu} E_{\nu}^* d\alpha / \int E_{\nu}^2 d\alpha$$  \hspace{1cm} (3.20)

$$= \langle E_{\nu}, E_{\nu} \rangle / \langle E_{\nu}, E_{\nu} \rangle$$

can be used to calculate the expected power to be coupled to a butt coupled nano wire to be 1.6% and an order of magnitude higher at 18% for the channel waveguide. These results can now be compared to the coupling efficiency to the actual mode shape in the planar waveguide. A planar waveguide is infinite in lateral extent. However, for the purposes of this calculation, the overlap integral is calculated for a lateral extent which is +/- 16 µm from the centre of the optical fibre. Beyond this distance the coupling from the fibre to the planar waveguide is insignificant. The coupling is found to be 14% which is comparable to that found using the approximation for the channel waveguide. The coupling can be improved by adiabatic tapers and by the design of the channel waveguide.

### 3.3.2 Endface losses

Reflection can take into account the losses from the facet of a device but there is also a cavity formed by sequential facets, or those with some separation. For this work we use the following definitions regarding light flow at an interface:
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The reflection and transmission coefficients $r$ and $t$ are ratios of the complex amplitudes. The power reflectance $R$ and transmittance $T$ are defined as the ratios of power flow (along a direction normal to the boundary) of the reflected and transmitted waves to that of the incident wave.[65]

It is possible to calculate the loss due to Fresnel reflection. The output of light from medium 1 (air) to medium 3 (guide) experiences Fresnel reflection following[65]

$$\text{loss(dB)} = -10 \log \left( 1 - \left( \frac{n_2 - n_1}{n_2 + n_1} \right)^2 \right)$$

(3.21)

which provides a loss factor of less than a quarter of a decibel for such an interface. Sequential facets form a Fabry-Perot cavity for which the effective cavity length is dependent on the medium's refractive index. Index matching gel can be used to minimize both reflection losses and reduce the effective cavity length. For the glass waveguide it would be possible to match the indices to eliminate this loss.
4. Modeling techniques

The intention of this chapter is to compare three of the most common numerical analysis techniques (Matrix, Perturbation, FDTD) with the aim of showing which is the most suited for efficient and accurate modeling of the high dielectric clad slab waveguides. The reason this must be done is that typical techniques do not take into account the high refractive index dielectric contrast of the overlay. All un-patterned overlay waveguide configurations are analyzed by solving Maxwell’s equations for the 3 and 4 layer structures while patterned overlay waveguide configurations are analyzed using the FDTD computation technique. Further detail of the FDTD technique is provided in chapter 5.

4.1 Patterned overlay system

High dielectric overlays patterned as gratings on glass waveguides show promise for enhanced waveguides, filters, and sensors. The optical system is shown in figure 4.1 and is designed to operate around the central optical telecommunications wavelength of 1.55 μm. The out of the page direction is considered to be infinite and uniform. The waveguide has an index of refraction $n_3 = 1.600$ and a thickness $t_3 = 1 \, \mu m$ placed on a substrate of refractive index $n_4 = 1.500$, infinite in extent below the waveguide. The superstrate has a refractive index $n_1 = 1.000$ and extends to infinity above the waveguide. In a periodic manner the waveguide is modified into a 4 layer structure by adding a thin high index dielectric overlay at the air-waveguide interface. The thickness of the overlay segments is $t_2 = 34.7 \, \text{nm}$; when made of silicon, it has an index $n_2 = 3.480$. This combination of thickness and index is chosen to be representative of a high refractive
index overlay yet be thin enough such that it does not become an independent waveguide nor make it possible for the structure to be multimode. The diagram in figure 4.1 shows only 6 of the \( N = 40 \) segments considered in the propagation direction. The grating segments each have a pitch of \( \Lambda = 495 \text{ nm} \), with \( d_1 = 243 \text{ nm} \) for the "silicon" and \( d_2 = 252 \text{ nm} \) for the "air" portions of the grating segment. All propagating light is taken to be polarized in the out of the page direction (TE). The silicon and air lengths of the grating segment were chosen such that they are each a quarter wavelength long for the single mode supported in the waveguide structure at \( \lambda_0 = 1.55 \mu\text{m} \) with an overlay of silicon.

Figure 4.1  Diagram of the waveguide structure with a glass substrate. The overlay segments are of length \( d_1 = 243 \text{ nm} \) and the 3 layer waveguide segments are of length \( d_2 = 252 \text{ nm} \) providing a pitch of \( \Lambda = 495 \text{ nm} \).

Chapter 3 detailed solving for the modal field amplitudes and the detailed analysis of this structure as a sensor and waveguide is presented in chapter 6. In the computations required for the comparison of the theoretical techniques, only the index value of the overlay is changed and all other parameters are kept constant. When the grating index matches the waveguide index, the three numerical techniques are known to be in good
agreement and will serve as a base reference to examine the divergence of the techniques as the index is increased above that of silicon at 1.55 \( \mu \text{m} \).

4.2 Matrix technique

This technique comprises of representing the optical system as a single matrix equation relating the coupling between forward and backward travelling wave amplitudes at a particular wavelength which can be respectively represented by a 2 element column matrix at a specific point. Solving this equation for a range of wavelengths provides the reflection and transmittance spectra data which can then be plotted and compared to other techniques. The matrix technique is easily applied to a waveguide with an overlay grating for the full 40 period long structure described in section 1 and shown in figure 4.1. The structure consists of 4 layer waveguide regions where the overlay is present alternating with 3 layer regions. Each of these regions can be modeled as a one dimensional segment of uniform refractive index with a value equal to the effective index of the mode that propagates in that segment.

The matrix representing the entire structure is built by multiplying matrices which represent each individual period of the grating. The grating matrices are in turn the product of 4 building block matrices. Two distinct four-element square building block matrices are required, interface and translation. The interface matrix relates field amplitudes at the boundary of two different refractive indices. The fields are taken as normally incident and the transmission and reflection coefficients are calculated by considering the effective indices of the modes in the 3 layer and 4 layer sections as bulk indices.[65] The matrix elements are structured to include the coefficients such that
multiple reflections are represented at a particular interface.\[28\] The propagation matrix accounts for the phase change that occurs for a distance \(d\) travelled in a uniform index region. Therefore, for each grating period, there are two interface matrices and two propagation matrices. The relation between field components on either side of one grating period is shown in equation (4.1)

\[
\begin{bmatrix}
t_{s12} & -r_{s21} \\
-r_{s12} & t_{s12}
\end{bmatrix}
\begin{bmatrix}
1 & e^{jkd} \,
0 & 0
\end{bmatrix}
\begin{bmatrix}
1 & -r_{s21} \\
r_{s21} & t_{s21}
\end{bmatrix}
\begin{bmatrix}
1 & 0 \\
0 & e^{-jkd}
\end{bmatrix}
\begin{bmatrix}
c_i \\
b_i
\end{bmatrix}
\begin{bmatrix}
c_{i-1} \\
b_{i-1}
\end{bmatrix}
\]

(4.1)

where \(c_i\) is the incident, \(c_{i-1}\) is the transmitted, \(b_i\) is the backward reflected, and \(b_{i-1}\) is the backward incident electric field wave amplitude along the propagation axis.

Modeling each sequential optical element in the propagation direction as individual matrices allows the system matrix \(M\) in equation (4.2) to be calculated through a matrix multiplication process.

\[
M =
\begin{bmatrix}
\frac{t_{s12}e^{jkd}}{r_{s12}e^{jkd}} & \frac{-r_{s21}e^{jkd}}{r_{s21}e^{jkd}} \\
\frac{t_{s12}e^{jkd}}{r_{s12}e^{jkd}} & \frac{t_{s12}e^{jkd}}{r_{s21}e^{jkd}}
\end{bmatrix}
\begin{bmatrix}
1 & \frac{t_{s21}}{r_{s21}} - \frac{r_{s21}}{r_{s12}} \\
\frac{t_{s21}}{r_{s21}} - \frac{r_{s21}}{r_{s12}} & 1
\end{bmatrix}
\begin{bmatrix}
1 & \frac{t_{s12}}{r_{s12}} - \frac{r_{s12}}{t_{s21}} \\
\frac{t_{s12}}{r_{s12}} - \frac{r_{s12}}{t_{s21}} & 1
\end{bmatrix}
\begin{bmatrix}
1 & 0 \\
0 & e^{-jkd}
\end{bmatrix}
\begin{bmatrix}
c_i \\
b_i
\end{bmatrix}
\begin{bmatrix}
c_{i-1} \\
b_{i-1}
\end{bmatrix}
\]

(4.2)

The overall matrix equation is represented by equation (4.3)

\[
\begin{bmatrix}
c_i \\
b_i
\end{bmatrix} = M^n\begin{bmatrix}
c_n \\
b_n
\end{bmatrix}
\]

(4.3)
where $b_1$ is the reflected electric field amplitude and $c_N$ is the total transmitted electric field amplitude which would be detected for the entire structure. In this overall case, the only input source is the incident wave $c_1$ thus $b_N$, which represents light incident on the output port of the structure, is set to zero.

The results achieved through the matrix approach are depicted in figure 4.2 (top) for an overlay refractive index of 1.6 ($\Delta n = 0.0$). The transmittance spectrum shows a main 0.04 dB transmission dip which has small side lobes as per a Bragg response[66]. The light that is not transmitted is reflected through coupling to the backwards propagating mode. The Bragg dip is at a wavelength of 1.52 $\mu$m, which corresponds to the pitch of the grating for an overlay refractive index of 1.6.

Figure 4.2  Shape of transmission dips for $\Delta n = 0.0$.  
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4.3 Perturbation approach

This approach is based on treating a modification to a waveguide as a perturbation to an otherwise planar and uniform waveguide structure. Considering the comparison optical system of figure 4.1, the modification consists of the periodic overlay which loads the 3-layer waveguide profile in the propagation direction. This perturbation causes energy from the forward travelling mode to be coupled to the backward traveling mode with the amplitude coupling coefficient calculated through expressions obtained from [67] and computed using the numerical process of [29]. The formulation assumes that the mode is reasonably confined such that operation is sufficiently above propagation cutoff[29] and the effective index of the mode is near that of the guiding layer. Then the paraxial approximation can be used to simplify the expression of the field profile when calculating the coupling coefficient. Other additional assumptions regarding the structure are made and those of particular interest will be discussed. Most perturbation approaches and their related approximations assume that the perturbation is considered to be relatively small. Equation (4.4) shows the electric field vector of the electromagnetic wave expressed as an expansion in the normal modes of the unperturbed dielectric structure.[29]

\[ \sum_k \left[ \frac{d^2}{dz^2} A_k - 2i \beta_k \frac{d}{dz} A_k \right] E_k(x, y)e^{-i \beta_k z} = -\omega^2 \mu \sum \Delta \varepsilon(x, y, z) A_l(x, y)e^{-i \beta_l z} \quad (4.4) \]

When the dielectric perturbation is weak, it is found that (4.5) holds[29]

\[ \left| \frac{d^2}{dz^2} A_k \right| \ll \left| \beta_k \frac{d}{dz} A_k \right| \quad (4.5) \]

allowing the second order derivative term in (4.4) to be dropped via the parabolic approximation.[29] An additional simplification is the assumption that the effective index
of the mode is well represented in the perturbed region by the unperturbed value. This is embodied in the approximation generally made\[29\] where:

\[
\Delta \varepsilon(x, z) = \Delta \varepsilon(x) \frac{f(z) + 1}{2}
\]

contains \(f(z)\) as a square wave for which the Fourier expansion is used and only the first term of the expansion is retained. The input source is considered to be at the beginning of the alternating segments. The detector is considered to be at the end of 40 periods where the portion of the light that is not transmitted due to coupling to the backwards propagating mode is calculated. The result of the perturbation approach is plotted for an overlay refractive index of 1.6 as shown in figure 4.2. (middle). The 0.01 dB Bragg dip is at a wavelength of 1.52 μm for an overlay refractive index of 1.6.

4.4 FDTD Simulation

Finite-Difference-Time-Domain (FDTD) simulation is a widely used numerical approach to modeling electromagnetic structures. This section begins with the basics of the FDTD method\[68,69\] followed by results used for comparison with the other methods. The treatment of dispersion is an important consideration. Dispersion is the variation of the phase velocity of the light propagating in different modes or different wavelengths. It has an influence on group velocity, amplitude, and shape. Chromatic dispersion will occur due to the variation of the dimensions of the structure relative to the wavelength. It will also occur due to the variation of the refractive index of materials with respect to the wavelength. The material dispersion subset of chromatic dispersion is not significant for the narrow range of wavelengths used for the structures considered. Dispersion will also occur in multimode situations since each mode can experience a different effective index.
resulting in variation of propagation velocity. This includes different order modes as well as modes of differing polarizations.[59] The effect of additional dispersion introduced by numerical simulation when using central finite difference approximations for spatial functions can be dispensed by ensuring sufficient wavelength resolution and the use of Gaussian sources with FDTD.[70] The materials used for this work are considered for the most part to be linear, non-dispersive, and non-magnetic. Material dispersion effects are indeed investigated to confirm that they are not significant as is convergence of results for increasing resolution. Thus, the basic equations to be solved across the problem domain are the time-dependent Maxwell’s vectorial curl equations for propagation in materials with a unity relative magnetic permeability:

\[ \frac{\partial E}{\partial t} = \frac{1}{\varepsilon_r \varepsilon_0} \nabla \times \mathbf{H} \]  

(4.7)

\[ \frac{\partial H}{\partial t} = -\frac{1}{\mu_0} \nabla \times \mathbf{E} \]  

(4.8)

These equations can be expanded into six coupled partial differential equations as follows:

\[ \frac{\partial E_x}{\partial t} = \frac{1}{\varepsilon_r \varepsilon_0} \left( \frac{\partial H_z}{\partial y} - \frac{\partial H_y}{\partial z} \right) \]  

(4.9)

\[ \frac{\partial E_y}{\partial t} = \frac{1}{\varepsilon_r \varepsilon_0} \left( \frac{\partial H_z}{\partial z} - \frac{\partial H_z}{\partial x} \right) \]  

(4.10)

\[ \frac{\partial E_z}{\partial t} = \frac{1}{\varepsilon_r \varepsilon_0} \left( \frac{\partial H_y}{\partial x} - \frac{\partial H_x}{\partial y} \right) \]  

(4.11)

\[ \frac{\partial H_x}{\partial t} = \frac{1}{\mu_0} \left( \frac{\partial E_y}{\partial z} - \frac{\partial E_z}{\partial y} \right) \]  

(4.12)

\[ \frac{\partial H_y}{\partial t} = \frac{1}{\mu_0} \left( \frac{\partial E_z}{\partial x} - \frac{\partial E_x}{\partial z} \right) \]  

(4.13)
These equations describe the six field quantities that are involved in three dimensional simulations. The z-axis is taken to be positive in the direction of propagation and the x-axis to be positive in the direction from the substrate to the superstrate. These axes describe the 2-D simulation plane with the y-axis positive out of the plane. In the case of two dimensional simulations it is possible to choose either the transverse electric (TE) mode of \( E_y, H_z, \) and \( H_x \), or the transverse magnetic (TM) mode of \( H_y, E_z, \) and \( E_x \). In order to avoid having the magnitudes of \( E \) and \( H \) differ by several orders of magnitude the following change of variables is made:

\[
\bar{E} = \sqrt{\frac{\varepsilon_0}{\mu_0}} E
\]  \hspace{1cm} (4.15)

Considering the TE linearly polarized field reduces the field equations to:

\[
\frac{\partial E_y(t)}{\partial t} = \frac{1}{\varepsilon_r \sqrt{\varepsilon_0 \mu_0}} \left( \frac{\partial H_x(t)}{\partial z} - \frac{\partial H_z(t)}{\partial x} \right) \quad (4.16)
\]

\[
\frac{\partial H_z(t)}{\partial t} = -\frac{1}{\sqrt{\varepsilon_0 \mu_0}} \frac{\partial E_y(t)}{\partial x} \quad (4.17)
\]

\[
\frac{\partial H_x(t)}{\partial t} = \frac{1}{\sqrt{\varepsilon_0 \mu_0}} \frac{\partial E_y(t)}{\partial x} \quad (4.18)
\]

These field equations are changed to finite difference equations for computation with boundary conditions[71]. The central finite difference approximations are:

\[
\frac{E_y^{n+\frac{1}{2}}(i,j)-E_y^{n-\frac{1}{2}}(i,j)}{\Delta t} = \frac{1}{\varepsilon_r \sqrt{\varepsilon_0 \mu_0}} \left( \frac{H_x^n(i+\frac{1}{2},j)-H_x^n(i-\frac{1}{2},j)}{\Delta z} - \frac{H_y^n(i,j+\frac{1}{2})-H_y^n(i,j-\frac{1}{2})}{\Delta x} \right) \quad (4.19)
\]
\[
\frac{H_x^{n+1}(i,j+\frac{1}{2}) - H_x^n(i,j+\frac{1}{2})}{\Delta t} = \frac{1}{\sqrt{\epsilon_0\mu_0}} \frac{E_y^{n+\frac{1}{2}}(i,j+1) - E_y^{n+\frac{1}{2}}(i,j)}{\Delta x}
\]

(4.20)

\[
\frac{H_x^{n+1}(i+\frac{1}{2},j) - H_x^n(i+\frac{1}{2},j)}{\Delta t} = \frac{1}{\sqrt{\epsilon_0\mu_0}} \frac{E_y^{n+\frac{1}{2}}(i+1,j) - E_y^{n+\frac{1}{2}}(i,j)}{\Delta z}
\]

(4.21)

The separation between neighbouring elements \(i\) and \(i+1\) is \(\Delta z\) and for between \(j\) and \(j+1\) it is \(\Delta x\). The superscripts represent the time in integer multiples of the time interval \(\Delta t\).

To describe the dielectric structure in the problem space \(\epsilon_r(i,j)\) can be used in place of \(\epsilon_r\). The problem region is discretized in the \(x-z\) plane, taking into account resolving both the spatial dielectric values as well as the spatial wavelength range of the source field in the dielectric. The separation between neighbouring elements is tested in order to ensure convergence for decreasing values. Ten elements per wavelength in the structure under test is a starting point but in this work the small features of the silicon overlay require additional elements in order to be resolved. The Courant condition:

\[
\Delta t \leq \frac{\Delta z}{c_0}
\]

(4.22)

embodies the concept that the time interval shall be no greater than the time it takes light to cross an element. Using a Courant factor of:

\[
s = \frac{\Delta t}{\Delta z\sqrt{\epsilon_0\mu_0}} = \frac{1}{2}
\]

(4.23)

also allows for anti-aliased and stable solutions for up to the 3 dimensional simulations.

Incorporating this factor into the approximations and rearranging them allows them to be used iteratively in discretized computational code as follows:

\[
E_y^{n+\frac{1}{2}}(i,j) = E_y^{n-\frac{1}{2}}(i,j) + \frac{\left(H_x^n(i+\frac{1}{2},j) - H_x^n(i-\frac{1}{2},j)\right) - \left(H_x^n(i,j+\frac{1}{2}) - H_x^n(i,j-\frac{1}{2})\right)}{2\epsilon_r}
\]

(4.24)
When defining the boundaries of the numerical simulation it is necessary to consider their impact on the problem space. In calculating the field values the surrounding values are used while at the boundary one must consider what values should be used. If the boundary represents a reflection plane then it is straightforward to implement by enforcing the appropriate rules at the boundaries. If the boundary represents the border of a periodic structure it is also straightforward to assign values based on the edge of the boundary matching the values of its partner boundary. However, if boundary of the problem space simply represents the border of the area of interest while in reality the material would continue towards infinity it is important to not allow the discontinuity to create interference. In this case, the energy of a propagating field travelling towards the boundary should be absorbed. Since in most cases all sources are within the problem space, all fields at the boundary are travelling outwards. Both the case of a corner of the problem space and a field travelling along a boundary are a bit more involved. Extra care is taken to create an absorbing boundary buffer that is several units in thickness, matched to the dielectric value of the problem space and is attenuating. This more complex absorbing boundary condition (ABC) is called a perfectly matched layer (PML). Different thicknesses and types of PMLs were tested at different distances from the problem space to ensure that those used would not affect results. The materials used for the actual structure are isotropic but in implementing the boundary conditions 39
anisotropic capable software can improve accuracy by reducing error from step changes at interfaces.\[30\]

To provide source excitation to this model the corresponding value can be added to the appropriate discretized points at the appropriate time steps. The input source consists of a short time duration pulse with a profile and field components matched to those for the 3-layer geometry obtained by solving the field equation for the field polarized in the $y$ direction, $E_y(x)$. The multi-wavelength source is defined as the discrete-time derivative of a Gaussian,

$$E_y(x,t) = E_y(x)(-i\omega)^{-1} \frac{\partial}{\partial t} \exp(-i\omega t - (t-t_0)^2/2\omega^2). \quad (4.27)$$

In the case of a steady sinusoidal source the resulting propagating fields of a structure can be analysed once the simulation reaches a steady state. Instead of doing such an analysis it is possible to use a pulse and examine the flux through planes of interest for the structure versus that in baseline simulation. To calculate the Fourier transform of $E(t)$ for a frequency, $f$, the following equation can be used:

$$E(f) = \int_0^\tau E(t)e^{-j2\pi ft}dt \quad (4.28)$$

Since an integral is a sum, this could be computed for frequencies of interest, at points of interest, during the simulation without storing the complete field for each time step until the end of the simulation. The specific FDTD[30] formulation can be extended to 3-D with extensive additional storage and computational requirements for additional as outlined in Appendix B.

In order to solve for the transmittance and the reflectance of the comparison structure (figure 4.1), the FDTD simulation process requires 3 layer input and output.
waveguides to be attached to the grated waveguide structure described in section 4.1. The optical source and back reflection flux plane are placed within the input segment. The source consists of a short time domain pulse with a Gaussian spectral width centered at 1.55 μm. Its amplitude profile is matched to the fundamental mode of the 3 layer input waveguide segment at 1.55 μm. The 3 layer output segment contains the transmission flux plane. The computational domain is surrounded by a 1 μm perfectly matched layer (PML) with matched dielectric values to reduce reflections from the grid border. The simulation domain is discretized in a square grid at a resolution of 160 points per μm. Based on the size and discretized properties of the structure, 120,000 iterations are sufficient to ensure convergence and that the optical pulse has fully vacated the computation domain. For normalization purposes, the transmitted flux of the simulated grating structures are normalized to the transmitted flux of the structure without an overlay.

The transmittance spectrum for this method is shown in figure 4.2 (bottom) for an overlay refractive index of 1.6 (Δn = 0.0). The 0.02 dB Bragg dip is at a wavelength of 1.52 μm for an overlay refractive index of 1.6. Above a wavelength of 1.60 μm there is nearly full transmission since the guided mode does not match the Bragg condition resulting in high throughput. On the lower wavelength side, the transmission is low and is due to the excitation of a continuum of both reflected and radiated substrate modes.[72] These modes are excited via the phase matching that takes place from the guided mode to the diffracted radiation modes with counterpropagating fields beginning at a wavelength slightly shorter than the Bragg wavelength since their wavevector is long enough to
incorporate some angle from the guided mode vector when phase matched to the grating.\[73\]

4.5 Discussion and technique selection

In this section we examine the effect of gradually increasing the overlay index of refraction from 1.6 (waveguide) to 3.6 (slightly higher than that of silicon) and compare the spectral response obtained from the three techniques. Figure 4.2 shows the result when the overlay grating has the same index of refraction as the waveguide region, $\Delta n = 0.0$. All three methods are in agreement as to the location of the Bragg dip at a wavelength of 1.52 $\mu$m for $\Delta n = 0.0$. However, the depths of the dips differ due to the extremely thin overlay grating layer. In addition, the low wavelength side of the spectral response of the first two techniques are significantly different than that returned from the FDTD computation.\[9\] The matrix technique does not account for the transfer of energy into the superstrate or substrate that may either be radiated away or re-coupled in subsequent grating segments into the waveguide region. The matrix technique can be expanded into a mode propagation method using additional overlap integrals between the various substrate and superstrate modes present. However this requires the use of matrices of order much greater than 2 and periodic boundary conditions must be considered to normalize the radiated modal profiles. These added complexities, required to bring matrix results in line with FDTD results offset the simplicity of the matrix approach and render it unattractive. However, the matrix approach has long been considered to be more accurate than coupled mode theory for large index differences in distributed-feedback waveguide devices.\[74\] Modern versions of the matrix method have been commercialized and continue to be used for semiconductor sources.\[75\]
perturbation approach can also be extended to include interactions between additional modes, however, the inclusion of additional coupled modes increases the technique’s complexity since the dominant mode in the perturbed region is taken as a sum over all modes of the unperturbed structure. The coupling to a finite number of modes can be completed however in the case of a continuum of modes or when the bounds of the modes are undefined even a known vendor of modern commercial software for this purpose has begun to offer FDTD solutions.[76] The goal of this work is to take the fundamental form of a technique and apply it. The finding is that the matrix and perturbation methods require added complexity to provide accurate results while the FDTD method results simply needs to be checked for convergence.

Figure 4.3 shows the shape of transmittance spectra for the three computational techniques when Δn = 1.5 providing an overlay refractive index of 3.1. This figure shows that the locations of the Bragg dip predicted by the three techniques can have a significant difference. Figure 4.3, top, for the matrix based results, shows a Bragg response with a dip of about -5 dB at a wavelength of 1.54 μm. The deficiencies in this modeling technique were indicated above and are enhanced when the grating index is increased above the waveguide index. The perturbation theory spectrum (figure 4.3 middle) predicts a Bragg response that is about three times stronger than the FDTD computed response. The error can be traced to the fact that the perturbation technique assumes that the perturbation is small which is valid for a thin overlay thickness but invalidated when the overlay index is large compared to the waveguide layer index. For example, the theory assumes the perturbations to be small and in the case of the high-dielectric overlay, the dimensional change in the waveguide cross-section is indeed small.
However, the change in dielectric index is not small. Perturbation theory does not account for the variation in effective index which is a vital factor in determining the location of the Bragg dip and optimization of the grating's duty cycle. When the variation in effective index is taken into account, the two quarter-wavelength sections that make up a grating pitch are not the same physical length and this changes the solution to the Bragg condition. When this variation is not taken into account such as by the Fourier series square wave expansion of the perturbing grating, the results yield a practically unvarying Bragg dip location regardless of the index of the overlay and the corresponding effective index. The offset component of the expansion can be used in such a coupled-mode model to shift the dip wavelength according to the change in the refractive index of the overlay which changes the effective index. The perturbation method also assumes that the structures being modeled have modes well confined to the waveguide layer. As shown in figure 3.3 for this index increase, the mode's field amplitude maximum is shifted towards the waveguide-overlay interface resulting in significant field amplitudes in the overlay.

The difference in the mode profiles in the 3-layer and 4-layer regions of the grating result in a coupling of power into the superstrate and substrate modes, not included in the perturbation analysis equations highlighted above. The 4-layer mode is shifted towards the overlay and has significant evanescent tail. It is possible to re-derive the perturbation model with the inclusion of the dropped terms in equation (4.4) and coupling to superstrate and substrate modes, these added complexities are avoided by selecting the highly accurate FDTD technique.
Figure 4.3  Shape of transmission dips for \( \Delta n = 1.5 \) showing Bragg dip location variation for different modeling methods.

Figure 4.4 shows the shape of transmittance spectrum for \( \Delta n = 2.0 \) providing an overlay refractive index of 3.6. The matrix approach estimates a Bragg dip greater than 20 dB while the perturbation approach estimate a dip less than 20 dB. The Bragg dip obtained by FDTD is reduced demonstrating that coupling to the grating layer as a waveguide is occurring and that at the low wavelength range the coupling to radiating modes has increased. The two other modeling techniques can no longer be applied and the overlay grating becomes a sub-wavelength grating waveguide.[6]
Figure 4.4 Shape of transmission dips for $\Delta n = 2.0$.

An additional set of transmittance spectra is shown in figure 4.5 for $\Delta n = 1.88$ representing the specific case of a silicon overlay layer of $n_2 = 3.48$. In the FDTD transmittance spectrum the presence and location of the Bragg dip is well defined since the overlay layer is not acting as a guiding layer. The secondary dip shown in the spectrum blocks out low wavelengths while wavelengths above the primary Bragg dip experience full transmission. Considering these properties in terms of wavelength, the waveguide with a thin grating patterned overlay is equivalent to a high wavelength or low frequency pass filter.[9].

Figure 4.5 Shape of transmission dips for $\Delta n = 1.88$ which represents the use of a silicon overlay on a silica waveguide.

Figure 4.6 plots the transmission minimum of the Bragg dip (in dB) as a function of $\Delta n$ from 0.0 to 2.0. The FDTD curve is considered accurate as determined through convergence tests. As can be seen, the simpler modeling techniques overestimate the strength of the Bragg dip. Plotted in figure 4.7 is the difference in the minimum of the Bragg dips referenced to that of the FDTD technique. Setting a minimum allowable difference of 1 dB indicates that the matrix approach can be used up to a $\Delta n$ of 1.17 and the perturbation approach can be used up to a $\Delta n$ of 0.53. Beyond these values, the simpler techniques should not be used.
Figure 4.6  Depth of transmission dip versus $\Delta n$ showing that the matrix and perturbation techniques overestimate the strength of the Bragg dip with respect to FDTD.
Figure 4.7 Difference in the depth of transmission dip with respect to FDTD versus $\Delta n$ showing that the matrix method is within 1 dB until $\Delta n$ exceeds 1.17.

Figure 4.8 plots the Bragg dip wavelength versus $\Delta n$ from 0.0 to 2.0. The matrix technique returns consistently higher wavelength values when compared to the FDTD result while the perturbation approach returns consistently lower values. Both the matrix and perturbation approaches exhibit slight changes in their trends within or slightly above the design range. The FDTD curve begins with a trend towards higher wavelengths, then exhibits the onset of the sub-wavelength grating effect near the end of the design range when the Bragg dip trend reverses. This phenomenon occurs between the faint line indicating when the peak of the mode enters the overlay and the faint line indicating when the effective index of the guided mode in the four-layer sections exceeds the
guiding layer refractive index. As per chapter 3, the field solution in the guiding layer changes from sinusoidal to exponential when the effective index exceeds the guiding layer refractive index. In this transition region the Bragg dip depth does not continue increasing at the previous rate and the dip is also broader due to the transmission through the sub-wavelength grating, which behaves as an index guide. When the index of the overlay continues to increase, the overlay becomes a sub-wavelength grating waveguide akin to periodically segmented wave mode converters [5] or sub-wavelength periodic structures [6]. Note that there is a plateau at the maxima of the wavelength shift shown by the FDTD method at the refractive index of silicon. This plateau represents a range of overlay refractive indices for which the structure provides a similar response permitting material parameter tolerance. This tolerance allows for fabrication error, for carrier injection, and for doping including for the creation of junctions. Figure 4.9 shows a plot of the difference in Bragg dip location referenced to that of the FDTD value as a function of $\Delta n$. Selecting a maximum acceptable Bragg dip wavelength error of 2 nm indicates that the matrix approach may be used up to a $\Delta n$ of 0.83 and the perturbation approach can be used up to a $\Delta n$ of 0.56. Combining these restrictions with those of the Bragg dip strength indicates that maximum range for each technique to provide accurate results.
Figure 4.8  Transmission dip wavelength versus increasing $\Delta n$ showing the matrix method overestimates and the perturbation method underestimates the wavelength with respect to FDTD. The first faint line denotes increase of modal effective index such that the peak enters the overlay near the desired point of operation while the second faint line indicates when the effective index exceeds that of the guiding layer's material refractive index.
4.6 Modeling findings

The methodology for identifying the behavior of a 1D photonic crystal overlay on glass has been examined using a matrix-based technique, a perturbation approach, and FDTD simulation. The first two approaches were compared to the FDTD simulations. The matrix approach is useful for initial design of an overlay structure. It provides reasonably accurate predictions of the strength and location of the Bragg dip until the refractive index of the overlay approaches and exceeds that of silicon. At that point, the matrix method over estimates both the Bragg dip strength and shift with increasing overlay refractive index. Perturbation theory is valid for small $\Delta n$ which if erroneously extended to larger $\Delta n$ predicts an incorrect strength and a practically unvarying location for the
Bragg dip. However, it predicts a reasonable value for the strength of the Bragg dip for overlays with refractive index approaching and exceeding that of silicon. This allows for the design of high dielectric contrast overlays in cases where the matrix method overestimates the magnitude of the structure’s effect. Modifying either method to better represent the structure increases their complexity thus tuning of a design requires FDTD, a more comprehensive approach that is straightforward to apply. It is used in chapter 5 and chapter 6 to further investigate high refractive index dielectric overlay structures. Using FDTD has also demonstrated that there is a range of refractive index for this structure in which the location of the Bragg dip in wavelength does not change appreciably for changes in overlay refractive index allowing for material tolerance which can be for fabrication error, for carrier injection, and for doping.
5. FDTD 2-D simulation

As shown in the previous chapter, the Finite-Difference Time-Domain (FDTD) method is the preferred approach for this work. The FDTD approach as described in textbooks does not make the assumptions made for the other techniques and thus continues to provide correct results, when tested for convergence, when those assumptions are no longer valid for the other approaches. The FDTD method[68,69] can be used for a variety of electromagnetic simulations and has been implemented in numerical software code[30]. With respect to this work, FDTD simulations are used to determine reflection and transmission spectra of photonic structures as well as to investigate their other optical properties. Tests have shown that the simulations can take a long time to complete and both optimization and time duration issues are addressed in Appendix B. This chapter provides additional insight into FDTD simulations of the structures described in section 4.4. The next chapter describes further simulations of novel structures.

5.1 Application of FDTD to the patterned overlay system

In the previous chapter, section 4.2 addressed the patterned overlay system and it was modeled using FDTD simulation in section 4.4. The specific parameters as to how the technique was applied were described and the results for increasing overlay refractive index dielectric contrast were presented. Here we will continue to further investigate the characteristics of the FDTD simulation of the patterned overlay system. Figure 5.1 presents the waveguide structure featured in Figure 4.1 discretized on a square grid at 160 points per micron including the additions described in section 4.4. The source described in (4.27) has a spectral extent that covers the wavelengths of interest by centering it at a wavelength of 1.55 μm with a width w = 0.3340. The pulse is visible in Figure 5.2 after
the simulation has run for 10,000 time steps in the 3 layer structure (top) and 4 layer structure (bottom). The figure shows that in the 3 layer case the pulse is guided and all frequency components travel in the propagation direction. In the 4 layer case a well guided portion of the pulse remains while the back reflected frequencies including

Figure 5.1 Standard simulation configuration with source and flux planes indicated. The numerical values on the axis denote the discretized FDTD grid coordinate values of the structure.

Figure 5.2 Simulation after 10,000 time steps showing source pulse propagation in 3 layer structure (top) and 4 layer structure (bottom). The three layer structure allows the pulse to propagate unchanged while the four layer structure couples specific wavelengths to backward travelling and substrate modes.
coupling to the guided backwards traveling mode can be seen. Radiation of energy into
the substrate can also be observed which is further investigated by considering the energy
that flows through neither the transmission flux plane nor the reflection flux plane. In
Figure 5.3 the spectrum of the source pulse is show next to the spectrum of the pulse after
it has propagated through the three layer waveguide structure further demonstrating the
guidance of the pulse. Spectrum simulations were run for 60,000 time steps in order for
the source pulse to propagate through and reflect off the structure, possibly resonate and
decay, as well as be absorbed by the PML.

![Figure 5.3](image)

Figure 5.3 Spectrum of the source pulse (left) next to the spectrum of the propagated pulse (right)
showing minimal change of the source pulse when it propagates along the 3 layer structure.

Figure 5.4 shows the flux through the reflection plane on the left and the transmission
plane on the right respectively for the full structure which includes the thin periodic
patterned silicon overlay. As shown to scale in Figure 5.1, these flux planes are located 1
µm from their respective ends of the grating. Subtracting the reflection plane flux from
the incident pulse provides the backward travelling flux that has been reflected by the
structure. This flux can be normalized by dividing by the incident flux measured in the
un-perturbed structure providing the normalized reflectance spectrum. Similarly the
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transmitted flux can be normalized by using the transmitted flux measured in the unperturbed structure providing the transmittance spectrum. These spectra are shown in Figure 5.5.

Figure 5.4 Spectrum of the reflection plane flux (left) prior to separating forward and backward travelling components next to the spectrum of the transmission plane flux (right). The reflection flux plane measurement contains both the source flux and the reflected flux while the transmission flux plane measurement contains the transmitted portion of the source flux.

Figure 5.5 Reflectance (left) and transmittance (right) spectra.

Additional flux planes are considered to distinguish between the flux in and near the overlay from that of predominantly the guiding layer. The first set follows the existing flux planes 100 nm into the waveguide layer and the second continues from that
breakpoint onwards as per the existing flux planes. Thus the set of reflectance and transmittance spectra for both the overlay and guiding layer can be obtained as shown in Figures 5.6 and 5.7 respectively. The amount of energy travelling in the portion of the structure where the periodic overlay appears is significantly smaller and thus note the change in vertical axis scale in Figure 5.6 made in order to better observe the traces.

Figure 5.6 Reflectance (left) and transmittance (right) spectra representing light travel predominantly in line with the overlay.

It is apparent that, as shown in Figure 5.7, the majority of the energy travels in the guiding layer.

Figure 5.7 Reflectance (left) and transmittance (right) spectra representing light travel predominantly in line with the guiding layer.
The larger the simulation space is, the longer the simulation time. Thus, in order to ensure that the simulation space has not been reduced at the expense of accuracy, results are compared when the PMLs are moved further from the periodic overlay. In Figure 5.8 the results are presented for when 10 μm three layer waveguide sections are added in the propagation direction both before and after the periodic overlay section. This simulation was run for 94,000 time steps.

![Figure 5.8](image)

**Figure 5.8** Reflectance (left) and transmittance (right) spectra for structure with 10 μm lead in and lead out.

The source and the flux planes are moved an additional 90 μm further away for the spectra shown in Figure 5.9 to verify accurate representation. This simulation was run for 454,000 time steps and took about 10 days to complete. These simulations have shown that matching the source profile to the three layer field solution of the central wavelength of the pulse allows the smaller simulation domain without requiring a propagation section for its evolution. The reflection plane does pick up a bit more flux on the low wavelength side when it is close to the periodic overlay demonstrating that it is picking up scattered light that would otherwise be absorbed by the PML as shown in Figure 5.10.
Figure 5.9 Reflectance (left) and transmittance (right) spectra for structure with 100 μm lead in and lead out.

Figure 5.10 Spectra of the sum of reflectance and transmittance spectra for compact simulation domain (left) and for structure with 100 μm lead in and lead out (right).

In order to be able to more accurately examine the structure’s response for specific wavelengths a single frequency source was used in the simulation and the field distribution was observed. Leaving the source on continuously and waiting for the steady state makes it difficult to distinguish standing waves from travelling waves in a view of the field distribution for a specific simulation time step. One solution to this is to retain the field distributions for all simulation time steps, convert them into images that are then used as frames of a movie. Storage space required for the raw field data is tremendous.
Storing only the images relieves but does not eliminate the storage space requirements. It was found that not every frame was required to be able to view a smoothly progressing field in the movie files. Dropping frames further reduces the requirements for both the storage of the movie itself and the computation involved in creating it. When the field distributions and respective images for the unneeded frames are neither created nor stored this improves simulation efficiency. Another method for distinguishing flow of light in the images was to use a pulse of the single frequency source. In this case when energy is found near the source when it is off, it is known that it is has been reflected by the structure. Another benefit of this strategy is that it is not necessary to continue to iterate until a steady state point. Gradual turning on and off of the source amplitude reduces the artifacts from the step-like turn on and off of the source but adding this increases fading and make it more difficult to distinguish exactly what was occurring with the light waves. Thus, field images were generated and stored for key points but when simulation efficiency was required for a multi-frequency response spectrum none were taken. In a similar manner to multi-frequency pulse shown in Figure 5.2, Figures 5.11, 5.12, and 5.13 show the single frequency pulses at 10,000 time steps. In Figure 5.11 the field is shown for the pass-through wavelength of 1.800 μm and it is clear that the source pulse is travelling in the guide without the periodic overlay having a significant effect. In Figure 5.12 the field is shown for the design wavelength of 1.550 μm where it is clear that the source pulse has been reflected back towards the source along the guide along with some scattering. While in Figure 5.13 the field is shown for the secondary dip wavelength of 1.500 μm where the energy is also reflected and scattered at a bit more of an angle to the
guide clarifying the findings of Figure 5.10 where, given more space, the unguided energy is found to be absorbed by the PML.

Figure 5.11 Simulation after 10,000 time steps showing 1.800 µm pulse propagation.

Figure 5.12 Simulation after 10,000 time steps showing 1.550 µm pulse propagation.

Figure 5.13 Simulation after 10,000 time steps showing 1.500 µm pulse propagation.

In the next chapter, the structure is further examined, modified, and refined for specific novel applications. As previously mentioned in section 4.4, the materials used are considered to be without material dispersion. However, in the sensor application, a material[77] is used that has more material dispersion. Thus before proceeding, it is pertinent to consider material dispersion in that case to ascertain how the added
complexity of including it compares to results obtained assuming no material dispersion. Figure 5.14 demonstrates the effect of material dispersion on sensor response by comparing the solid trace of a typical simulation with the dashed trace of the more complicated simulation including material dispersion by varying the refractive index with wavelength. The traces are superimposed throughout the central range of wavelength of interest while at the extremities the tendency is for the spectral response including material dispersion to be stretched slightly with regard to wavelength resulting in a slight reduction in slope. The effect is negligible, especially when considering that the sensor device operation centers around a wavelength of 1.55 μm and that transmission is switched off at a wavelength of 1.57 μm.

Figure 5.14 Simulation including material dispersion to show effect on sensor response at 1.57 μm.

The basics of the FDTD method have been described in the first section of this chapter. Subsequent sections outline the considerations involved, including limitations to be aware of and operated within, such as ensuring convergence, with the use of the FDTD method for the specific structure described by this work. Additional simulations
explored in this body of work are included in Appendix C, Catalogue of simulations. The use of the described FDTD simulation domain is understood to represent the transmission spectrum in an accurate manner and is used for the published results described in the following chapter.
6. FDTD of Novel 2-D layouts

This chapter presents the FDTD simulation of the novel 2-D layout. The work completed to design this layout can be expanded to utilize the platform for more complex photonic crystal designs. The design and objective of the structure is followed by the structural design details which are used to model that structure for FDTD simulation. The results of the simulations for the structure are followed by a comparison and performance evaluation.

In chapter 3 the constraints to maintain single mode operation in overlay structures were explored. In chapter 4 the use of modeling methods including FDTD for these structures was discussed and in the previous chapter the FDTD simulations of these structures were addressed. The structure described by this work operating in the single mode regime is analyzed in a parametric analysis followed by an application as a sensor.

6.1 Patterned overlays: thin silicon layer applied to glass waveguides

This section covers the parametric analysis of patterned overlays as presented in published work[9]. A three layer glass waveguide is modified into a 4 layer structure by adding a thin high dielectric overlay at the air-waveguide interface. The next section presents the details of the waveguide geometry and modal parameters obtained for uniform overlays. Considerations related to the patterning of the overlay follow. Next, a study of the optical transmission and reflection of the waveguide geometries is provided for the condition when the overlay parameters are set to typical values. A brief discussion of an optical filter designed from a thin patterned high dielectric clad glass waveguide completes the section. All un-patterned overlay waveguide configurations are analyzed.
by solving Maxwell's equations for the 3 and 4 layer structures while patterned overlay waveguide configurations are analyzed using the FDTD computation technique.

6.1.1 Design and objective

The basic 4 layer slab waveguide structure is shown in figure 6.1 (left). The substrate index is taken as glass, \(n_4 = 1.500\) and extends to infinity away from the glass waveguide layer of thickness, \(t_3 = 1 \, \mu\text{m}\), and index, \(n_3 = 1.600\). The overlay has a thickness, \(t_2\), and index, \(n_2 = 3.480\) and is assumed uniform over the waveguide. The superstrate extends to infinity above the guide and has index, \(n_1 = 1.000\). The individual layers lie in the \((y, z)\) plane and the light's propagation direction is chosen along \(y\). The index of refraction profile is shown in figure 6.1 (right) and demonstrates the high dielectric contrast available between glass waveguide layer and the overlay. The thickness and index of refraction values chosen for the waveguide are compatible with fibre based waveguide dimensions when the slab configuration is restricted in the \(z\) dimension making it a channel in nature. Given the index of refraction and layer thickness for the slab waveguide, the generic solution to Maxwell's equation indicates that modes of propagation may be possible with the maximum of the field component located in the high dielectric thin overlay layer. Such solutions would be periodic in this layer and exponentially decaying in the outer layers. Such modes of propagation are highly desirable for waveguide configurations built in the SOI platform, but, are not the types of modes of interest here. In the design of interest, the dielectric above and below the thin high dielectric layer are different and results in an asymmetric waveguide configuration with respect to the thin high dielectric slab overlay. A convenient property of the asymmetric waveguide is the fact that it can demonstrate a lower mode cut-off for
Figure 6.1 Left: four layer structure with $t_1$ and $t_2$ as the thickness of the thin film waveguide and overlay respectively. Right: corresponding refractive index profile.

which no effective mode indices lie above $n_3$. The lowest order mode of the entire structure can be designed to have an effective index between $n_4 < \beta/k < n_3$ giving a peak in the mode profile near or in the glass waveguide layer. Thickness and index of refraction combinations are possible which result in a single mode waveguide with mode peak in the glass waveguide layer. The overlay has the effect of slightly pulling the mode up towards the higher dielectric region resulting in a significant field component present at the waveguide-silicon interface and in the thin overlay layer. Such field enhancement makes the mode sensitive to the properties of the overlay. The determination of the thicknesses for the 4 layer structure is obtained by solving the 4 layer slab waveguide
configuration and ensuring that the lowest order mode has an effective index falling between \( n_4 < \beta/k < n_3 \). In addition, the modal solutions are examined as a function of wavelength to ensure that the waveguide remains single mode throughout the communication wavelength band. The high dielectric layer is chosen to be 0.0347 \( \mu \text{m} \) thick, giving a single mode to multi-mode waveguide transition below a wavelength of 1.414 \( \mu \text{m} \).

Figure 6.2(top) shows the modal profile obtained for the single mode waveguide for a wavelength of 1.55 \( \mu \text{m} \) when 4 layers are present. The modal amplitude is designed to peak in the region near the high dielectric overlay interface. This provides the largest field amplitude in the high refractive index dielectric thin layer, without having the mode take on an effective index in the high refractive index dielectric range. The equivalent mode solution when the high dielectric layer is removed is shown in the lower image of figure 6.2. All waveguide parameters are unchanged relative to the top image and the solution to Maxwell’s equations indicates that this structure is also single mode. In both profiles, the peak of the mode profile is asymmetric due to the different indices of the superstrate and substrate. In a practical device configuration a transition from a 3 layer waveguide to a high dielectric clad overlay 4 layer configuration may exist. Mode overlap between the modes of the transition regions is calculated to be 0.77. The coupling efficiency can be increased by smoothing the transition at the junction of the 3 and 4 layer waveguides.
Figure 6.2  Four and three layer structure TE ($E_z$) field profiles respectively, x-axes represents position ($\mu$m) while the y-axes represent un-normalized field amplitude.

A further examination of the mode profiles in figure 6.2 illustrates that in a 4 layer high dielectric clad configuration, substantial field components exist in the high dielectric medium. In order to fully exploit this property, the high dielectric overlay can be patterned such that regions of high dielectric are replaced with the superstrate material and the pattern repeated in the light propagation direction. One possible arrangement is to configure the overlay into a 1-D grating with a pitch $\Lambda$. The patterning is chosen to go the full depth of the overlay such that the waveguide is formed from connected 3 layer and 4 layer segments. The dominant optical effect of the grating patterned overlay is to reflect the modes that match the Bragg condition ($\beta = \frac{m\pi}{\Lambda}$ for $m = 1, 2, \ldots$)[66]. Figure 69
6.3(top) shows the overlay layer considered and figure 6.3(bottom) shows the spatial Fourier transform obtained based on the periodicity (\(\Lambda = 0.5\ \mu\text{m}\)), index of refraction values (3.480:1.000) and duty ratio (50%). The grating is designed to have a dominant spatial wavelength that corresponds with the design wavelength of 1.55 \(\mu\text{m}\). The harmonics are quite distant from the fundamental and are outside of the wavelength region of interest. If the duty cycle is not properly balanced in space to take into account the value of the effective index of refraction, even harmonics are generated in the spectrum as well as a reduction the fundamental amplitude. These additional frequency components are sufficiently far from the fundamental as to be of no concern for the wavelength range examined. Fourier analysis techniques can also be used to compare different grating configurations. Based on these considerations the square modulated grating was selected as the pattern overlay with the parameters as have been described.
6.1.2 Structure details for FDTD

A 2-D FDTD environment was set up to obtain information on the propagation of light in the high dielectric clad waveguide structures. The (x, z) plane of a typical simulation configuration is shown in figure 5.1 and consists of an input 3-layer segment of 3 µm followed by a 20 µm long grating and then terminated by a 2 µm output 3-layer waveguide. The entire domain was bordered by a 1 µm PML with matched dielectric values to reduce reflections from the grid boundary. The y-direction was taken as infinite and the entire structure was discretized on a square grid. The input source consisted of a
short time duration pulse with a profile and field components that matched to those of figure 6.2 for the 3-layer geometry. The source has a spectral extent that covers the wavelengths of interest by centering it at a wavelength of 1.550 with a width \( w = 0.3340 \). Its shape is the discrete-time derivative of a Gaussian as per equation (4.27). The wavelengths are relatively close such that the temporal pulse appears to be about 8 of the central wavelengths in length or about 40 fs in duration. The propagation of short pulses are affected by chromatic dispersion in real devices; however, this source is used to mimic a broadband source for the purpose of simulation. Flux planes were located such that the transmittance and reflectance in various regions of the waveguide could be monitored. As per figure 5.1, the source plane is spaced 2 \( \mu \text{m} \) from the grating while the reflection and transmission flux planes are 1 \( \mu \text{m} \) from the grating.

Convergence tests performed indicate that a grid resolution of 160 points per micron are required to resolve the top layer in sufficient detail and that 60000 time iteration steps are necessary to ensure that the input source pulse has propagated the full length of the waveguide and through the flux planes. The simulation results are shown in figure 5.5, for the reflectance and transmittance spectra. The transmittance plot for the wavelength range examined shows the expected Bragg dip characteristic for the design wavelength of 1.55 \( \mu \text{m} \). At high wavelengths the guided mode does not match the Bragg condition and a high throughput is observed. At lower wavelengths we see a second dip followed by a slow recovery of the transmission for decreasing wavelength. This matches the reflectance plot where the standard transmission dip at the design wavelength is followed by a fairly sharp transition to a pass band. The deviation from a typical Bragg reflector is due to the excitation of both reflected and radiated substrate modes.[72]
Considering these properties in terms of wavelength the waveguide with the patterned overlay can be thought of as a high pass filter with a well-defined cut-off wavelength $\lambda_c=1.585 \, \mu m$. Wavelengths that are shorter than $\lambda_c$ are coupled to backwards propagating modes or to the substrate. The substrate in the case of the waveguide described here is effectively infinite resulting in a continuum of substrate modes.

### 6.1.3 Simulation results

The reflectance and transmittance curves of figure 5.5, were determined for a specific set of design parameters. The following additional simulations provide results for geometries with varying grating length, grating period, overlay thickness, and refractive index.

The results of the reflectance and transmittance for grating lengths of 10, 20, and 30 $\mu m$ are shown in figure 6.4. All other simulation parameters remain as previously provided. For the short length grating the Bragg dip is unresolved with respect to the secondary dip caused by substrate mode conversion. As the length is varied the dips do get resolved and get deeper with grating length.

![Reflectance and Transmittance Curves](image)

**Figure 6.4** Left: reflectance and Right: transmittance for different grating lengths. The solid line represents the standard simulation with a 20 $\mu m$ length, while the dashed and dotted lines represent 10 and 30 $\mu m$ lengths respectively.
In addition, a longer grating length was simulated to further the trends observed. In figure 6.5 the results for 40 μm are shown to suggest a continuation of the deepening and narrowing of the transmission dips albeit with a simulation that was run for a shorter duration than would provide a guaranteed accurate result. This result was not published but has been included here to provide an idea of additional research that was conducted to develop a deeper understanding of the structure in preparation for the device considered in the next section.

![Graphs](image)

**Figure 6.5** Reflectance (left) and transmittance (right) for a grating length of 40 μm – note the change in vertical axis.

The grating pitch was determined in preliminary calculations made by the simulation code that would then invoke the FDTD engine. The structure parameters for the 3 layer and four layer waveguide sections would be provided to the simulation code along with the desired Bragg wavelength. The code would solve the field equations at that wavelength and provide the quarter wavelength sectional lengths for the effective index determined for the modes in the 3 and 4 layer sections. The sum of these sectional lengths provide the pitch of the grating. To investigate the effect of pitch on the optical characteristics of the structure we consider changing the pitch from \( \Lambda = 0.498 \) to \( \Lambda = 74 \).
0.453 and \( \Lambda = 0.554 \) using the built in code for the calculations. Using a more accurate standalone field equation solver the correct pitch for the initial pitch is \( \Lambda = 0.495 \). Nevertheless, since this is such a small difference the corresponding Bragg wavelengths are still expected at \( \lambda_B = 1.5500 \), \( \lambda_B = 1.4091 \), and \( \lambda_B = 1.7222 \) as per the built in code. The grating length is kept constant thus the shorter pitch gratings contain more periods. Having more periods strengthens the response of the structure. Figure 6.6 shows the response for changing the pitch. The Bragg dip location is found to follow the calculated value with the secondary dip response following the same level of shift. The reflectance is observed to be stronger for the smaller pitch and weaker for the longer pitch due to increase in the number of periods in the 20 \( \mu \text{m} \) length grating.

![Graphs showing reflectance and transmittance for gratings with different Bragg wavelengths.](image)

**Figure 6.6** Left: reflectance and Right: transmittance for gratings with periods designed for different Bragg wavelengths. The solid line represents the standard simulation with \( \lambda_B = 1.5500 \), while the dashed and dotted lines represent \( \lambda_B = 1.4091 \) and \( \lambda_B = 1.7222 \) respectively.

The response as a function of grating thickness is examined with the constraint that the top layer does not become a single mode waveguide on its own. The three thicknesses explored are \( t_1 = 0.0222 \), \( t_2 = 0.02845 \), and \( t_2 = 0.0347 \); and the response of
the structure is shown in figure 6.7. As expected a thicker overlay pulls in more of the mode into its layer and thus a larger response is observed for thicker layers.

![Figure 6.7](image)

Figure 6.7 Left: reflectance and Right: transmittance for different overlay thicknesses. The solid line represents the standard simulation with $t_2 = 0.0347$ $\mu$m, while the dashed and dotted lines represent $t_2 = 0.02222$ $\mu$m and $t_2 = 0.02845$ $\mu$m respectively.

Refractive index change can be accomplished by either changing the overlay material during fabrication or changing it in situ by using any one of many active techniques (e.g. thermo-optic, carrier-injection, ...). The response versus index change is shown in figure 6.8, where the values for $n_2$ are determined for silicon at room temperature, 300°C, and 600°C with a thermo-optic coefficient resulting in $\frac{dn}{dt}$ of $1.8 \times 10^{-4}$/K. Increasing the refractive index of the overlay causes the Bragg dip and substrate related mode coupling to become stronger. The corresponding regions in the transmittance trace get lower.
Figure 6.8 Left: reflectance and Right: transmittance for different overlay refractive indices. The solid line represents the standard simulation with $n_2 = 3.480$, while the dashed and dotted lines represent $n_2 = 3.534$ and $n_2 = 3.588$ respectively.

Active devices rely on structures whose response characteristics can be changed after fabrication has been completed. In our structure the in situ modification of the refractive index by heating achieves this. The Bragg dip in figure 6.8, becomes lower with increased refractive index. Also note that the corner wavelength edge shifts towards lower values with increasing refractive index. The difference in transmittance at a heated state (higher index) versus transmittance at room temperature is plotted in figure 6.9 (left). It is observed that the largest change takes place near the pass-band edge. The second plot in figure 6.9 (right), shows this region enlarged for the corresponding transmittance plot (figure 6.8 right). The shifting of the pass-band edge through a thermal modification of the refractive can be used to modulate an optical signal and thus the high dielectric clad waveguide design can serve as an active device. The time response can be increased by using other non-thermal techniques to change the index of refraction of the silicon layer (carrier injection, non-linear, ...). The observed effect displayed in figure 6.9 can be further increased by optimizing the parameter set for the high dielectric clad
overlay. Referring to figures 6.4 through 6.8, the largest Bragg dip is observed for the longest, thickest, highest refractive index overlay and with the smallest pitch. Having the smallest pitch provides more periods for a given length. However, the pitch is normally set for a given design wavelength. The thickness and refractive index of the high dielectric layer must be chosen such that the overall waveguide structure is single mode. This leaves the grating length which can be increased considerably to provide a very sharp and strong response and still provide a device under 100 μm in full length.

![Figure 6.9](image)

Figure 6.9  Left: change in transmittance. The dashed and dotted lines represent $n_2 = 3.534$ and $n_2 = 3.588$ versus the standard simulation respectively. Right: a closer look at transmittance for different overlay refractive indices. The solid line represents the standard simulation with $n_2 = 3.480$, while the dashed and dotted lines represent $n_2 = 3.534$ and $n_2 = 3.588$ respectively.

6.1.4 Comparison and performance evaluation

Examination of the modifications to the optical properties of a waveguide with a patterned thin high dielectric overlay demonstrates that the asymmetric nature of the entire waveguide configuration makes it possible to keep the waveguide mode confined in the original waveguide while enhancing the evanescent wave-overlay interaction. For this thesis structures were developed making use of patterned overlays beginning with the
development of the underlying structure. The high dielectric contrast of a thin coating of silicon placed on a slab waveguide was examined. The silicon can be polycrystalline in the case that the grain boundaries are on the same order of dimension as the final feature size. Then the field profile with and without the overlay was presented along with the calculated mode overlap. The enhanced extent of the evanescent field in the overlay magnifies the overlay effect on the guided light. This makes it possible to design optical waveguide devices that are directly optical fibre compatible while taking advantage of the high dielectric contrast that exists between the silicon overlay and air. This high contrast structure allows various features to be considered by patterning the overlay layer into many different geometries such as a grating or a photonic crystal. Gratings with high dielectric contrast provide the realization of features not normally present for a moderate index contrast in glass-based integrated optics. In the case of the grating structure considered, the high index contrast allows a much shorter grating which is useful in many cases such as integrated optics. Periodization of the overlay is considered in the frequency domain. The sensitivity of the guided light to variations in grating length, grating pitch, grating thickness, and refractive index of the patterned overlay were analyzed using Finite Difference Time Domain (FDTD) simulations. Transmission and reflection spectrums were obtained from which the aspects to consider for active and passive optical device configurations were explored detailing that the strongest filter effect is found for the longest, thickest, highest refractive index overlay with the smallest pitch. In order to consider active devices the refractive index change could be in situ such that the filter edge can be modulated. Thus possible passive and active integrated optical
applications include use as a low pass filter as well as for the modulation of optical signals.

6.2 Design of a silicon overlay glass waveguide sensor

A glass-based slab waveguide, coated with a thin patterned high dielectric overlay, is configured into a refractive index sensor, as published in [11]. The asymmetric nature of the waveguide configuration is exploited by keeping the mode in the slab waveguide while enhancing the field level in the overlay-superstrate. The sensor's response is examined using the FDTD simulation technique. A sensitivity of up to one part in $10^5$ in the index of refraction discrimination is determined. The nature of the sensor enables optical fibre compatibility, requires sub-μL sample volumes and provides a high resolution. Previously proposed sensors which have similar footprints and responsivities include a 13 um sensor providing 90 nm/RIU[43] and an 8 um sensor providing 130 nm/RIU[44] which have small non-fibre compatible mode sizes. The researchers of the latter mention a much longer 173 um sensor providing a lower resolution of 33 nm/RIU[45]. This longer sensor has a larger mode size. They mention the option of using a 10 um plasmon sensor providing 465 nm/RIU but with a large 10 dB loss.

In order to demonstrate the principles involved in this hybrid waveguide configuration we employ a slab waveguide in glass and a silicon cover layer patterned as a Bragg grating.[9] The functionality is explored by examining the structures performance as an index of refraction sensor sensitized to the superstrate region. The next section presents the design of the sensor. The sensor's performance is then presented.

6.2.1 Design and objective
The simplest planar optical structure is the traditional three layer glass slab waveguide (superstrate-waveguide-substrate) as shown in chapter 3, modified here into a periodic 4 layer structure by adding a thin patterned high dielectric overlay at the superstrate-waveguide interface (superstrate-overlay-waveguide-substrate). The optical properties of such structures can be modeled, as shown in chapter 4, using numerical methods such as the Finite-Difference-Time-Domain (FDTD)\cite{30,31} technique, as shown in chapter 5, provided the thin overlay layer is well resolved in the discretized grid. In this case thermal and wavelength dispersion are not included. The structure analyzed parametrically in the previous section was thinned down to maintain single mode operation and lengthened to maintain a strong response as a liquid refractive index sensor.

6.2.2 Structure details for FDTD

The structure under consideration is shown in Figure 6.10. The substrate layer is glass with an index of refraction $n_4 = 1.500$ and extends to $-\infty$ in the $x$ direction. The waveguide layer is formed from a 1 $\mu$m thick slab of index $n_3 = 1.600$. The superstrate layer is typically air of index $n_1 = 1.000$ and extends to $+\infty$. In the operation as a sensor, the superstrate material in the region of the overlay grating layer is changed to the

![Figure 6.10](image-url)

**Figure 6.10** Slab waveguide in glass with thin patterned silicon grating overlay. Source, reflection, and transmission planes used in FDTD simulation shown.
material index under consideration. The thin overlay layer, shown as a dashed line, has an index of \( n_2 = 3.480 \), a thickness of \( t_2 \) dependent on the desired sensing range. Initially when considering liquids consisting of water and glycerol mixtures, the highest target index was that of glycerol (1.4746). For this a thickness of \( t_2 = 16.4 \) nm was used such that the overall wave guiding structure remains single mode for the highest index fluid. However for the published paper, the application considered sugar solutions with the highest target index as 77% sucrose (1.465). For this a thickness of \( t_2 = 17.5 \) nm is patterned as a Bragg grating in the \( z \) direction. The grating pitch is designed to meet the Bragg conditions for a wavelength of 1550 nm when the sensing region contains the highest index material to be sensed. A 40 \( \mu \)m grating is used to increase sensitivity. The alternating high and low effective index regions of the grating are each made a quarter wavelength in length which is determined by using the propagation constants of the 3 and 4 layer modal solutions. The sum of a quarter wavelength long section of the three layer waveguide and a quarter wavelength section of the four layer waveguide provides the grating pitch.

The \((x, z)\) plane of the 2-D FDTD environment set up to model the propagation of light in the high dielectric clad waveguide sensor structures is shown in figure 6.10 and consists of an input 3-layer segment of 1 \( \mu \)m for the source plus 12 \( \mu \)m followed by a 40 \( \mu \)m long grating and is terminated by a 12 \( \mu \)m output 3-layer waveguide. The entire domain was bordered by a 1 \( \mu \)m PML with matched dielectric values to reduce reflections from the grid boundary. The \( y \)-direction was taken as infinite and out of the page. The entire structure was discretized on a square grid at 160 points per micron resolution to ensure suitable structure resolution and minimal numerical dispersion as 82
confirmed through convergence tests. The input source consisted of a short time duration pulse with a profile and field components matched to those for the 3-layer geometry obtained by solving the field equation for the field polarized in the y direction \((E_y)\). The multi-wavelength source is defined as the discrete-time derivative of a Gaussian curve as per equation (4.27) with a spectral extent that covers the wavelengths of interest by centering it at a central wavelength of 1550 nm and with a width \(w = 0.334\). The source plane was spaced 12 µm from the grating input and the detector planes are located 11 µm from the grating end. The power reflectance and transmittance, normalized to source output, were computed on each detector plane following the technique presented in [65].

### 6.2.3 Simulation results

The simulated spectra for this structure when pure water is in the sensing region, \(n_1 = 1.315\) for 25°C[77], are shown in Figure 6.11. In the transmission spectrum, the deepest dip at just under 1550 nm corresponds to the Bragg wavelength of the grating and the secondary dip at a lower wavelength is associated with power coupling to substrate and radiation modes. A band pass region for wavelengths beyond the Bragg wavelength is also observed. The reflection spectrum is a dual of the transmission spectrum showing peaks where the respective dips are, except that there are also radiated modes which are not accounted for in these spectra as discussed in chapter 5. In the analysis of the sensor the transmission spectra are examined and attention is directed at the Bragg dip’s wavelength and depth dependence on the sensing region’s index.
Figure 6.11 Transmittance (left) and reflectance (right) spectra for device design.

The structure's response with pure water in the sensing region is used as a reference for the response with the index of the sensing region increased to a maximum of n₁ = 1.465 (a change of 0.15) in steps of 0.025. The index values and range were chosen to be representative of the wavelengths, temperature, and solutes considered. The highest refractive index of 1.465 corresponds to a 77%, or 77 Brix[78], sucrose solution given a refractive index shift similar to that of water due to change of wavelength and the few degree temperature change from the 20°C data[79]. As the refractive index in the sensing region is increased the Bragg dip shifts to a longer wavelength as shown in Figure 6.12. In addition, the increasing index has the effect of modifying the effective length of the 4 layer quarter wavelength regions as well as the modal overlap between the cascade of three and 4 layer waveguide regions making up the grating. Since the grating
is designed for when the sensing region contains the maximum index to be sensed the Bragg dip gets monotonically deeper over the refractive index value sensing range.

![Figure 6.12 Reflectance (left) and transmittance (right) spectra for different cladding refractive indices. The solid line represents the pure water trace with \( n_t = 1.315 \), while two each of the dashed, dashed and dotted, and dotted lines represent \( n_t = 1.340, 1.365, 1.390, 1.415, 1.440, \) and 1.465 respectively. Star points on each trace indicate the location of the Bragg wavelength of the grating.]

The sensor’s response can be evaluated using two criteria. The first is to track the change in the Bragg dip wavelength and the second is to monitor the change in signal strength for a fixed operation wavelength. The sensor’s performance in both modes of operation can be determined from the family of traces in figure 6.12(right). In order to consider the use of the shift in the Bragg dip versus refractive index, the locations of the minimums in the primary dip are marked with stars in figure 6.12(right). A wavelength shift of 85 nm/RIU is determined and assuming a wavelength resolution of 1 pm[80] a refractive index resolution of \( 10^{-5} \) is possible. It is also important to consider the full width at half maximum (FWHM) of the signal to determine the relative ease of measurement. A figure of merit (FOM) for sensing has been defined[81] which will be used to help determine
this influence in equation (6.1) where \( m \) is the slope of the change of photon energy for light corresponding to the Bragg wavelength provided in electron volts per RIU.

\[
FOM = \frac{m \text{ (eV RIU}^{-1})}{\text{FWHM (eV)}}
\]  

(6.1)

The \( FOM \) is calculated to be 3.8 which is right in between those presented (1.6, 5.4) in the paper that it is defined. More recent phase sensitive collective plasmon resonance sensor work since that paper suggest that a sensitivity of up to \( 10^{10} \) RIU is possible.[82] Using the FOM calculation for sensors both based on tilted fiber Bragg gratings and on long period gratings have resolutions on the order of \( 10^{-4} \) RIU.[83] This highlights the reason that research groups focus on plasmonics. Calculating detection limits from the instrumental resolution limit is simplistic but, in the case of numerical modeling with repeatable results, it does provide a method of comparison. Sensors with much greater wavelength shifts such as 6000 nm/RIU have been demonstrated; however, additional factors must be considered such as an example where the detection limit of a ring resonator with a shift of 1000 nm/RIU is found to be \( 3.4 \times 10^{-6} \) RIU, poorer than that of a ring resonator with a shift of 25 nm/RIU for which it is found to be \( 1.2 \times 10^{-6} \) RIU.[84] In real systems, measurements can be modeled using a standard deviation approach. The limit of detection for chemical sensors can be determined by standard deviations at low concentration and by using a calibration curve.[85]

When the output intensity is monitored directly, it is instructive to use the pure water trace as a reference and then determine the change in output intensity as a function of wavelength and sensing region index relative to the chosen reference. The families of
traces in figure 6.13 represent change in output intensity derived from the data of figure 6.12 (right). The maximum of the change in transmittance is used to start the sensor wavelength selection. Next the response for wavelengths slightly above and below this were compared to find a wavelength with the strongest change in response matching the center of the index range considered.

![Figure 6.13 Change in transmittance. Two each of the dashed, dashed and dotted, and dotted lines represent $n_i = 1.340, 1.365, 1.390, 1.415, 1.440, $ and $1.465$ versus the $n_i = 1.315$ simulation respectively.](image)

The sensor response for a wavelength of 1556 nm is shown in figure 6.14. Depending on the desired sensing index range, the sensing wavelength can be optimized for the maximum slope and linearity for that range. Since amplitude detection units are able to resolve 0.1% intensity changes[86] this provides a sensitivity of being able to
detect changes as low as $1.8 \times 10^{-4}$ in refractive index for a 40 μm sensor. Fabrication roughness can reduce the sharpness and strength of a grating dip which can be compensated by increased length.[32]

Figure 6.14  Sensor normalized power response for source wavelength of 1556 nm.

A possible device configuration in addition to a power level output response from a single sensor would be to have the source branched into several gratings with slightly modified pitches such that the output of each would be detectable at different refractive indices providing a digital readout.

6.2.4 Comparison and performance evaluation

A refractive index sensor has been presented based on the optical properties of a slab waveguide coated with a patterned thin high dielectric overlay. The hybrid nature of the entire waveguide configuration makes it possible to keep the waveguide mode in the slab waveguide compatible to optical fibre while enhancing the evanescent wave-overlay interaction using the high dielectric. The sensitivity of the guided light to variations in the cladding refractive index was examined using FDTD simulations and transmission
spectra are obtained for various superstrate refractive indices. The response of the sensor is examined using both the change in the Bragg dip wavelength and transmitted signal strength and is shown to provide the more accurate index resolution of up to one part in $10^5$ when tracking the Bragg dip with a figure of merit in the range of plasmon sensors.
7. Conclusions

It has been found that high refractive index overlays can provide the benefits of high refractive index contrast to an optical fibre compatible waveguide platform. The size of the proposed devices would allow several sensors to interrogate a single applied droplet. State of the art devices with either similar insertion loss, compactness, or sensitivity are referenced demonstrating that this work is significant in that it combines all of these characteristics into a single structure. The modal theory was used to explain the coupling characteristics and to be able to calculate field amplitude distributions for the structure. The reasoning for the use of FDTD for simulations was following by a description of the method including sample equations and results. Novel devices and their tuning were then presented which this chapter summarizes and then presents possible directions for future work.

7.1 Novel findings

This work produced many novel findings which were published based on structures with thin high refractive index overlays. Although the emphasis of this work was on single mode structures, multimode structures were investigated alongside. They were found to provide methods of coupling to a high refractive index layer via an MMI like structure which could also be used for devices such as sensors. Close analysis of the four layer modes demonstrated clearly the unique scenario of the peak of a mode entering the high dielectric overlay prior to its effective index exceeding the core guiding layer material’s refractive index. This transition region is the suggested operating point for the patterned overlay structures. These findings were published in concert with this work.
In the effort to model the proposed structure and the related devices, approaches were compared. A matrix-based technique and a perturbation approach were compared to FDTD simulations. It was discovered that the matrix approach provides reasonably accurate predictions of the strength and location of the Bragg dip until the refractive index of the overlay approaches and exceeds that of silicon. The perturbation approach was found to predict a reasonable value for the strength of the Bragg dip for overlays with refractive index approaching and exceeding that of silicon. The FDTD simulations demonstrated that there is a range of refractive index for this structure in which the location of the Bragg dip in wavelength does not change appreciably for changes in overlay refractive index allowing for material tolerance which can be for fabrication error, for carrier injection, and for doping. FDTD is recommended as the preferred approach. In addition, these simulations enabled the production of the appended catalog of valuable results.

When addressing the FDTD computation engine the results of preliminary computations were discussed. A modeling issue was the duration of simulations and the reduction of the problem space and use of a multi-wavelength pulse along with parallel computing provided a solution to this. In the preliminary results from the patterned high refractive index overlay, in addition to the primary Bragg dip, a secondary dip was formed by the coupling to a continuum of substrate modes.

The research focused on providing a published parametric analysis of a periodic thin overlay. Structures making use of this were found to provide opportunities for compact devices and a demonstration of such a use of this platform for integrated optic solutions was provided. The asymmetric nature of the entire waveguide configuration
makes it possible to keep the waveguide mode confined in the original waveguide while enhancing the evanescent wave-overlay interaction. The silicon can be polycrystalline in the case that the grain boundaries are on the same order of dimension as the final feature size. Gratings with high dielectric contrast provide the realization of features not normally present for a moderate index contrast in glass-based integrated optics. Transmission and reflection spectrums were obtained from which the aspects to consider for active and passive optical device configurations were explored detailing that the strongest filter effect is found for the longest, thickest, highest refractive index overlay with the smallest pitch. In order to consider active devices the refractive index change could be in situ such that the filter edge can be modulated. Thus possible passive and active integrated optical applications include use as a low pass filter as well as for the modulation of optical signals. These applications are relevant to the telecom industry in the current push for inexpensive integrated optic FTTH solutions. In these solutions it would be possible to leverage the optical fibre compatibility of the structure. At the same time, these solutions could use the ability of the researched platform to provide a high dielectric contrast in order to make use of photonic crystal devices which would expand on the one dimensional Bragg grating examined.

The structure was further investigated for a refractive index sensor application for which the results were then published. The response of the sensor is examined using both the change in the Bragg dip wavelength and transmitted signal strength and is shown to provide the more accurate index resolution of up to one part in $10^5$ when tracking the Bragg dip with a figure of merit in the range of plasmon sensors. This platform shows
that it is possible to combine high refractive index contrast compact devices with fibre compatible waveguides.

7.2 Future work

It would be most interesting to take the devices presented to production. Additional sensor analytes such as those which have an imaginary component to their refractive index could be considered. Additional methods of interrogating the sensor could also be considered such as with a source than performs a wavelength scan. In order to prepare for this the fabrication of prototypes of the investigated designs would be essential. Alongside production process flow development, staying up to date with 3-D simulation opportunities to investigate additional device designs would be beneficial. It would help both by having simulation runs that could be attempted in the background during other work and by providing insight into how channel waveguides could form several integrated devices.
Appendices

Appendix A  Material properties

When using a refractive index sensor for fluids, it is important to be aware of the properties of the fluids. In the case of solutions, the refractive indices of the fluids change with concentration and with temperature. Solutions also have a temperature dependent saturation point. In terms of biosensors, it is possible that only the refractive index near an interface changes. Figure A.1 provides a chart of refractive index versus concentration for two sugars, glycerol and salt. Sucrose solutions were used in main text (chapter 6) as the representative fluid for sensing. The figure shows that a sensor that can detect refractive index change can be used to measure the properties of several different...
materials in a similar way. The sensor requires material specific calibration. It is important to be aware of conventions and terminology used by authors especially when considering concentrations of solutions. Mass percentage of the solute is taken with respect to the total mass of the solution. However, it is possible to find instances where the solute is compared to the solvent in volume, which can be quite different. In this work, water as the solvent has a mass of approximately 1 kg per cubic decimetre depending on temperature, atmospheric pressure, purity, etc. which means that certain sets of units are approximately equivalent and similar enough for this work. In the body of this work, the refractive index of water is taken to be 1.315.[77] However, this appendix discusses a different set of published data and thus it is taken to be 1.333.[80] The refractive index of water is increased with salt concentration up to the brine saturation point in figure A.1. The slope of the chart demonstrates that the saline $\Delta n$ is fairly linear with $\Delta n = 1.9225 \times 10^{-4}$ g/kg. Sugars are considered since they are also a possible analyte. D-glucose $\Delta n = 1.4 \times 10^{-4}$ g/kg around room temperature, thus as the sugar concentration changes from 0.1% to 0.3% (the range for diabetes using the definition g/100mL = % concentration), the index of refraction changes from 1.3334 to 1.3337.[87] Sucrose is used in this work and in similar work in the food industry where concentration percentages are referred in degrees Brix[78]. In order to compare to the literature, glycerol is also charted. At 100% glycerol, the refractive index $n$ is 1.4746.[80]
Appendix B Discussion regarding extending analysis to 3-D

This appendix discusses approaches taken to extend the modeling of the structure described by this work in 3-D. Computing has become powerful so quickly[88] that it was possible to simulate the two dimensional structures in this work. The primary obstacle to widespread use of accurate three dimensional modeling for optics at this point is the amount of time it takes to complete a simulation. Iterative development of 2-D structures can be done with some insight,[89] however, a reasonable amount of time for a single simulation is still considered to be under 16 hours. Parallel processing provides a way of increasing computational throughput. Embarrassingly parallel processing[90] is used in cases where very little communication needs to take place between tasks which are executing. An example of this is for the comparison of two different optical structures. Instead of running a simulation of the first structure and then running the second structure on the same computer to compare results, the two structures could be run at the same time on different computers and then the results could be compared. On the other end of the spectrum, many modern software programs[91] will compile sections of for loops, even if originally written as a serial program, into tasks that can be executed by several processor cores, processors, or computers at the same time. Although this does speed up the amount of time that it takes to get a final result, Amdahl’s law[92] states that there are diminishing returns on adding additional processors. Amdahl’s law’s accuracy has been called into question[93] and should new paradigms be able to improve performance of extensively scaled, systems it will be a boon to simulations similar to
those completed for this work. A secondary obstacle to simulation of 3-D structures at high resolution is the memory required to store the field values at each point.

B.1 Parallel code execution

In a single optical structure that is segmented (or meshed) into smaller regions, it is often the case that each region can be solved independently but it depends on its neighbours for the initial values for each computational step. Thus for each iteration, there is an amount of communication that needs to take place between tasks which are executing. The amount of communication and the amount of necessarily serial execution is subtracted as a percentage of the program which cannot be parallelized. Developing code to maximize the potential for parallelization can considerably add to development time itself and tools have been developed to aid with this.[94] The primary C++ software library that has been used for the work herein takes optimization of segmenting for parallelization into account.[30] The software developers used the Debian GNU/Linux operating system environment making it straightforward to use on the popular Debian-derived Ubuntu distribution. If such an environment is not available, it is possible to run simulations via a web browser interface on nanoHUB.org.[95] It is also possible to use the Cygwin package[96] which makes tools available in Unix available on a computer using Microsoft Windows as an operating system. Each of these approaches was tested and found to be lacking in compatibility with running a C++ described electromagnetic simulation in parallel in an effective manner. The developers have moved on to using a Scheme scripting language front end while some users have developed a Python scripting based front end. Using these scripting language front ends make it possible to access the
library and develop simulation code more quickly but disconnect the user from the core software. The Scheme front end was tested but having a native language connection to the core code allows understanding of functionality and communication with developers of alternative software. It also provides stronger control over automatic and default behaviour of the software.

B.2 Cluster use

Three Beowulf cluster[97] options were investigated. The first option was to use the networked computers in our research lab. This served as a trial configuration to mimic our Department of Electronics (DOE) network. The second option was to use the DOE network itself, which at the time had 5 nodes each with 8 cores and 9 GB RAM available at off peak times. Our department uses RedHat-derived CentOS since the widely used Cadence software Canadian Microelectronics Corporation’s (CMC Microsystems’) licensing scheme provides compatible binaries for it. The ability to mimic the DOE network and troubleshoot with the assistance of the software support forums made it a slightly less arduous undertaking. The third option was the use of the High Performance Computing Virtual Laboratory (HPCVL) funded by the Canada Foundation for Innovation’s (CFI’s) National Platform Fund (NPF) whose collaborators provide access to machines typically with more than 1 GB of memory per core and with up to 39,168 cores.[98] The access fee for a small research group is $2,000 per annum which covers the use of 200 threads or processes for 50% of the time on a combination of the clusters. The access fee for larger research groups is $5000 per annum for the use of up to 900 threads for 6 weeks prior to entering into special fee territory. In order to test the
suitability of the system for this work the software needed to be installed with the appropriate dependencies accounted for. The experience of supporting the DOE network install provided the required ability to respond to challenges that arose. Through the use of a trial account it was discovered that jobs requiring many cores had low priority and thus days could pass before they were run. In cases where a job required extensive memory it would crash if at some point during its run the required memory was not available. These circumstances give some sense of the added complexity required from a coding perspective to mitigate problems arising from using a shared resource. For the networked computers in our research lab, 8 GB of consumer level DDR2 was found to cost just under $300 at the time of inquiry. For the specific optical structure simulated, the most effective approach was using the departmental network until it became unsupported and thus unstable. Follow-up simulations were completed using the networked computers in our lab. In order to be able to predict both the amount of time a simulation would take and the amount of installed memory required, simulations were monitored and empirical equations were formed. For single threaded simulation it is possible to calculate the memory usage by considering the allocation by the software running on specific hardware. However, empirical equations were used to take into account additional memory consumption as problems were scaled across several nodes.

The 2-D performance was considered in order to be able to determine the limitations of the first two cluster arrangements. Computation time depends on the size of the simulation region as well as the amount of time for results to converge for the specific structure. In chapter 6 the number of time steps used for each structure was provided and using a very general rule of 1 second per time step for these structures provides a rough
idea of the simulation time. When simulations exceeded several days, the likelihood of them completing successfully reduced to the point where a month long simulation was unlikely to complete. One such simulation did complete but the remaining attempts experienced power outages, network changes, etc. A clearer limit that was hit is the memory capacity of the clusters. The empirical estimation equation (B.1) was found to be accurate for both 2-D and 3-D simulations.

$$\text{RAM (GB)} = \left( \frac{\text{number of simulation points}}{1.1 \times 10^6} \right)^{0.82}$$  \hspace{1cm} (B.1)

The 3-D performance was considered for the second and third cluster arrangements with the hope that the HPCVL would be able to overcome both the speed and memory obstacles. Unfortunately the performance of these two clusters was found to be very similar as shown in figure B.1. The lowest horizontal axis value corresponds to a 3 \( \mu \text{m} \) by 3 \( \mu \text{m} \) cross section structure that is 10 \( \mu \text{m} \) long at a resolution of 10 points/\( \mu \text{m} \) while the highest horizontal axis value corresponds to a 7 \( \mu \text{m} \) by 7 \( \mu \text{m} \) cross section structure that is 20 \( \mu \text{m} \) long at a resolution of 40 points/\( \mu \text{m} \). Both of these are relatively small numbers of simulation points considering that a resolution of approximately 160 points/\( \mu \text{m} \) would likely be required making this a future endeavour.
Figure B.1  Number of seconds per simulation time step and GB of RAM required for simulations as the number of simulation points increases.

B.3  Expected response for channel structure

In concert with the results discussed in appendix D, a 2-D FDTD dielectric evolution simulation engine has been used[61] for a channel structure. The technique works for unidirectional wave propagation by introducing the out of plane propagation constant for a 2-D cross-section of the waveguide. The dielectric profile can be slowly changed to correspond to the environment encountered as the wave front propagates along the waveguide. This can be used for the tapers discussed in appendix D but not for the other structures where multiple reflections result in additional forward travelling wave components. Increased losses are observed for the channel configuration when compared to the slab but the results indicate that the structures can achieve significant coupling in the channel environment as per the slab waveguide configurations. In the full 3-D FDTD
simulations that ran successfully, it was found that the sharpness of the features in the
spectral responses was reduced but retained the shape observed in the 2-D simulation
results. Due to the additional degree of freedom for the quasi-TE modes provided by the
3-D environment, the spectral response was also shifted towards longer wavelengths
corresponding to the longer effective length of features.
Appendix C Catalogue of simulations

This appendix catalogues the majority of the numerous simulations that were run in addition to the simulations discussed in depth in the body of this thesis. Each simulation catalogued generated a summary of results chart along with the data files as shown in the examples in C.3. Unless otherwise noted, the simulations utilized a PML of 1 µm surrounding the simulation domain and a 1 µm waveguide as described in section 4.4. In the propagation direction 1 µm was used each for the source, flux planes, and buffer distance from the structured overlay region. 7 µm was used in the transverse direction. Some simulations are duplicated for various reasons such as the use of different platforms to compare execution time, in order to compare results with different decayed remaining energy in the structure, in order to use different sources, and in order to generate specific field amplitude intensity distribution plots since the data for them is too cumbersome to save in entirety.

C.1 Preliminary simulations

This set of simulations duplicated and extended results found in previous work including convergence testing in order to confirm the operation of the simulation engine and develop ideas respectively. The simulation run cataloging began once the preliminary ground work and methodology was established. In order to determine the effects of non-periodic transitions simulations listed in tables C.1, C.2, C.3, and C.4 were run. An additional comparison was the evolution of the structure towards the better known relief grating through the simulations listed in tables C.5 and C.6.
Table C.1  Periodic overlay simulations.

<table>
<thead>
<tr>
<th>Resolution (points/μm)</th>
<th>Overlay refractive index</th>
<th>Overlay thickness (μm)</th>
<th>Overlay length (μm)</th>
<th>Bragg design wavelength (μm)</th>
<th>Duration of simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>3.6</td>
<td>0.032</td>
<td>20</td>
<td>1.55</td>
<td>752s 60000 time steps</td>
</tr>
<tr>
<td>80</td>
<td>3.6</td>
<td>0.032</td>
<td>20</td>
<td>1.55</td>
<td>2416s 60000 time steps</td>
</tr>
</tbody>
</table>

Table C.2  Simulations of a three layer waveguide terminated with a four layer exit section.

<table>
<thead>
<tr>
<th>Resolution (points/μm)</th>
<th>Overlay refractive index</th>
<th>Overlay thickness (μm)</th>
<th>Overlay length (μm)</th>
<th>Bragg design wavelength (μm)</th>
<th>Duration of simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>3.6</td>
<td>0.032</td>
<td>20</td>
<td>1.55</td>
<td>2242s 60000 time steps</td>
</tr>
<tr>
<td>80</td>
<td>3.6</td>
<td>0.032</td>
<td>20</td>
<td>1.55</td>
<td>7804s = ~2.2h 60000 time steps</td>
</tr>
</tbody>
</table>

Table C.3  Simulations using a four layer lead in and a three layer waveguide for the remainder of the structure.

<table>
<thead>
<tr>
<th>Resolution (points/μm)</th>
<th>Overlay refractive index</th>
<th>Overlay thickness (μm)</th>
<th>Overlay length (μm)</th>
<th>Bragg design wavelength (μm)</th>
<th>Duration of simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>3.6</td>
<td>0.032</td>
<td>20</td>
<td>1.55</td>
<td>2238s 60000 time steps</td>
</tr>
<tr>
<td>80</td>
<td>3.6</td>
<td>0.032</td>
<td>20</td>
<td>1.55</td>
<td>7838s = ~2.2h 60000 time steps</td>
</tr>
</tbody>
</table>

Table C.4  Simulations using a 10 μm four layer section sandwiched in between matching three layer 20 μm sections.

<table>
<thead>
<tr>
<th>Resolution (points/μm)</th>
<th>Overlay refractive index</th>
<th>Overlay thickness (μm)</th>
<th>Overlay length (μm)</th>
<th>Bragg design wavelength (μm)</th>
<th>Duration of simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>3.6</td>
<td>0.032</td>
<td>10</td>
<td>1.55</td>
<td>13272s = ~3.7h 60000 time steps</td>
</tr>
<tr>
<td>80</td>
<td>3.6</td>
<td>0.032</td>
<td>10</td>
<td>1.55</td>
<td>19750s = ~5.5h 60000 time steps</td>
</tr>
</tbody>
</table>
Table C.5  Simulations with three layer lead in and lead out waveguide sections.

<table>
<thead>
<tr>
<th>Resolution (points/μm)</th>
<th>Overlay refractive index</th>
<th>Overlay thickness (μm)</th>
<th>Overlay length (μm)</th>
<th>Bragg design wavelength (μm)</th>
<th>Duration of simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>1.6</td>
<td>0.025</td>
<td>185</td>
<td>1.55</td>
<td>n/a</td>
</tr>
<tr>
<td>160</td>
<td>3.6</td>
<td>0.032</td>
<td>20</td>
<td>1.55</td>
<td>7505s = ~2.1h 60000 time steps</td>
</tr>
<tr>
<td>120</td>
<td>3.6</td>
<td>0.032</td>
<td>20</td>
<td>1.55</td>
<td>4555s 60000 time steps</td>
</tr>
<tr>
<td>80</td>
<td>3.1</td>
<td>0.046</td>
<td>20</td>
<td>1.55</td>
<td>2351s 60000 time steps</td>
</tr>
<tr>
<td>80</td>
<td>2.6</td>
<td>0.0734</td>
<td>20</td>
<td>1.55</td>
<td>2325s 60000 time steps</td>
</tr>
<tr>
<td>80</td>
<td>2.1</td>
<td>0.145</td>
<td>20</td>
<td>1.55</td>
<td>2342s 60000 time steps</td>
</tr>
<tr>
<td>80</td>
<td>1.6</td>
<td>0.721</td>
<td>20</td>
<td>1.55</td>
<td>2245s 60000 time steps</td>
</tr>
<tr>
<td>80</td>
<td>1.6</td>
<td>0.721</td>
<td>30</td>
<td>1.55</td>
<td>2782s 60000 time steps</td>
</tr>
<tr>
<td>80</td>
<td>1.6</td>
<td>0.721</td>
<td>40</td>
<td>1.55</td>
<td>3237s 60000 time steps</td>
</tr>
<tr>
<td>80</td>
<td>1.6</td>
<td>0.721</td>
<td>50</td>
<td>1.55</td>
<td>3850s 60000 time steps</td>
</tr>
<tr>
<td>80</td>
<td>1.6</td>
<td>0.721</td>
<td>60</td>
<td>1.55</td>
<td>4445s 60000 time steps</td>
</tr>
</tbody>
</table>

Table C.6  Simulations with four layer lead in and lead out waveguide sections.

<table>
<thead>
<tr>
<th>Resolution (points/μm)</th>
<th>Overlay refractive index</th>
<th>Overlay thickness (μm)</th>
<th>Waveguide thickness (μm)</th>
<th>Overlay length (μm)</th>
<th>Bragg design wavelength (μm)</th>
<th>Duration of simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>1.6</td>
<td>0.721</td>
<td>1.00</td>
<td>40</td>
<td>1.55</td>
<td>3324s 60000 steps</td>
</tr>
<tr>
<td>80</td>
<td>1.6</td>
<td>0.72</td>
<td>1.00</td>
<td>60</td>
<td>1.55</td>
<td>4439s 60000 steps</td>
</tr>
<tr>
<td>80</td>
<td>1.6</td>
<td>0.48</td>
<td>1.24</td>
<td>60</td>
<td>1.55</td>
<td>4278s 60000 steps</td>
</tr>
<tr>
<td>80</td>
<td>1.6</td>
<td>0.24</td>
<td>1.48</td>
<td>60</td>
<td>1.55</td>
<td>4613s 60000 steps</td>
</tr>
<tr>
<td>40</td>
<td>1.6</td>
<td>0.24</td>
<td>1.48</td>
<td>120</td>
<td>1.55</td>
<td>2373s 60000 steps</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>1.6</td>
<td>0.24</td>
<td>1.48</td>
<td>120</td>
<td>1.55</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>1.6</td>
<td>0.24</td>
<td>1.48</td>
<td>180</td>
<td>1.55</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>1.6</td>
<td>0.24</td>
<td>1.48</td>
<td>180</td>
<td>1.55</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>1.6</td>
<td>0.24</td>
<td>1.48</td>
<td>180</td>
<td>1.55</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>1.6</td>
<td>0.24</td>
<td>1.48</td>
<td>180</td>
<td>1.55</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>1.6</td>
<td>0.24</td>
<td>1.48</td>
<td>180</td>
<td>1.55</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>1.6</td>
<td>0.24</td>
<td>1.48</td>
<td>180</td>
<td>1.55</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>1.6</td>
<td>0.24</td>
<td>1.48</td>
<td>180</td>
<td>1.55</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>1.6</td>
<td>0.24</td>
<td>1.48</td>
<td>180</td>
<td>1.55</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>1.6</td>
<td>0.24</td>
<td>1.48</td>
<td>180</td>
<td>1.55</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>1.6</td>
<td>0.12</td>
<td>1.00</td>
<td>180</td>
<td>1.55</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>1.6</td>
<td>0.06</td>
<td>1.00</td>
<td>180</td>
<td>1.55</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>1.6</td>
<td>0.03</td>
<td>1.00</td>
<td>180</td>
<td>1.55</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>1.6</td>
<td>0.03</td>
<td>0.97</td>
<td>180</td>
<td>1.55</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>1.6</td>
<td>0.06</td>
<td>0.94</td>
<td>180</td>
<td>1.55</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>1.6</td>
<td>0.12</td>
<td>0.88</td>
<td>180</td>
<td>1.55</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>1.6</td>
<td>0.24</td>
<td>0.76</td>
<td>180</td>
<td>1.55</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>1.6</td>
<td>0.03</td>
<td>0.97</td>
<td>180</td>
<td>1.55</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>1.6</td>
<td>0.03</td>
<td>0.97</td>
<td>180</td>
<td>1.55</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>1.6</td>
<td>0.03</td>
<td>0.97</td>
<td>180</td>
<td>1.55</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>1.6</td>
<td>0.03</td>
<td>0.97</td>
<td>180</td>
<td>1.55</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>1.6</td>
<td>0.03</td>
<td>0.97</td>
<td>180</td>
<td>1.55</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>1.6</td>
<td>0.03</td>
<td>0.97</td>
<td>180</td>
<td>1.55</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>1.6</td>
<td>0.03</td>
<td>0.97</td>
<td>180</td>
<td>1.55</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>1.6</td>
<td>0.03</td>
<td>0.97</td>
<td>180</td>
<td>1.55</td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>1.6</td>
<td>0.03</td>
<td>0.97</td>
<td>180</td>
<td>1.55</td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>1.6</td>
<td>0.03</td>
<td>0.97</td>
<td>180</td>
<td>1.55</td>
<td></td>
</tr>
<tr>
<td>160</td>
<td>3.6</td>
<td>0.032</td>
<td>1.00</td>
<td>20</td>
<td>1.55</td>
<td></td>
</tr>
<tr>
<td>160</td>
<td>3.6</td>
<td>0.032</td>
<td>1.10</td>
<td>20</td>
<td>1.55</td>
<td></td>
</tr>
<tr>
<td>160</td>
<td>3.6</td>
<td>0.032</td>
<td>0.90</td>
<td>20</td>
<td>1.55</td>
<td></td>
</tr>
</tbody>
</table>
C.2 Parametric analysis simulations

Simulations for the parametric analysis began as listed in table C.7. During this set of simulation convergence continued to be confirmed.

Table C.7 Simulations probing convergence of simulation results and structure parameters.

<table>
<thead>
<tr>
<th>Resolution (points/μm)</th>
<th>Overlay refractive index</th>
<th>Overlay thickness (μm)</th>
<th>Overlay length (μm)</th>
<th>Bragg design wavelength (μm)</th>
<th>Duration of simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>160</td>
<td>3.6</td>
<td>0.015</td>
<td>10</td>
<td>1.55</td>
<td>134440s</td>
</tr>
<tr>
<td>160</td>
<td>3.6</td>
<td>0.015</td>
<td>30</td>
<td>1.55</td>
<td>638568s</td>
</tr>
<tr>
<td>160</td>
<td>3.1</td>
<td>0.015</td>
<td>18.5</td>
<td>1.55</td>
<td>144385s</td>
</tr>
<tr>
<td>160</td>
<td>2.6</td>
<td>0.015</td>
<td>18.5</td>
<td>1.55</td>
<td>161608s</td>
</tr>
<tr>
<td>160</td>
<td>1.6</td>
<td>0.015</td>
<td>18.5</td>
<td>1.55</td>
<td>144680s</td>
</tr>
<tr>
<td>40</td>
<td>3.6</td>
<td>0.025</td>
<td>18.5</td>
<td>1.55</td>
<td>791s</td>
</tr>
<tr>
<td>80</td>
<td>3.6</td>
<td>0.025</td>
<td>18.5</td>
<td>1.55</td>
<td>16686s</td>
</tr>
<tr>
<td>120</td>
<td>3.6</td>
<td>0.025</td>
<td>18.5</td>
<td>1.55</td>
<td>85490s</td>
</tr>
<tr>
<td>150</td>
<td>3.6</td>
<td>0.025</td>
<td>18.5</td>
<td>1.55</td>
<td>93386s</td>
</tr>
<tr>
<td>160</td>
<td>3.6</td>
<td>0.025</td>
<td>18.5</td>
<td>1.55</td>
<td>135214s = ~38h</td>
</tr>
<tr>
<td>40</td>
<td>3.6</td>
<td>0.026</td>
<td>18.5</td>
<td>1.55</td>
<td>7702s</td>
</tr>
<tr>
<td>80</td>
<td>3.6</td>
<td>0.026</td>
<td>18.5</td>
<td>1.55</td>
<td>14373s</td>
</tr>
<tr>
<td>120</td>
<td>3.6</td>
<td>0.026</td>
<td>18.5</td>
<td>1.55</td>
<td>46736s</td>
</tr>
<tr>
<td>150</td>
<td>3.6</td>
<td>0.026</td>
<td>18.5</td>
<td>1.55</td>
<td>96031s = ~27h</td>
</tr>
<tr>
<td>160</td>
<td>3.6</td>
<td>0.026</td>
<td>18.5</td>
<td>1.55</td>
<td>128878s</td>
</tr>
<tr>
<td>160</td>
<td>3.6</td>
<td>0.025</td>
<td>18.5</td>
<td>1.55</td>
<td>288399s</td>
</tr>
<tr>
<td>160</td>
<td>3.6</td>
<td>0.025</td>
<td>18.5</td>
<td>1.55</td>
<td>142996s</td>
</tr>
<tr>
<td>160</td>
<td>3.6</td>
<td>0.025</td>
<td>18.5</td>
<td>1.55</td>
<td>135214s</td>
</tr>
<tr>
<td>160</td>
<td>3.6</td>
<td>0.025</td>
<td>18.5</td>
<td>1.55</td>
<td>134188s</td>
</tr>
<tr>
<td>160</td>
<td>3.6</td>
<td>0.025</td>
<td>18.5</td>
<td>1.55</td>
<td>140542s</td>
</tr>
<tr>
<td>160</td>
<td>3.6</td>
<td>0.032</td>
<td>10</td>
<td>1.55</td>
<td>117071s = ~33h</td>
</tr>
<tr>
<td>160</td>
<td>3.6</td>
<td>0.032</td>
<td>20</td>
<td>1.55</td>
<td>148449s</td>
</tr>
<tr>
<td>160</td>
<td>3.6</td>
<td>0.032</td>
<td>30</td>
<td>1.55</td>
<td>664389s = ~185h</td>
</tr>
<tr>
<td>160</td>
<td>3.6</td>
<td>0.032</td>
<td>18.5</td>
<td>1.55</td>
<td>133363s</td>
</tr>
<tr>
<td>160</td>
<td>3.6</td>
<td>0.030</td>
<td>18.5</td>
<td>1.55</td>
<td>129532s</td>
</tr>
<tr>
<td>160</td>
<td>3.6</td>
<td>0.026</td>
<td>18.5</td>
<td>1.55</td>
<td>128878s</td>
</tr>
<tr>
<td>Value</td>
<td>Value</td>
<td>Value</td>
<td>Value</td>
<td>Value</td>
<td>Value</td>
</tr>
<tr>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
</tr>
<tr>
<td>160</td>
<td>3.6</td>
<td>0.025</td>
<td>18.5</td>
<td>1.55</td>
<td>135214s</td>
</tr>
<tr>
<td>160</td>
<td>3.6</td>
<td>0.020</td>
<td>18.5</td>
<td>1.55</td>
<td>137884s</td>
</tr>
<tr>
<td>160</td>
<td>3.6</td>
<td>0.015</td>
<td>18.5</td>
<td>1.55</td>
<td>143261s</td>
</tr>
<tr>
<td>160</td>
<td>3.1</td>
<td>0.025</td>
<td>18.5</td>
<td>1.55</td>
<td>142374s</td>
</tr>
<tr>
<td>160</td>
<td>2.6</td>
<td>0.025</td>
<td>18.5</td>
<td>1.55</td>
<td>149050s</td>
</tr>
<tr>
<td>160</td>
<td>2.1</td>
<td>0.025</td>
<td>18.5</td>
<td>1.55</td>
<td>157160s</td>
</tr>
<tr>
<td>160</td>
<td>1.6</td>
<td>0.025</td>
<td>18.5</td>
<td>1.55</td>
<td>139210s</td>
</tr>
<tr>
<td>160</td>
<td>3.6</td>
<td>0.025</td>
<td>10</td>
<td>1.55</td>
<td>127220s = ~35h</td>
</tr>
<tr>
<td>160</td>
<td>3.6</td>
<td>0.025</td>
<td>20</td>
<td>1.55</td>
<td>346488s = ~96h</td>
</tr>
<tr>
<td>160</td>
<td>3.6</td>
<td>0.025</td>
<td>30</td>
<td>1.55</td>
<td>273658s = ~76h</td>
</tr>
<tr>
<td>160</td>
<td>3.6</td>
<td>0.025</td>
<td>40</td>
<td>1.55</td>
<td>420971s = ~117h</td>
</tr>
<tr>
<td>160</td>
<td>3.6</td>
<td>0.025</td>
<td>50</td>
<td>1.55</td>
<td>710912s = 198h</td>
</tr>
<tr>
<td>160</td>
<td>3.6</td>
<td>0.032</td>
<td>10</td>
<td>1.55</td>
<td>62197s = ~17.3h</td>
</tr>
<tr>
<td>160</td>
<td>3.6</td>
<td>0.032</td>
<td>10</td>
<td>1.55</td>
<td>2658s = ~0.75h</td>
</tr>
<tr>
<td>160</td>
<td>3.6</td>
<td>0.032</td>
<td>10</td>
<td>1.55</td>
<td>1753s = 16962 time steps</td>
</tr>
<tr>
<td>160</td>
<td>3.6</td>
<td>0.032</td>
<td>10</td>
<td>1.55</td>
<td>1480s = 16972 time steps</td>
</tr>
<tr>
<td>160</td>
<td>3.6</td>
<td>0.032</td>
<td>10</td>
<td>1.55</td>
<td>2175s = 2535s</td>
</tr>
<tr>
<td>160</td>
<td>3.6</td>
<td>0.032</td>
<td>30</td>
<td>1.55</td>
<td>5995s = ~1.5h</td>
</tr>
<tr>
<td>160</td>
<td>3.6</td>
<td>0.032</td>
<td>10</td>
<td>1.55</td>
<td>26918s = ~7.5h</td>
</tr>
<tr>
<td>160</td>
<td>3.6</td>
<td>0.032</td>
<td>10</td>
<td>1.55</td>
<td>56913s = ~16h</td>
</tr>
<tr>
<td>160</td>
<td>3.6</td>
<td>0.032</td>
<td>10</td>
<td>1.55</td>
<td>2869s = 32000 time steps</td>
</tr>
<tr>
<td>160</td>
<td>3.6</td>
<td>0.032</td>
<td>10</td>
<td>1.55</td>
<td>2923s = 32000 time steps</td>
</tr>
<tr>
<td>160</td>
<td>3.6</td>
<td>0.032</td>
<td>10</td>
<td>1.55</td>
<td>2909s = 32000 time steps</td>
</tr>
<tr>
<td>160</td>
<td>3.6</td>
<td>0.032</td>
<td>10</td>
<td>1.55</td>
<td>6280s = ~1.75h</td>
</tr>
<tr>
<td>160</td>
<td>3.6</td>
<td>0.032</td>
<td>20</td>
<td>1.55</td>
<td>26918s = ~7.5h</td>
</tr>
<tr>
<td>160</td>
<td>3.6</td>
<td>0.032</td>
<td>20</td>
<td>1.55</td>
<td>5902s = 50000 time steps</td>
</tr>
<tr>
<td>160</td>
<td>3.6</td>
<td>0.032</td>
<td>20</td>
<td>1.55</td>
<td>11969s = ~3.3h</td>
</tr>
<tr>
<td>160</td>
<td>3.6</td>
<td>0.032</td>
<td>30</td>
<td>1.55</td>
<td>19556s = ~5.5h</td>
</tr>
<tr>
<td>160</td>
<td>3.6</td>
<td>0.032</td>
<td>30</td>
<td>1.55</td>
<td>18230s = ~5.1h</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>120000</td>
<td>160</td>
<td>3.6</td>
<td>0.032</td>
<td>40</td>
<td>1.55</td>
<td>2265185s = ~26.2d</td>
<td>1589000 time steps</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1589000</td>
<td>160</td>
<td>3.6</td>
<td>0.032</td>
<td>20</td>
<td>1.55</td>
<td>22172s = ~6.2h</td>
<td>60000 time steps</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60000</td>
<td>160</td>
<td>3.6</td>
<td>0.032</td>
<td>10</td>
<td>1.4091</td>
<td>721s = ~1.9h</td>
<td>60000 time steps</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30000</td>
<td>160</td>
<td>3.6</td>
<td>0.020</td>
<td>10</td>
<td>1.4091</td>
<td>30000 time steps</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30000</td>
<td>160</td>
<td>3.6</td>
<td>0.026</td>
<td>10</td>
<td>1.4091</td>
<td>30000 time steps</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30000</td>
<td>160</td>
<td>3.6</td>
<td>0.032</td>
<td>10</td>
<td>1.4091</td>
<td>30000 time steps</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30000</td>
<td>160</td>
<td>3.6</td>
<td>0.038</td>
<td>10</td>
<td>1.4091</td>
<td>30000 time steps</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30000</td>
<td>160</td>
<td>3.6</td>
<td>0.020</td>
<td>10</td>
<td>1.5500</td>
<td>30000 time steps</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30000</td>
<td>160</td>
<td>3.6</td>
<td>0.026</td>
<td>10</td>
<td>1.5500</td>
<td>30000 time steps</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30000</td>
<td>160</td>
<td>3.6</td>
<td>0.032</td>
<td>10</td>
<td>1.5500</td>
<td>30000 time steps</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30000</td>
<td>160</td>
<td>3.6</td>
<td>0.038</td>
<td>10</td>
<td>1.5500</td>
<td>30000 time steps</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30000</td>
<td>160</td>
<td>3.6</td>
<td>0.020</td>
<td>10</td>
<td>1.7222</td>
<td>30000 time steps</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30000</td>
<td>160</td>
<td>3.6</td>
<td>0.026</td>
<td>10</td>
<td>1.7222</td>
<td>30000 time steps</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30000</td>
<td>160</td>
<td>3.6</td>
<td>0.032</td>
<td>10</td>
<td>1.7222</td>
<td>30000 time steps</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30000</td>
<td>160</td>
<td>3.6</td>
<td>0.038</td>
<td>10</td>
<td>1.7222</td>
<td>30000 time steps</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30000</td>
<td>160</td>
<td>3.6</td>
<td>0.020</td>
<td>10</td>
<td>1.9375</td>
<td>30000 time steps</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30000</td>
<td>160</td>
<td>3.6</td>
<td>0.026</td>
<td>10</td>
<td>1.9375</td>
<td>30000 time steps</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30000</td>
<td>160</td>
<td>3.6</td>
<td>0.032</td>
<td>10</td>
<td>1.9375</td>
<td>30000 time steps</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30000</td>
<td>160</td>
<td>3.6</td>
<td>0.038</td>
<td>10</td>
<td>1.9375</td>
<td>30000 time steps</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30000</td>
<td>160</td>
<td>3.6</td>
<td>0.020</td>
<td>20</td>
<td>1.4091</td>
<td>60000 time steps</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30000</td>
<td>160</td>
<td>3.6</td>
<td>0.026</td>
<td>20</td>
<td>1.4091</td>
<td>60000 time steps</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30000</td>
<td>160</td>
<td>3.6</td>
<td>0.032</td>
<td>20</td>
<td>1.4091</td>
<td>60000 time steps</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30000</td>
<td>160</td>
<td>3.6</td>
<td>0.038</td>
<td>20</td>
<td>1.4091</td>
<td>60000 time steps</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30000</td>
<td>160</td>
<td>3.6</td>
<td>0.020</td>
<td>20</td>
<td>1.5500</td>
<td>60000 time steps</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30000</td>
<td>160</td>
<td>3.6</td>
<td>0.026</td>
<td>20</td>
<td>1.5500</td>
<td>60000 time steps</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30000</td>
<td>160</td>
<td>3.6</td>
<td>0.032</td>
<td>20</td>
<td>1.5500</td>
<td>60000 time steps</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30000</td>
<td>160</td>
<td>3.6</td>
<td>0.038</td>
<td>20</td>
<td>1.5500</td>
<td>60000 time steps</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30000</td>
<td>160</td>
<td>3.6</td>
<td>0.020</td>
<td>20</td>
<td>1.7222</td>
<td>60000 time steps</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30000</td>
<td>160</td>
<td>3.6</td>
<td>0.026</td>
<td>20</td>
<td>1.7222</td>
<td>60000 time steps</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30000</td>
<td>160</td>
<td>3.6</td>
<td>0.032</td>
<td>20</td>
<td>1.7222</td>
<td>60000 time steps</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30000</td>
<td>160</td>
<td>3.6</td>
<td>0.038</td>
<td>20</td>
<td>1.7222</td>
<td>60000 time steps</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30000</td>
<td>160</td>
<td>3.6</td>
<td>0.020</td>
<td>20</td>
<td>1.9375</td>
<td>60000 time steps</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30000</td>
<td>160</td>
<td>3.6</td>
<td>0.026</td>
<td>20</td>
<td>1.9375</td>
<td>60000 time steps</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30000</td>
<td>160</td>
<td>3.6</td>
<td>0.032</td>
<td>20</td>
<td>1.9375</td>
<td>60000 time steps</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30000</td>
<td>160</td>
<td>3.6</td>
<td>0.038</td>
<td>20</td>
<td>1.9375</td>
<td>60000 time steps</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
C.3 Sensor structure simulations

Initially sensor structure simulations were run for varying saline concentrations and sensor interaction lengths. The simulations listed in table C.8 began to investigate the sensor structure with the decided upon length and with glycerol in mind.

Table C.8 Sensor structure simulations to determine the response for mixtures of water and glycerol.

<table>
<thead>
<tr>
<th>Resolution (points/ µm)</th>
<th>Superstrate refractive index</th>
<th>Overlay thickness (µm)</th>
<th>Overlay length (µm)</th>
<th>Bragg design wavelength (µm)</th>
<th>Duration of simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>160</td>
<td>1.3300</td>
<td>0.020</td>
<td>20</td>
<td>1.55</td>
<td>60000 time steps</td>
</tr>
<tr>
<td>160</td>
<td>1.3541*</td>
<td>0.020</td>
<td>20</td>
<td>1.55</td>
<td>60000 time steps</td>
</tr>
<tr>
<td>160</td>
<td>1.3782*</td>
<td>0.020</td>
<td>20</td>
<td>1.55</td>
<td>60000 time steps</td>
</tr>
<tr>
<td>160</td>
<td>1.4023*</td>
<td>0.020</td>
<td>20</td>
<td>1.55</td>
<td>60000 time steps</td>
</tr>
<tr>
<td>160</td>
<td>1.4264*</td>
<td>0.020</td>
<td>20</td>
<td>1.55</td>
<td>60000 time steps</td>
</tr>
<tr>
<td>160</td>
<td>1.4505*</td>
<td>0.020</td>
<td>20</td>
<td>1.55</td>
<td>60000 time steps</td>
</tr>
<tr>
<td>160</td>
<td>1.4746</td>
<td>0.020</td>
<td>20</td>
<td>1.55</td>
<td>60000 time steps</td>
</tr>
</tbody>
</table>

*For these simulations the summary of results charts follow the table as examples.
Figure C.1 Summary of results chart for a sensor structure superstrate refractive index of 1.3541.
Figure C.2 Summary of results chart for a sensor structure superstrate refractive index of 1.3792.
Figure C.3  Summary of results chart for a sensor structure superstrate refractive index of 1.4023.
Figure C.4 Summary of results chart for a sensor structure superstrate refractive index of 1.4264.
Figure C.5  Summary of results chart for a sensor structure superstrate refractive index of 1.4505.
C.4 3-D simulations

Table C.9 lists the 3-D simulations which were run on several platforms as discussed in appendix B.

<table>
<thead>
<tr>
<th>Dimensions in μm</th>
<th>Resolution (points/ μm)</th>
<th>GB RAM</th>
<th>s/step</th>
</tr>
</thead>
<tbody>
<tr>
<td>3x3x10</td>
<td>10</td>
<td>0.821</td>
<td>0.03</td>
</tr>
<tr>
<td>3x3x10</td>
<td>20</td>
<td>1.204</td>
<td>0.1</td>
</tr>
<tr>
<td>3x3x10</td>
<td>30</td>
<td>2.179</td>
<td>0.3</td>
</tr>
<tr>
<td>3x3x10</td>
<td>40</td>
<td>3.922</td>
<td>0.6</td>
</tr>
<tr>
<td>3x3x10</td>
<td>50</td>
<td>6.737</td>
<td>1.3</td>
</tr>
<tr>
<td>7x7x20</td>
<td>40</td>
<td>20.562</td>
<td>4</td>
</tr>
<tr>
<td>3x3x10</td>
<td>160</td>
<td>n/a</td>
<td>11</td>
</tr>
</tbody>
</table>

plus 1.5 h to discretize simulation domain
Appendix D Multimode and taper structures

This appendix examines several structures of interest that were discovered alongside the main body of this work.[60,61] In the multimode discussion in section 3.2, it is discovered that it is possible to have the effective index of a 3 layer mode and a 4 layer mode match. This results in the field profile of the fundamental mode of the 3 layer waveguide overlapping exactly for exceptional coupling in the substrate and waveguide regions with the field profile of the second mode when the overlay is added. The second novel feature was that the MMI behaviour of the 4 layer waveguide structure between two 3 layer waveguide sections provides layer specific coupling control. Expanding on these a third interesting feature is the way tapers can be used to couple to the overlay. Although in the previous finding, a 4 layer mode overlaps well with a three layer mode, the energy is still predominantly in the guiding layer. In order to couple energy into the overlay, it is possible to both taper the underlying waveguide and taper the overlay such that the mode is transitioned into the overlay. Figure D.1 shows the cross section of such a structure with the addition of the reverse process, allowing the mode to be coupled back into the waveguide.

![Figure D.1](image)

**Figure D.1** Double taper layer configuration shown by shading in proportion to refractive index.

In addition, the taper can take place from above such that the overlay is placed directly on the substrate akin to SOI and the guiding layer is deposited afterward. Figure D.2 shows...
such a structure showing the optional tapering of the deposited guiding layer with a dashed line.

![Diagram of over-guide configuration in the SOI platform showing optional removal of a portion of the guiding layer material.](image)

**Figure D.2 Over-guide configuration in the SOI platform showing optional removal of a portion of the guiding layer material.**

### D.1 Structure details for simulation

The source polarization considered for these structures is TE with a wavelength ranging from 1.2 μm to 2.0 μm. For the overlapping 3 and 4 layer modes with the same effective index, the waveguide is 2 μm thick with an index of refraction of 1.60 and the overlay is 285 nm thick with an index of refraction of 3.48. The superstrate is taken to have an index of refraction of 1.00 and the substrate is taken to have an index of refraction of 1.50. The field equations were analytically solved and for modal simulation, a 10 μm three layer section is followed by a 100 μm four layer region. For the MMI simulation, the 3 layer lead in is 5 μm long and the 4 layer structure with the un-patterned overlay is 40 μm long followed by a 5 μm long 3 layer exit waveguide. The superstrate above the overlay is taken to have a nominal refractive index of 1.00 unless used as a sensor in which case it takes the value of the material to be sensed. The length of the four layer section is also modified for sensor applications. The structure is discretized on a square grid of 240 points per micron with a 1.5 μm thick PML.
The design of the coupling tapers uses a waveguide 1 μm thick with no overlay which is transitioned by using a 50 μm long tapered section to the full thickness of the high refractive index overlay of 250 nm and no extra waveguide. The modal overlap was evaluated every 0.1 μm along the tapers. The taper structure with the guide deposited over the tapered SOI-like high refractive index layer is simulated for both the case with the tapered guide and the case with the guide at a consistent thickness.

D.2 Simulation results

For the multimode structure the modal approach, results in figure D.3 demonstrate the feature where the 3 layer mode overlaps the 4 layer mode identically in the substrate and waveguide for a wavelength of 1.78 μm. Also demonstrated is the self-imaging and periodic behaviour at the design wavelength of 1.55 μm.

Figure D.3 Modal approach results for wavelengths of 1.55 and 1.78 μm from top to bottom respectively.

For both the well overlapped case and the MMI case, the modal evolution is shown with the addition of the time varying component from the FDTD simulation as pictured in figure D.4. The FDTD simulation results also differ from the modal result appearance due to the shorter extent of both the overlay and the entire domain in the propagation direction. The scattering of the light is also apparent for the wavelength of 1.55 μm due
to the length of the overlay being selected at a point where coupling has taken place to
the overlay and not a self-imaging length.

\[ \lambda = 1.55 \mu m \]

\[ \lambda = 1.78 \mu m \]

Figure D.4  FDTD results for wavelengths of 1.55 and 1.78 \( \mu m \) from top to bottom respectively.

For the sensor application, a 4 layer section length of 32.4 \( \mu m \) is simulated to
demonstrate a reduction trend in the structure’s output 3 layer power as the superstrate
refractive index value increases in a range from 1.00 representing air to be able to sense
low index gasses. In addition, this 4 layer section length provides increasing output 3
layer power for a second range starting from a refractive index of 1.315 representing pure
water increasing towards refractive indices representative of saturated glucose solutions.
As shown in figure D.5, a longer length can be used to provide higher sensitivity for
smaller ranges.
Figure D.5 Three layer output power versus 4 layer superstrate refractive index for lengths of 32.4 μm and 262 μm.

The modal approach is used to address coupling to high dielectric modes and the double taper is found to couple 98.2% of the input light into the high dielectric layer mode. The FDTD simulation result of this double taper configuration pictured in figure D.1 is shown in figure D.6.

Figure D.6 FDTD field distribution for double taper structure with the design wavelength of 1.55 μm.

Using the time averaged pointing vector, the FDTD result is found to have coupled 96.2% of the input light into the high dielectric. Calculating the overlap integral of the modes of the two 3 layer structures provides the direct coupling field coefficient of 0.17. When the high dielectric overlay is applied directly to the substrate and the guiding layer is deposited over it, simulations are again conducted using a modal approach as well as
FDTD. The results are shown in figure D.7 for both including the removal and tapering of the deposited layer over the high dielectric layer as well as for the case with the constant thickness deposited waveguide.

![Image](image)

Figure D.7 Modal approach results on left and FDTD results on right for taper coupler with deposited waveguide also tapered and removed above dielectric (top images) and with constant thickness deposited waveguide (bottom images).

D.3 Comparison and performance evaluation

A brief foray has shown that multimode waveguides can provide alternate coupling scenarios and devices not possible in single mode configurations. The well overlapped 4 layer mode can be well coupled to; however, then the light continues to propagate primarily in a mode similar to the 3 layer mode without much energy in the overlay. However, at the correct wavelength, an MMI like behaviour is demonstrated with the energy transitioning back and forth from the guide to the overlay. When the appropriate length is chosen, this can provide device opportunities for filters, sensors, etc. The sensor results demonstrate a trade-off of sensitivity and specificity. A shorter 4 layer length not only has less sensor area but also provides distinguishable readings for a larger range of
refractive indices while a longer 4 layer sensing region provides higher sensitivity albeit with a smaller range of distinguishable readings.

With some fabrication effort, taper couplers can provide many times more efficient coupling to high dielectric waveguides from glass than direct coupling albeit consuming platform real estate. The modal method and FDTD simulation results are in close agreement. The investigation of depositing the waveguide over top of the high refractive index dielectric layer provides a useful method of coupling from glass mode dimensions yet allowing the benefits of high refractive index devices typical of the SOI platform without substantial power losses. It is interesting that the removal and tapering of the deposited guide over the high dielectric region does not significantly change the simulation results. This suggests that this step is not a necessary added complexity since, although the structure becomes multimode, only the fundamental mode is coupled to provided that the conditions are not changed significantly from the simulation. It would be important to consider the design conditions when considering longer devices with increased opportunity for scattering from surface roughness.
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