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Abstract

One of the main expected characteristics of the envisioned 5G wireless cellular networks is heterogeneity. Heterogeneity is expected in both supply and demand. In the supply side, the network access part will be comprised of heterogeneous base stations (BSs) with different transmit powers, antenna heights, and radio technologies including macro-BSs, pico-BSs, femto-BSs, and wi-fi access points (HetNets). The spatial distribution of BSs is also heterogeneous (non-uniform) since the deployment of BSs is not carefully planned anymore and follows the customer requirements. In the demand side, the distribution of user equipments (UEs) is heterogeneous in the time domain as well as in the space domain due to the emergence of various applications with different rate requirements such as machine type communications (MTC) and also the heterogeneity of population density specially in municipal areas.

Nevertheless, an enormous majority of the existing literature on traffic modeling in wireless cellular networks consider only homogeneous (uniform) traffic scenarios. In particular, two independent Poisson point processes (PPPs) are excessively used to model the spatial distribution of UEs and BSs. PPP might be a fitting process for BSs but it is not an accurate model for the UE distributions. The assumption of independence between BSs and UEs is also not realistic since BSs (specially small-cell BSs) are usually deployed in UE hotspots.

In this thesis, we propose an accurate, realistic, simple, and adjustable modeling for the future heterogeneous wireless cellular networks with heterogeneous traffic distributions (HetHetNets). First, we propose a traffic modeling process describing a systematic approach to traffic modeling. According to the proposed process, we introduce a traffic modeling in which the heterogeneity of the UE distribution as well as the correlation between UEs and BSs are adjustable. Then, we show the impact of the traffic heterogeneity and the UE-BS correlation on the performance of HetHetNets. Finally, we present algorithms and applications in wireless networks which can exploit this realistic traffic modeling to enhance the network performance.
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Chapter 1

Introduction

1.1 Motivation

The 5th generation of wireless cellular networks (5G) are expected to be implemented and deployed in 2020s [1] to provide a high performance, high rate, and low latency radio access service to a diverse population of users with various user equipments (UEs) providing a reliable infrastructure for enabling advanced applications such as machine type communications (MTC) and Internet of things (IoT) [2].

Due to the rapid proliferation of a broad range of wireless devices such as smartphones and tablets with powerful processing capabilities and ambitious data rate expectations, the number of users relying on the wireless cellular infrastructure for Internet connectivity, as well as the traffic demand per user, are increasing dramatically while wireless resources remain limited. Getting the maximum performance gain out of these limited resources is the main focus of wireless cellular research.

With the advent of the increasingly diversified usage scenarios and applications in the envisioned 5G wireless networks, the traffic (demand) distribution in time domain and space domain is getting increasingly heterogeneous (non-uniform). Therefore, future generation (5G and beyond) cellular networks have to deal not only with an extreme traffic demand increase, but also an extreme level of heterogeneity in the distribution of that demand in both space and time.

Adjustable and realistic network traffic models in the space domain (i.e., UE distribution in the network) and the time domain (i.e., data rate demand for each UE over time) play a significant role in characterizing and analyzing the performance of a network as they provide traffic patterns to test network behavior under various conditions. As such, coping with the performance-related challenges in such networks
often necessitates the availability of realistic, yet relatively simple and manageable, traffic models.

The statistics of the signal-to-interference-plus-noise ratio (SINR) are the key to the performance analysis of heterogeneous wireless cellular networks. The signal strengths and interference levels depend strongly on the network geometry, i.e., the relative positions of the transmitters and the receivers. Accordingly, in heterogeneous wireless cellular networks, spatial statistics of the traffic demand (UE distribution) as well as those of the service points (BS distribution) have direct impact on the network performance.

In the traditional single-tier homogeneous wireless cellular networks, usually, the macro-BSs have been assumed to be located in deterministic hexagonal grids [3]. With the advent of multi-tier heterogeneous cellular networks (HetNets)\(^1\), two major transitions have occurred in network modeling. First, small-cell BSs with varying communication characteristics (such as pico-BSs and femto-BSs) have been envisioned to be deployed in the network. Secondly, it has also become apparent that the regular grid topology assumption for BS locations does not hold anymore mainly due to the fact that small-cell BSs will often be deployed in UE hot-spots which are rather randomly distributed. Therefore, in the contemporary HetNets literature, BS locations have been modeled by Poisson point processes (PPPs).

In addition to the PPP model for the BS locations, it is becoming increasingly common to model the UE locations as another independent homogeneous PPP [4, 5]. Although the recently adopted PPP model for the UE locations is more realistic in comparison to the most common UE location model used in the earlier literature, in which the location of a fixed number of UEs in a cell are determined through two dimensional (2D) uniform random processes, the PPP model does not adequately represent the scenarios in which UEs are heterogeneously distributed (e.g., clustered). Moreover, the independence assumption between the two PPPs (for UE and BS locations) does not capture the correlation between the UE and BS locations observed in reality.

The real UE distributions are seldom pure PPPs. Due to the deployment of small-cell BSs in UE hot-spots, the correlation between UEs and BSs is an apparent phenomenon in HetNets. Network users are usually concentrated at social attractions such as residential and office buildings, shopping malls, and bus stations. Studying

\(^1\)In this thesis we use the terms HetNet and Heterogeneous Cellular Network (HCN) interchangeably.
the UE distributions of more extreme characteristics and their impact on network performance is thus an important investigation. The requirement is a continuously adjustable and tunable traffic model which can represent the broad possibilities from completely homogeneous cases (e.g., deterministic lattice) to extremely heterogeneous types (e.g., highly clustered scenarios), and from BS-independent UE locations to highly BS-correlated types.

Only when this realistic spatial traffic model is used in HetNet scenarios, the true impact of traffic characteristics on the network performance can be adequately captured. Obviously, the spatial UE distribution has a major impact on the network’s key performance indicators, such as UE rates and outage probabilities which depend directly on UEs’ SINR statistics. The spatial UE distribution has also an impact on the network energy efficiency. Especially in HetNets with dense small-cell deployments, the cell switch-off approach [6–8] is an effective scheme in energy saving; the extent of cell switch-off depends mainly on the distribution of UEs.

Many algorithms and applications in wireless cellular networks can be enhanced effectively knowing that the traffic is not homogeneous. For instance, user-in-the-loop (UIL) [9], which is a very effective method for shaping traffic distribution in wireless networks in the time domain and the space domain, is directly influenced by the heterogeneity of traffic demand.

On the other hand, many of the algorithms in wireless networks must be examined under heterogeneous scenarios to be considered as fully-tested and comprehensive solutions for network problems. One example of such algorithms is admission control. In admission control methods, the customer request to use the network services must be accepted or rejected. The admission control algorithm decides based on many parameters including the traffic demand distribution of the customer. Therefore, there must be a suitable traffic model for testing such algorithms which is able to model heterogeneous and BS-correlated traffic scenarios.

1.2 Literature Review

The literature review for this thesis can be divided into two main parts. The first part investigates the existing literature on the modeling of heterogeneous traffic in wireless networks. This part is presented in Section 1.2.1. The second part studies the current art on specific applications and algorithms in wireless networks which require
1.2.1 State of the Art on Heterogeneous Traffic Modeling

Traffic demand modeling in the time domain has been investigated well in the literature [10–17]. Traditionally in voice-only networks, homogeneous Poissonian models were accurate enough to model traffic in time. After the emergence of different applications, such as video and data with variable rates, the Poisson model failed to capture the traffic statistics [10]; as a result, various heterogeneous (super-Poisson) traffic models based on the hidden Markov model (HMM), Markov modulated Poisson process (MMPP) [11] and other stochastic methods have been proposed in the literature and used for performance analysis.

In the space domain, on the other hand, while there are many papers concentrating on the modeling of base station locations using stochastic geometry [4, 18], there are only few works in the literature which take into account the heterogeneous spatial distribution of traffic demand in wireless cellular networks [19–25]. To the best of the authors’ knowledge, none of the existing works provides a statistically adjustable model representing a variety of possible scenarios for UE distribution.

In [19], Bettstetter et al., presented an algorithm to create a random inhomogeneous node distribution based on a neighborhood-dependent thinning approach in a homogeneous PPP. The model, however, can not be used for generating BS-correlated UE patterns, as this is beyond the scope of that model.

In [20], Qvarfordt and Legg presented non-uniform UE layouts (partly clustered around picocells) according to the 3GPP model 4a [21]. However, this model is not designed to adjust the traffic statistically, i.e., the traffic statistics are not measured to be used as an input to the traffic generation function.

Dhillon et al., in [22], proposed a non-uniform UE distribution model. They start with a higher density of BSs. Then they consider a typical UE located at the origin. After selecting the serving BS, they condition on this active link and independently thin the rest of the BS point process so that the resulting density matches the desired density of the actual BSs. It should be pointed out that the situations in which UEs are clustered, but not necessarily around BSs, are not captured by this method.

The spatial traffic modeling method proposed in [24], by Dongheon Lee et al., suggests that the spatial traffic can be approximated by the log-normal or Weibull distribution. This paper considers the statistics of the spatial traffic distribution, but
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it does not discuss the modeling of the cross-correlation of traffic with BS locations.

In [26] we proposed new measures for capturing traffic characteristics in the space domain. The proposed measures can be considered as the analogues of $iat$ in the time domain. Thomas point process was used to generate spatial traffic patterns with desired characteristics. However, the HetNet scenarios are not investigated in our article [26].

In [27] we proposed a novel methodology for the statistical modeling of spatial traffic in wireless cellular networks. The proposed traffic modeling considered the cross-correlation between the UEs and BS locations as well as the CoV as defined in article [26]. The proposed traffic generation method was a density based method with two phases. First, a BS-biased non-uniform density function for the entire field was generated, then the desired point pattern was produced based on that density function. It should be noted, however, that the generation of the density function for all the points in the field (as required in the method proposed in [27]) is computationally intensive. Moreover, the model proposed in [27] is not directly applicable on HetNets because the density function is calculated for a homogeneous macro-only scenario.

In [28], we propose a superior traffic generation method in comparison to that in article [27] which is also applicable to HetNet scenarios and study the impact of spatially heterogeneous traffic on heterogeneous infrastructure. The proposed method is computationally efficient since it does not require the generation of a density function. Some of the key results in our previous works [26] and [27] are also presented in [28] in a comprehensive and coherent way with more analytical detail.

1.2.2 State of the Art on Heterogeneous Traffic Applications

After a short review of the current literature on heterogeneous traffic modeling, we need to study the applications and algorithms which are related to or affected by heterogeneous traffic.

The distributions of the wireless traffic demand and the wireless capacity supply don’t necessarily match in the wireless cellular networks, neither in the time domain nor in the space domain. Commonly, some locations (times) of the network are overloaded while other locations (times) are underloaded. The problem with this lack of match is twofold: 1) In the overloaded parts of the network, the available resources must be shared to serve excessive amounts of demand, which leads to low data rates per user. 2) In the underloaded parts of the network, the unused resources
are wasted. The root cause to this problem is that the idle network capacity and idle resources cannot be reserved in underloaded locations (times) to be transferred to the overloaded locations (times).

One solution to the problem of mismatch between supply distribution and demand distribution is to bring the wireless traffic demand and wireless capacity supply together in the time domain and the space domain. Predictive resource management and user location tracking [29], and optimized small-cell BS deployment in traffic hot-spots, are among mechanisms which try to bring wireless capacity supply to wireless traffic demand location and time. On the other hand, user-in-the-loop (UIL) [9], defined below, is a relatively new and significantly effective method of bringing traffic demand to the time and location of wireless capacity supply (traffic shaping).

The UIL concept aims at influencing the user behavior (which can be viewed as the ‘layer-8’ in OSI network models) in a wireless network in order to obtain a better spectral efficiency by convincing the users to move from one location to a better one or to avoid traffic congestion by postponing session traffic out of the busy hours. Indeed, UIL extends the past assumption of the user being a traffic generating and consuming black box only (in nature similar to the noise input into a system). Instead, the system-theoretic framework allows a control input into the user block, on which the user receives suggestions and incentives (and eventually penalties) in order to convince him to diverge from the default behavior (which is uncontrolled, i.e., open loop), so that the traffic can be shaped [9].

Indeed, complementing the engineering for the growth of the supply side, the engineering for the control of the demand side is referred to as UIL and therefore motivated here. UIL proposes ‘dynamic pricing’ based on user behavior and his willingness to adapt with network situations, compared to current ‘static pricing’ policies. Results from a survey, which measures how willing a user is to respond to such control, are also presented in [9].

Another important algorithm in wireless networks which is dependent on the traffic statistics is admission control (AC). AC can be considered for single-session requests; for instance, when a single user submits a service request to the network. AC can also be considered for groups of user which submit a service request to the network as a group, i.e., virtual network (VN). In this thesis, we focus on AC for wireless virtual networks (VNs) in the context of network function virtualization (NFV). AC is a very well investigated concept and there is huge literature focusing on various
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Aspects of AC [30–33]. However, since the idea of NFV is relatively new [34–36], AC for VNs, also referred to as VN embedding (VNE), has been a hot research topic recently [37–40]. Indeed, AC for single users and single sessions is studied very well but the AC of groups of users (VNs) is relatively recent.

Although there is a rich literature on VNAC in wired networks, there are only few works on wireless VNAC [41–46]. In [41] and [42], even though the authors are discussing VNs, they consider fixed snapshots of UEs and statistical specification of traffic demand is not incorporated. In [43–46], the authors consider statistical arrival of VNs with statistical demands. However, the demand and the resources are not specified in rate or delay but in number of channels. To be more accurate, these papers assume that customers require a specific number of wireless channels, and the network allocates a number of channels to each UE upon availability, i.e., the spectral efficiency is not included in the allocation scheme and rate satisfaction is not the ultimate objective in these works.

The novelty and advantage of our proposed methods is that we consider customer satisfaction in terms of rate, packet delay, and outage probability at the same time which are important performance indicators and relevant QoE parameters for customers. We also assume that VNs have statistical demand profiles and the traffic density is specified for each VN and for various areas of the network.

In [31], a comprehensive classification of AC methods is provided. The first categorization is on central versus distributed methods. Even though the central methods, due to availability of more network-wide information, achieve higher efficiency, they are not appropriate for single-session AC since they are more complicated and result in long delays in decision making and users have lower patience thresholds. However, in VNAC, delay tolerance is higher and using centralized schemes is extremely beneficial. In this thesis, we propose a centralized AC scheme which takes place in NOX.

The next classification in [31] is single-class AC versus multiple-class AC. In traditional wireless networks, since the main network service was voice call, single-class AC schemes were beneficial. However, in 3G, 4G, and 5G+ networks, multimedia services with different QoE requirements are required. Therefore, multiple-class AC schemes are needed. The VNAC method proposed in this thesis is multiple-class and highly flexible in QoE specification.

Finally, the last classification is channel-quality-based versus rate-based methods.
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In the AC methods which are based on channel quality, the new customer is admitted if the channel quality is higher than their requirements. On the other hand, in rate-based AC methods, the new customers are admitted if their required rate can be provided. Although channel-quality-based methods are mathematically easier to deal with, they are not useful in future networks where BS load is a pivotal criteria and UE rates are totally dependent on BS load as well as channel quality. Our proposed method in this thesis is rate-based.

1.3 Objective and Scope

The main objective of this thesis is to present a novel heterogeneous spatial traffic modeling which allows statistical adjustment. Simple and non-parameterized, yet sufficiently accurate, measures for capturing the traffic characteristics in space are introduced. Only two statistical parameters related to the UE distribution, namely, the coefficient of variation (the normalized second-moment), of an appropriately defined inter-UE distance measure, and correlation coefficient (the normalized cross-moment) between UE and BS locations, are adjusted to control the degree of heterogeneity and the bias towards the BS locations, respectively. This model is used in heterogeneous wireless cellular networks (HetNets) to demonstrate the impact of heterogeneous and BS-correlated traffic on the network performance. This network is called HetHetNet since it has two types of heterogeneity: heterogeneity in the infrastructure (supply), and heterogeneity in the spatial traffic distribution (demand).

As a first step to fill the explained void in the literature in Section 1.2, the contributions of this thesis are summarized as follows:

- A spatial traffic modeling approach with adjustable statistical properties, capturing the severity of the heterogeneity and the extent of the correlation with BSs, is introduced. Although the approach is presented in the context of heterogeneous wireless cellular networks, it is very flexible regarding the underlying network technology and it is general enough to be applied to other contexts as well, including Wi-Fi, ad-hoc, and sensor networks.

- Mathematical tools in stochastic geometry, including the Voronoi and Delaunay tessellations, are used to illustrate the similarities between traffic modeling in the time and space domains. This similarity leads to the introduction of new
geometric inter-point distance measures for capturing the properties of spatial point patterns. These measures are chosen in such a way that they resemble the well-known inter-arrival time ($iat$) in the time domain.

- Only two parameters are introduced for a fairly accurate description of a heterogeneous and BS-correlated spatial traffic scenario:
  
  1. The coefficient of variation (CoV) values of the appropriately defined inter-point distance measures are used for specifying the deviations from homogeneity. As stated earlier, the discussed measures in the 2D space domain can be interpreted as the equivalents of the $iat$ measure in the one dimensional (1D) time domain. It is worth mentioning that CoV is a commonly used statistic in traffic and queuing theories.

  2. The correlation coefficient between the spatial UE distribution and the spatial BS distribution is used for specifying the bias of UEs towards BSs.

- The developed methodology is demonstrated in a heterogeneous wireless cellular network (HetNet) to illustrate the effects of the realistic traffic modeling on the performance.

- The heterogeneity of the traffic distribution is used in several algorithms and applications such as wireless virtual network admission control and user-in-the-loop to enhance the network performance or reduce the network cost.

### 1.4 Organization of Thesis

This thesis is organized as follows. In Chapter 1, an introduction to the HetHetNets is presented and the motivations, existing literature, scope, and objectives of the thesis are explained along with the publications resulted from this line of research. The thesis is then divided into two main parts:

- In the first part (Chapters 2 and 3), various methods and aspects of HetHetNet modeling are studied. In Chapter 2, our novel methodology and procedure for HetHetNet modeling for future 5G networks is presented. We also introduce CoV, a unified and non-parameterized metric for capturing and measuring the heterogeneity of UE distributions. An analytical investigation and modeling of HetHetNets is presented in Chapter 3.
• In the second part (Chapters 4, 5, and 6), the algorithms and the applications which can take advantage of the proposed modeling to enhance network performance are described. In Chapter 4 the user-in-the-loop (UIL) method is investigated in a HetHetNet with limited backhaul capacities. In Chapter 5, the virtual network (VN) admission control problem is studied in a HetHetNet and is formulated as a convex optimization problem. In Chapter 6, a service-based admission control method is presented that includes the network backhaul in the optimization of VN admission control.

1.5 Patents and Publications

Journal papers:
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Conference papers:


3. Meisam Mirahsan, Rainer Schoenen, and Halim Yanikomeroglu, “Statistical modeling of spatial traffic distribution with adjustable heterogeneity and BS-correlation in wireless cellular networks”, IEEE Global Communications Conference (Globecom) 2014, 8-12 December 2014, Austin, TX, USA [27].


Patents:

1. Method and apparatus for admission control of virtual networks in a backhaul-limited communication network [51]

   Inventors: Meisam Mirahsan, Nimal Gamini Senarath, Ngoc Dung Dao, Hamidreza Farmanbar

   Assignee: Huawei Technologies Co., Ltd.


   (b) US patent application no: 15/097,784, application date: Jun 14, 2016; publication no: US20170104688 A1, publication date: Apr 13, 2017.
2. **Methods and systems for provisioning a virtual network in software defined networks** [52]

Inventors: Nimal Gamini Senarath, Ngoc-Dung DAO, Philippe Leroux, Meisam Mirahsan

Assignee: Huawei Technologies Co., Ltd.


Chapter 2

The HetHetNet Framework

2.1 Introduction

A recent approach in modeling and analysis of the supply and demand in heterogeneous wireless cellular networks has been the use of two independent Poisson point processes (PPPs) for the locations of base stations (BSs) and user equipments (UEs). This popular approach has two major shortcomings. First, although the PPP model may be a fitting one for the BS locations, it is less adequate for the UE locations mainly due to the fact that the model is not adjustable (tunable) to represent the severity of the heterogeneity (non-uniformity) in the UE locations. Besides, the independence assumption between the two PPPs does not capture the often-observed correlation between the UE and BS locations.

This chapter presents a novel heterogeneous spatial traffic modeling which allows statistical adjustment. Simple and non-parameterized, yet sufficiently accurate, measures for capturing the traffic characteristics in space are introduced. Only two statistical parameters related to the UE distribution, namely, the coefficient of variation (the normalized second-moment), of an appropriately defined inter-UE distance measure, and correlation coefficient (the normalized cross-moment) between UE and BS locations, are adjusted to control the degree of heterogeneity and the bias towards the BS locations, respectively. This model is used in heterogeneous wireless cellular networks (HetNets) to demonstrate the impact of heterogeneous and BS-correlated traffic on the network performance. This network is called HetHetNet since it has two types of heterogeneity: heterogeneity in the infrastructure (supply), and heterogeneity in the spatial traffic distribution (demand).
Figure 1: Modeling procedure: The desired statistical properties of traffic as the modeling inputs are translated to the appropriate TGIPs, and traffic with known characteristics is generated to be used for network performance analysis (lower dashed box). The look-up table for translation is generated in advance via off-line calculations (upper dashed box).

2.2 Traffic Modeling Methodology

Heterogeneous wireless cellular network models receive traffic patterns in the time domain as their input for performance analysis. The key performance indicators such as, average user data rates, system spectral efficiency, and outage probability, are calculated as the system outputs. The traffic patterns are usually generated by random processes (e.g., PPP, MMPP, HMM, ...), which are called traffic generators (TGs).

TGs, in turn, receive a number of input parameters (TGIPs) to generate traffic patterns with various statistical properties. Therefore, a main track of research in traffic modeling has been to fit TGIPs to generate traffic patterns with the desired statistical properties (e.g., measured statistics from a real traffic trace) [17, 53, 54].

Figure 1 demonstrates our proposed traffic modeling methodology in the space domain. A somewhat similar methodology has been used in the literature for traffic modeling in the time domain [17].

The proposed methodology is described as follows:

- The desired statistical properties of traffic as the modeling inputs are fed to the traffic generator.
• Since the traffic generator expects TGIPs, the desired statistics are first translated to the appropriate TGIPs.

• Traffic with known characteristics is then generated to be used for network performance analysis.

• The translation look-up table is developed off-line in advance:
  - The entire range of the feasible TGIP values are fed to the traffic generator and the traffic pattern statistics are measured at the output. Therefore, a complete map from TGIP values to the corresponding traffic statistics is produced.
  - The conversion function from TGIPs to the traffic statistics is obtained by fitting methods.
  - The look-up table from traffic statistics to the corresponding TGIPs can be prepared by inversion of the map or the function from TGIPs to the measured statistical properties.

A mathematical description of the process is given in Section 2.4.2.

The method described above is capable of generating a wide range of heterogeneity possibilities. However, an appropriate next-step is to tune the model according to the real world measurements and to extract the accurate model parameters for generating realistic traffic patterns. In [50], we used the maps of Paris, France, obtained from OpenStreetMaps [55], to study the spatial traffic heterogeneity of outdoor users in the denser areas of the city center.

### 2.3 Traffic Measurement

A perfect model will require all the statistics of the traffic measures for the generated traffic patterns and those for the real traffic traces, including the cumulative distribution functions (CDFs) and auto-correlation functions, to match. Therefore, a perfect match is not practical as this requires the use of extremely complicated models with a very large number of parameters. As a result, simplified models are commonly used which only consider the first few moments of the traffic. In the time domain, usually the mean, CoV, and auto-correlation, and rarely the third moment, are considered to match with those of the real traffic trace.
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For the measurement of traffic patterns, first, an appropriate measure must be selected to capture the traffic properties. In the time domain, \( iat \) is the most popular and well accepted measure.

In Section 2.3.1, the equivalent measures for the statistics of the spatial traffic are introduced. The spatial traffic statistics are described in Section 2.3.2.

2.3.1 Traffic Measures

Packet arrivals in the time domain can be modeled by a one-dimensional (1D) point process. A fixed \( iat \) between packets generates the maximum homogeneity (deterministic lattice). An exponentially distributed \( iat \) generates complete randomness (PPP in 1D). For generating sub-Poisson patterns (patterns with more homogeneity than Poisson), one way is to generate a perfect lattice, then apply a random displacement (perturbation) on its points [56, 57]. Various models for generating super-Poisson patterns (patterns with more heterogeneity than Poisson) have been proposed in the literature which are mostly based on hierarchical randomness and Markov models [10, 15, 17].

A 1D point pattern in the time domain can be measured mathematically in many different ways. One may use the interval count, \( N(a, b] = N_b - N_a \) (\( N_t \) representing the number of points arrived before time \( t \)), which is a density-based measure and divides the whole domain into smaller windows and counts the number of pattern points in each window. A disadvantage of the density-based measures is that they are parameterized by the window size. Finding an appropriate window size is itself a challenging question and does not have a unique answer for all applications.

The inter-arrival time, \( iat, I_i = T_{i+1} - T_i \) (\( T_i \) representing the time of arrival of point \( i \)), is the most popular and best accepted measure because it is distance-based rather than density-based, and it considers the distance between every two neighboring points in the domain. The CoV for \( iats \) is defined as

\[
C_I = \frac{\sigma_I}{\mu_I},
\]

where \( \mu_I > 0 \) and \( \sigma_I \) are the mean and standard deviation of \( iats \), respectively (note that \( \mu_I > 0 \) if \( t > 0 \)). For a perfect 1D lattice, the constant \( iat \) has \( C_I = 0 \). For a 1D Poisson pattern, \( C_I = 1 \), since for an exponential distribution with parameter \( \lambda \), the standard deviation and the mean are both \( \mu_I = \sigma_I = \lambda \). Sub-Poisson processes have
0 < C_i < 1 and super-Poisson processes have C_i > 1.

The UE locations in a heterogeneous wireless cellular network in space domain can be modeled by a two-dimensional (2D) or three-dimensional (3D) point process. A very inclusive review of Point processes in space domain is conducted in [58]. A fixed distance between points generates perfect homogeneity (deterministic lattice). On the contrary, the Poisson distribution generates complete randomness. For generating sub-Poisson patterns, one way is to generate a perfect lattice, then apply a random perturbation on its points [56–58].

As mentioned above, in time domain, the distance-based measure iat captures heterogeneity by one non-parameterized real value C_i. In multi dimensions, however, there is no natural ordering of the points, so finding the analogue of the iat is not straightforward. There are many density-based heterogeneity measures in the literature such as Ripley’s K-function and pair correlation function [58], but they are all parameterized. For introducing distance-based measures, there is the problem of defining the ‘next point’ or the ‘neighboring points’ in multi-dimensional domains.

The first and simplest candidate for characterizing a neighboring point in a multi-dimensional domain is to consider the nearest-neighbor. This leads to the nearest-neighbor distance measure [59]. However, the nearest-neighbor distance measure in 1D time domain is not the analogue of the iat because it considers the min{I_i, I_{i+1}} for every point T_i. It is shown in Section 2.5 in our simulation results that the nearest-neighbor distance fails to capture the process statistics in multi-dimensional domains because this measure ignores the neighbors other than the closest one. The next candidate is the distance to the k^{th} neighbor. However, determining k globally is not possible because every point may have a different number of neighbors.

In the following, novel distance-based and non-parameterized measures in the space domain are proposed based on the Voronoi and Delaunay tessellations.

**Definition 1.** Voronoi Tessellation [60, p. 1]: Given a point pattern P = \{p_1, p_2, ..., p_n\} in d-dimensional space \( \mathbb{R}^d \), the Voronoi tessellation VT = \{c_{p_1}, c_{p_2}, ..., c_{p_n}\} is the set of cells such that every location, \( y \in c_{p_i} \), is closer to \( p_i \) than any other point in P. This can be expressed formally as

\[
    c_{p_i} = \{y \in \mathbb{R}^d : |y - p_i| \leq |y - p_j| \text{ for } i, j \in 1, ..., n\}.
\]  

**Definition 2.** Delaunay Tessellation [61, p. 11]: The Voronoi tessellation in \( \mathbb{R}^d \) has
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Figure 2: Voronoi and Delaunay tessellations: For a point pattern represented by bullets, the associated Voronoi tessellations (dashed lines) and Delaunay tessellations (solid lines) are illustrated.

The property that each of its vertices is given by the intersection of exactly \( d + 1 \) Voronoi cells. The corresponding \( d + 1 \) points define a Delaunay cell. So the two tessellations are said to be dual.

Figure 2 demonstrates a pattern of points with its Voronoi tessellation (dashed lines) and Delaunay tessellations (solid lines).

Definition 3. Natural Neighbor [62, p. 3]: Every two points sharing a common edge in Voronoi tessellation or equivalently every two connected points in Delaunay tessellation of a point process are called ‘natural neighbors’.

Natural neighborship gives an inspiration of neighboring relation in multi-dimensional domains and leads us to the analogues of the well accepted \( iat \) measure in multi-dimensions. Various statistical inferences based on different properties of cells generated by these tessellations can be considered for the measurement of a point pattern.

The Voronoi cell area or Voronoi cell volume \( V \) is the first natural choice. For a lattice process, all the cell areas in 2D or cell volumes in 3D are equal which results in \( C_V = 0 \). The statistics of the Voronoi cells for a PPP (Poisson-Voronoi tessellation) are well investigated in the literature [60, 63–66]. Square-rooted Voronoi cell area in 2D or cube-rooted Voronoi cell volume in 3D can also be considered. We are interested in Voronoi cell area \( V \) because it can be considered as an analogue of \( iat \) in the time domain.
The main focus of this thesis is the spatial aspect of traffic distribution because the temporal aspect is well-investigated in the literature. The combination of the temporal domain and the spatial domain, which is a very challenging problem, can be considered as an extension of this thesis. However, it is critical to understand the heterogeneity in the space domain thoroughly before proceeding to the combined domain. In that case, some other metrics such as the inverted Voronoi cell area, $1/V$, could be used to normalize the user target rates in the time domain. Therefore, a combined metric such as $R/V$ can be of interest in the combined domains; this remains as an interesting future work.

The next proposed measure is the Delaunay edge length $E$. The statistics of Delaunay tessellations is investigated in [67–69]. The mean value of the lengths of Delaunay edges of every point can also be considered.

A Delaunay tessellation divides the space into triangles or tetrahedrons in 2D and 3D, respectively. The area distribution of the triangles or the volume distribution of tetrahedrons can determine the properties of the underlying pattern.

The Voronoi and Delaunay tessellations can be applied on a 1D process which models traffic in time domain. In this case, the introduced distance-based measures are converted to time domain measures. The basic statistics of these measures for a PPP in one, two, and three dimensions, and their analogues in time domain, are summarized in Table 3.

In order to use the above mentioned measures as an analogue of $iat$, one needs to normalize their CoV with the CoV values of $iat$ in the time domain. For the complete homogeneity case, the CoV values are already zero, same as $iat$ in the time domain. To normalize the CoV values of the complete random case to 1, it is required to divide the measure by the values presented in Table 3. Figure 3 demonstrates realizations of processes with sub-Poisson, Poisson, and super-Poisson characteristics.

### 2.3.2 Traffic Statistics

Assuming that UEs have the same altitude, spatial traffic is modeled as a 2D point pattern $U \subset \mathbb{R}^2$ which is generated by a generator point process $\Phi_U$. In this thesis, the mean, $\mu_m$, and the CoV, $C_m = \sigma_m / \mu_m$, are the desired statistics of traffic where $m$ is the traffic measure and $\sigma_m$ is the standard deviation of $m$ (the third-moment
Table 3: Basic statistics of distance-based measures for a PPP in one, two and three dimensions and their analogues in time domain: $i$ is the process point index, $\lambda$ is the exponential distribution parameter for inter-arrival time and $\Lambda$ is the mean intensity of point processes.

<table>
<thead>
<tr>
<th>Measures</th>
<th>Time domain</th>
<th>Statistics</th>
<th>1D</th>
<th>2D</th>
<th>3D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nearest neighbor</td>
<td>$\min{I_i, I_{i+1}}$</td>
<td>Mean</td>
<td>$0.5\lambda^{-1}$</td>
<td>$0.5\Lambda^{-0.5}$</td>
<td>$0.554\Lambda^{-0.33}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Variance</td>
<td>$0.25\lambda^{-2}$</td>
<td>$0.0683\Lambda^{-1}$</td>
<td>$0.04\Lambda^{-0.66}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CoV</td>
<td>$1$</td>
<td>$0.653$</td>
<td>$0.364$</td>
</tr>
<tr>
<td>Voronoi volume</td>
<td>$\frac{I_i+I_{i+1}}{2}$</td>
<td>Mean</td>
<td>$\lambda^{-1}$</td>
<td>$\Lambda^{-1}$</td>
<td>$\Lambda^{-1}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Variance</td>
<td>$\lambda^{-2}$</td>
<td>$0.28\Lambda^{-2}$</td>
<td>$0.18\Lambda^{-2}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CoV</td>
<td>$1$</td>
<td>$0.529$</td>
<td>$0.424$</td>
</tr>
<tr>
<td>Delaunay edge</td>
<td>$I_i$</td>
<td>Mean</td>
<td>$\lambda^{-1}$</td>
<td>$1.131\Lambda^{-0.5}$</td>
<td>$1.237\Lambda^{-0.33}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Variance</td>
<td>$\lambda^{-2}$</td>
<td>$0.31\Lambda^{-1}$</td>
<td>$0.185\Lambda^{-0.66}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CoV</td>
<td>$1$</td>
<td>$0.492$</td>
<td>$0.347$</td>
</tr>
</tbody>
</table>

Figure 3: Domain similarity: Realizations of processes with sub-Poisson ($0 < C < 1$), Poisson ($C = 1$), and super-Poisson ($C > 1$) characteristics, respectively, from left to right in time domain (top) and space domain (bottom).
and auto-correlation are stated as future extensions in Section 2.6).

Along with the mean and the CoV, which capture the heterogeneity of traffic, a very important statistic of traffic in space which affects the network performance is the bias of the UE distribution to the BS distribution (i.e., the correlation between the two distributions). BS locations can be modeled by a superposed 2D point pattern

\[ B = \bigcup_{k=1}^{K} B_k, B_k \subset \mathbb{R}^2, \]

where \( K \) is the number of tiers of BSs in heterogeneous infrastructures and \( B_k \) is the set of BSs of type \( k \) operating with power \( P_k \) and generated by a point process \( \Phi_k \) with density \( \lambda_k \). The weighted-Voronoi tessellation of BSs divides the entire field into Voronoi cells associated with each BS consisting of the area closer, in terms of received signal power, to that BS than to any other BS. A sample realization is shown in Fig. 4(a).

To measure the joint distribution of UEs and BSs, we define the following potential function:

**Definition 4. Potential Function:** Every point \((x, y)\) in the field is associated with a potential value \( P(x, y) \in [-1, +1] \). The \( P \) function must have the following properties:

1. \( P(x, y) = +1 \), for cell center points,
2. \( P(x, y) = -1 \), for Voronoi cell edge points,
3. \( \iint_{A_i} P(x, y) dx dy = 0 \), \( \forall i \),

where \( i \) is the index for BSs and \( A_i \) is the Voronoi cell area associated with BS \( B_i \).

The first property assures that if a UE is at the cell center, its correlation with BSs is measured as +1. The second property assures that if a UE is at the cell edge, its correlation with BSs is measured as −1. The third property assures that if all UEs are distributed homogeneously (independent from BSs) in the area, their mean cross-correlation with BSs is equal to 0.

One may identify many functions which satisfy the requirements of the potential function defined above. In this thesis, we consider the simplest polynomial function.

**Lemma 1.** The simplest polynomial function which satisfies the requirements of the potential function is

\[
P(x, y) = \frac{-2(d(x, y))^2}{(D(x, y))^2} + 1,
\]

where \( d(x, y) \) is the distance of the point \((x, y)\) to the associated cell center, and \( D(x, y) \) is the length of the line connecting the associated cell center to the associated Voronoi cell edge through point \((x, y)\) as shown in Fig. 5.
Figure 4: The weighted-Voronoi tessellation of BSs divides the whole field into cells associated with each BS consisting of all points closer, in terms of received signal power, to that BS than to any other BS. Every point in the field is then associated with a potential value between $-1$ and $+1$, according to (3).

**Proof.** See Appendix.

Figure 4(b) illustrates the potential distribution associated with the Voronoi tessellation in Fig. 4(a).

Using this potential function, the joint moments

$$E[P^i \Lambda^j], \quad i, j \geq 0,$$

and joint central moments

$$E[(P - \mu_P)^i(\Lambda - \mu_\Lambda)^j], \quad i, j \geq 0,$$

can be calculated, where $\mu_P$ is the mean value of $P$, $\mu_\Lambda$ is the mean value of UE density $\Lambda$, and $E[x]$ is the expected value of $x$ [70]. To have a normalized measure, we use correlation coefficient which is defined as

$$\rho = \frac{\sigma_{P\Lambda}}{\sigma_P \sigma_\Lambda},$$
Figure 5: The $d(x, y)$ is the distance of the point $(x, y)$ to the associated cell center, and $D(x, y)$ is the length of the line connecting the associated cell center to the associated Voronoi cell edge through point $(x, y)$.

where

$$\sigma_{\rho\lambda} = \mathbb{E}[(P - \mu_P)(\Lambda - \mu_\Lambda)]$$

(7)

is the covariance of $P$ and $\Lambda$, $\sigma_P$ is the standard deviation of $P$, and $\sigma_\Lambda$ is the standard deviation of $\Lambda$. Therefore, $\rho$ can be defined as

$$\rho = \frac{\iint (\Lambda(x, y) - \mu_\Lambda)(P(x, y) - \mu_P)dxdy}{\sqrt{\left(\iint (\Lambda(x, y) - \mu_\Lambda)^2dxdy\right)\left(\iint (P(x, y) - \mu_P)^2dxdy\right)}}$$.

(8)

For a UE pattern $U$ (a realization of $\Phi_U$), the correlation coefficient is calculated as

$$\rho = \frac{\sum_{u \in U} P_u}{|U|}$$,

(9)

where $P_u$ is the potential value at point $u$ and $|U|$ is the number of points in $U$. A pattern with $\rho = +1$ means that all UEs have gathered at the cell centers, a pattern with $\rho = 0$ means that the UE distribution is independent from the BS distribution, and a pattern with $\rho = -1$ means that all UEs have gathered at the cell edges.


2.4 Heterogeneous Traffic Generation

A basic traffic generation method is presented in Section 2.4.1, which is further improved in Section 2.4.2.

2.4.1 The Basic Method

UEs in a heterogeneous wireless cellular network are attracted to social attractors (SA) such as buildings, bus stations, shopping centers, and other social places. Furthermore, with the proliferation of small-cells and the deployment of BSs near potential SAs, the distance between SAs and BSs is decreasing. The requirement is a traffic generation method which is able to generate most of the possible traffic distributions including the following:

- situations in which UEs are not attracted to SAs at all and are completely random, while SAs in turn are distributed independently from BSs,
- situations in which UEs are not attracted to SAs at all and are completely random, while SAs are close to BSs,
- situations in which UEs are highly attracted to SAs, while SAs are distributed independently from BSs,
- situations in which UEs are highly attracted to SAs, and SAs are close to BSs.

Covering the entire range of the above discussed cases, our proposed traffic generation method is described as follows. Obviously, the proposed method is just one way of generating adjustable heterogeneous and BS-correlated traffic; i.e., it is not the only way. More accurate methods can be developed based on the real world data analysis.

Starting with a Poissonian distribution of BSs \( B \), including macro-BSs, pico-BSs, and femto-BSs, an independent Poissonian distribution of SAs \( S \), and an independent distribution of UEs \( U \), we move every SA \( \vec{S}_i \) towards its closest BS, in terms of the received signal power \( \vec{B}_{S_i} \), by a factor of \( \alpha \in [0, 1] \); so the SA’s new location \( \vec{S}_{i\text{new}} \) is calculated as

\[
\vec{S}_{i\text{new}} = \alpha \vec{B}_{S_i} + (1 - \alpha) \vec{S}_i. \tag{10}
\]

Then we move every UE \( \vec{U}_i \) towards its closest SA, in terms of the Euclidean distance \( \vec{S}_{U_i} \), by a factor of \( \beta \in [0, 1] \); so the UE’s new location \( \vec{U}_{i\text{new}} \) is calculated as

\[
\vec{U}_{i\text{new}} = \beta \vec{S}_{U_i} + (1 - \beta) \vec{U}_i.
\]
as
\[ \vec{U}^{\text{new}}_i = \beta \vec{S}_U + (1 - \beta) \vec{U}_i. \] (11)

The initial distribution of UEs can be Poissonian \((C = 1)\) or deterministic \((C = 0)\). In this chapter, to generate sub-Poisson traffic \((C < 1)\), we start with a deterministic lattice.

The proposed method is general enough to generate traffic with negative bias to BSs, i.e., UEs gathering at cell edges. To generate this type of traffic, UEs must be moved to cell edges instead of cell centers.

2.4.2 The Enhanced Method

An undesired property of the basic method described in 2.4.1 is that when UEs move towards the SAs, some areas of the network become empty having no UEs. In other words, the UE distribution shape stays unchanged and it only shrinks to a smaller area. Figure 20(a) shows the CDF of the UE density of network after moving UEs towards SAs with different \(\beta\) values using the basic method. Even for small values of \(\beta\) (e.g., \(\beta = 0.4\)), the SA Voronoi cell edge area has no UEs.

To resolve this undesired feature of the basic method, we introduce an enhanced method as follows. Instead of having a fixed value for \(\beta\), in the enhanced method we model \(\beta\) as a random variable with

\[ \beta \sim \mathcal{N}(\mu_\beta, \sigma_\beta), \] (12)

where the mean \(\mu_\beta \in [0, 1]\) indicates the closeness factor of UEs to SAs (an accurate model based on the real world measurements may adopt another distribution for \(\beta\), however, since we don’t have access to real traffic measurements, in this thesis we choose normal distribution). In (12), the \(\sigma_\beta\) value should have the following characteristics:

- \(\beta \to 0 \Rightarrow \sigma_\beta \to 0,\)
- \(\beta \to 1 \Rightarrow \sigma_\beta \to 0,\)
- \(\beta \to 0.5 \Rightarrow \sigma_\beta\) is maximized.

The \(\sigma_\beta\) value should also be selected in such a way that the probability of \(\beta\) falling
Figure 6: The CDF of the distribution of UEs in the Voronoi cell area of SAs: (a) When $\beta$ is deterministic, the UEs are moved towards SAs but the UE distribution shape is fixed and the Voronoi cell edge area of SAs remains empty with no UEs. (b) When $\beta$ is a random variable with normal distribution, even for high $\beta$ values, the Voronoi cell edges are not empty and there is a low probability for UEs existing at cell edges.

outside $[0, 1]$ should be negligible. In this thesis, we set $\sigma_\beta$ to be

$$
\sigma_\beta = \frac{0.5 - |\mu_\beta - 0.5|}{3},
$$

thus the probability of $\beta$ falling outside $[0, 1]$ will be 0.1% as shown in Fig. 7.

Figure 20(b) shows the CDF of the UE density of network after moving UEs towards SAs with different $\beta$ values using the enhanced method.
Figure 7: $\beta$ is distributed with normal PDF with a mean value of $\mu_\beta$.

Figure 8 illustrates various scenarios with different characteristics which can be generated by the proposed traffic generation method.
(a) $\alpha = 0$ and $\beta = 0$  
(b) $\alpha = 0$ and $\beta = 0.3$  
(c) $\alpha = 0$ and $\beta = 0.6$  
(d) $\alpha = 0$ and $\beta = 0.9$

(e) $\alpha = 0.3$ and $\beta = 0$  
(f) $\alpha = 0.3$ and $\beta = 0.3$  
(g) $\alpha = 0.3$ and $\beta = 0.6$  
(h) $\alpha = 0.3$ and $\beta = 0.9$

(i) $\alpha = 0.6$ and $\beta = 0$  
(j) $\alpha = 0.6$ and $\beta = 0.3$  
(k) $\alpha = 0.6$ and $\beta = 0.6$  
(l) $\alpha = 0.6$ and $\beta = 0.9$

(m) $\alpha = 0.9$ and $\beta = 0$  
(n) $\alpha = 0.9$ and $\beta = 0.3$  
(o) $\alpha = 0.9$ and $\beta = 0.6$  
(p) $\alpha = 0.9$ and $\beta = 0.9$

Figure 8: Traffic distribution scenarios: By regulating only two parameters, $\alpha$ (the closeness indicator of social attractors to BSs), and $\beta$ (the closeness indicator of UEs to social attractors) from 0 to 1, traffic distributions with various properties (CoV and BS-correlation) can be generated. The big circles denote macro-BSs, the triangles denote pico-BSs, the lines are the edges of the weighted-Voronoi tessellation of BSs, squares denote social attractors and small circles represent UEs.
In our modeling methodology, the TGIPs are $\alpha$ and $\beta$ which are the internal parameters of the traffic generator, and the traffic statistics of interest are $C$ and $\rho$. To make the mapping (i.e., the look-up table generation) from the statistics ($C$ and $\rho$ in our method) to the TGIPs ($\alpha$ and $\beta$ in our method), we first generate traffic patterns with different values of TGIPs and then measure the associated statistics. Using a fitting procedure, the resulting mapping can be expressed as

$$C = F_1(\alpha, \beta),$$

(14)

and

$$\rho = F_2(\alpha, \beta).$$

(15)

$F_1$ and $F_2$ are monotonically non-decreasing functions due to the fact that the CoV and correlation coefficient values are both non-decreasing with increasing $\alpha$ and $\beta$. Therefore, the final maps from the desired statistics to TGIPs can be obtained by the corresponding inverse operations as follows:

$$\alpha = H_1(C, \rho),$$

(16)

and

$$\beta = H_2(C, \rho).$$

(17)

### 2.5 Numerical Results

Following the methodology described in Section 2.2, the traffic measurement method discussed in Section 2.3, and the traffic generation model described in Section 2.4, the simulation results are presented in this section. The traffic modeling results are presented in Section 2.5.1, and the heterogeneous wireless cellular network performance analysis results are presented in Section 2.5.2.

#### 2.5.1 Traffic Modeling Results

Considering a two-tier superposition of BSs (i.e., macro-BSs and pico-BSs), 10 macro-BSs and 20 pico-BSs are distributed in a $1000 \times 1000$ m square field. The distribution of BSs is assumed to be PPP. 50 SAs are distributed by an independent PPP. UEs are distributed using the traffic generation method described in Section 2.4 with
parameters $\alpha$ and $\beta$. The simulation is repeated for 1000 random drops.

The first step in traffic measurement is to select the appropriate traffic measure. To compare the proposed spatial traffic measures with the existing distance-based nearest-neighbor distance measure, with $\alpha$ fixed at 0, we increased $\beta$ from 0 to 1 and calculated different traffic measures for each $\beta$ value. Figure 9 illustrates the CoV values of various distance-based traffic measures introduced in this thesis.

Figure 9: To compare the proposed distance-based traffic measures with the existing nearest-neighbor distance measure, we fixed the $\alpha$ value to zero ($\alpha = 0$) and changed the $\beta$ value from 0 to 1 and calculated the CoV of different measures. Nearest-neighbor distance cannot capture the traffic heterogeneity and stays constant in super-Poisson region.

The CoVs of all the measures are normalized to 1 at the Poisson case by dividing the CoVs by their expected values (presented in Table 3). Figure 10 shows the normalized results.
Figure 10: To be consistent with time domain traffic measurement, we divide the CoV of the space traffic measures by the convergence value at Poisson patterns. The normalized CoV values are used in this thesis.

As it can be seen in Fig. 10, the nearest-neighbor distance measure cannot capture the traffic heterogeneity as it stays constant in the super-Poisson region. On the other hand, the two proposed measures capture the traffic heterogeneity for all CoV values. The Voronoi cell area is preferable to the Delaunay cell edge length for two reasons: First, there exists a Voronoi cell area associated with each user, while a Delaunay cell edge length cannot be associated with one particular UE. Secondly, the slope of the Voronoi cell area with respect to $\beta$ is higher than the slope of the Delaunay cell edge length with respect to $\beta$; thus the Voronoi cell area can capture the traffic heterogeneity with a higher resolution. In the remainder of this chapter we use the Voronoi cell area as the traffic measure.

The next step in traffic modeling is to generate a map from TGIPs to traffic statistics. Figures 11 and 12 demonstrate the calculated CoV and correlation coefficient values, respectively, for different values of $\alpha$ and $\beta$, both ranging from 0 to 1.
Figure 11: The normalized CoV of Voronoi cell area is calculated for traffic generated with different values of $\alpha$ and $\beta$.

Figure 12: The correlation coefficient (refer to (9)) between UEs and BSs is calculated for traffic generated with different values of $\alpha$ and $\beta$.

An important observation from the maps in Figures 11 and 12 is that the CoV and BS-correlation are not independent. In other words, the range of achievable CoV
values for each correlation coefficient value is different. This is due to the fact that when UEs are biased towards BSs, UEs are attracted towards the points of interest, and this automatically shapes clusters; which results in a degree of clustering and increases the CoV.

To make a comparison with the existing models in the literature, we should note that the prevailing spatial model used for UE distribution in the literature is the uniform PPP. To compare the PPP model to our model we should say that the PPP corresponds to just one specific point in the whole space of the possible spatial distribution situations (CoV (heterogeneity) =1 and ρ (BS-correlation) =0). There are few models in the literature which consider heterogeneous or BS-correlated traffic modeling. To the best of the authors’ knowledge the most appropriate of those is the one presented in [22] which is a BS-correlated model. However, the model in [22] is capable of generating a limited sub-space of the whole traffic possibilities. Figure 13 illustrates the feasible region of CoV and correlation coefficient values generated by our model versus the model presented in [22].

Figure 13: The feasible normalized CoV values for different values of correlation coefficient are shown. Traffic with high correlation with BSs cannot have low normalized CoV values because high correlation means that UEs are gathered at cell centers. All the region above the solid line is the possible traffic generation using our proposed method.

The next step in traffic modeling is to translate the desired statistics to appropriate
TGIPs which can generate traffic with the desired statistics. Towards that end, the statistical properties of the generated traffic are measured. Since the process of traffic generation is a random process (e.g., $\beta$ is a random variable), the measured statistics are not constant and have a deviation around their expected values. The deviation of the measured statistics from the desired statistics determines the accuracy of the method. Figures 14 and 15 illustrate the measured statistics versus the desired statistics.

Figure 14: The horizontal axis shows the desired normalized CoV. The desired normalized CoV is mapped to the associated $\alpha$ and $\beta$ values which are used to generate traffic. The vertical axis shows the calculated normalized CoV from the generated traffic patterns (for each desired $C$ value, the traffic is generated for all feasible $\rho$ values and the CoV is averaged out).
Figure 15: The horizontal axis shows the desired $\rho$. The desired $\rho$ is mapped to the associated $\alpha$ and $\beta$ values which are used to generate traffic. The vertical axis shows the calculated $\rho$ from the generated traffic patterns (for each desired $\rho$ value, the traffic is generated for all feasible normalized CoV values and the correlation coefficient is averaged out).

2.5.2 Network Performance Analysis Results

The performance of a downlink LTE cellular network is analyzed in this section. In a field of 1000 m $\times$ 1000 m, UEs are distributed using the traffic generation method described in Section 2.4. The simulation parameters are summarized in Table 5 [71, 72].
<table>
<thead>
<tr>
<th>PARAMETER</th>
<th>VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean number of UEs</td>
<td>1000</td>
</tr>
<tr>
<td>Number of macro-BSs</td>
<td>10</td>
</tr>
<tr>
<td>Number of pico-BSs</td>
<td>20</td>
</tr>
<tr>
<td>Number of SAs</td>
<td>50</td>
</tr>
<tr>
<td>BSs distribution</td>
<td>PPP</td>
</tr>
<tr>
<td>BS antenna height</td>
<td>10 m</td>
</tr>
<tr>
<td>Number of drops</td>
<td>1000</td>
</tr>
<tr>
<td>Bandwidth (downlink)</td>
<td>20 MHz</td>
</tr>
<tr>
<td>Noise power per RB</td>
<td>-174 dBm/Hz</td>
</tr>
<tr>
<td>Carrier frequency</td>
<td>2.5 GHz</td>
</tr>
<tr>
<td>Total macro-BS transmit power</td>
<td>37 dBm</td>
</tr>
<tr>
<td>Total pico-BS transmit power</td>
<td>17 dBm</td>
</tr>
<tr>
<td>Path loss and shaddowing</td>
<td>Based on UMi scenario [3]</td>
</tr>
<tr>
<td>BS antenna gain (boresight)</td>
<td>17 dBi</td>
</tr>
<tr>
<td>UE antenna gain</td>
<td>0 dBi</td>
</tr>
<tr>
<td>Time domain traffic model</td>
<td>Full buffer</td>
</tr>
<tr>
<td>Antenna model</td>
<td>Omni-directional</td>
</tr>
<tr>
<td>BS down tilt</td>
<td>12 degrees</td>
</tr>
<tr>
<td>UE antenna height</td>
<td>1.5 m</td>
</tr>
<tr>
<td>Shadowing model</td>
<td>log-normal with std: LoS: 3, NLoS: 6</td>
</tr>
<tr>
<td>Fading model</td>
<td>no fading</td>
</tr>
<tr>
<td>Scheduling</td>
<td>Proportional fair [73]</td>
</tr>
</tbody>
</table>
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The mean value of the rates of all the network users, and the coverage probability with a minimum SINR threshold of 10 dB versus the feasible traffic statistics (for 1000 drops) are presented in Fig. 16 and Fig. 17, respectively.

![Image of a graph showing the relationship between spatial traffic correlation coefficient and rates]

Figure 16: The mean user rates is shown for the feasible normalized CoV and correlation coefficient region.
Figure 17: The coverage probability with minimum SINR threshold of 10 dB is shown for the feasible normalized CoV and correlation coefficient region.

The following are the observations made from Figures 16 and 17:

- As the correlation coefficient between UE and BS locations increases, the mean user rate and coverage probability also increase as expected, due to the fact that the received signal strength from the serving BS is increased and that from the interfering BSs is decreased. As a result, the SINR statistics are improved.

- For independent UE and BS locations (or, for low correlation coefficient values), as CoV increases, the mean user rate and coverage probability decrease. This is due to the fact that as CoV increases, the UEs become concentrated in some localities, and as a result, some BSs don’t have any UEs connected to them, i.e., the resources of these BSs are wasted. On the other hand, some BSs are overloaded with more than the average number of UEs which have to share the available resources.

- For correlated UE and BS locations (high correlation coefficient values), as CoV increases, the mean user rate and coverage probability also increase. In these
scenarios, with increasing CoV, UEs move more and more towards the BSs (cell centers); as a result, the SINR statistics are improved.

2.6 Conclusion

In this chapter, a new statistical approach for modeling the spatial traffic in heterogeneous cellular networks is introduced. A number of novel distance-based traffic measures in space are proposed which can be considered as the equivalents of the $iat$ in the time domain. Only two statistical parameters are used to regulate the heterogeneity and bias of traffic towards the BSs. Stochastic geometry is used to generate realistic and adjustable traffic. The effects of the realistic traffic modeling on the performance of heterogeneous wireless cellular networks is illustrated.

The traffic modeling method presented in this chapter is general enough to be applied in other wireless networks as well. For instance, the relaying and routing problems in ad hoc and Wi-Fi networks are closely related, and are dependent on the distribution of the network terminals. In wireless networks, the cell switch-off framework is also highly dependent on the spatial distribution of the traffic.

It is interesting to note that various characteristics of the user distributions in wireless networks can be observed in other phenomena as well. For instance, the similar problems of heterogeneity of distribution or self-similarity arise in micro-cosmic level investigations in chemistry and particle physics and in macro-cosmic level studies in astrophysics.
Chapter 3

Analytic Modeling of HetHetNets

3.1 Introduction

In the future 5G wireless networks where every traffic hot-spot is envisioned to be equipped with a base station (BS), the user equipments (UEs) are more likely to be biased towards and collocated with BSs (instead of being uniformly distributed). However, the most common approach in the recent literature in the spatial modeling and analysis of the wireless cellular networks is the use of two independent homogeneous Poisson point processes (PPPs) for the locations of UEs and BSs [18], mainly, for the sake of analytical tractability. Recently, in wireless modeling literature, e.g., in [28] and [47], heterogeneous spatial traffic modeling in cellular networks has been investigated. However, to the best of the authors’ knowledge, there is no analytical study in the literature.

The contribution of this chapter is to study the statistical characteristics, i.e., the probability distribution function, of the signal-to-interference ratio (SIR) in the downlink of wireless cellular networks with non-uniform spatial traffic distribution. We use a smoothly adjustable model for modeling heterogeneous spatial traffic distribution in wireless cellular networks. In the proposed model, the correlation between the UEs and BSs is tunable and the distribution of UEs is adjustable between two extreme cases, i.e., the uniform PPP distribution and the totally correlated scenarios (Section 3.2). Consequently, closed-form expressions for the lower-bounds and the upper-bounds of the SIR (and coverage) probabilities are drawn (Section 3.3). It is shown via Monte-Carlo simulation that the bounds are reasonably tight and these bounds can be used as estimators of the network performance metrics (Section 3.4). Some remarks and future work directions are given in Section 3.5.
3.2 Proposed Non-Uniform UE Modeling

We study a simplified model of the downlink of a wireless cellular network comprising of macro-BSs with omni-directional antennas. The BSs are distributed by a uniform PPP $\Phi_B$ with density $\lambda_B$. The transmit power $P_t$ at all BSs is fixed and the distance dependent attenuation between a typical UE and a BS $b$ located $d_b$ meters away is denoted by $L_b = 10^\alpha \log_{10}(d_b)$, where $\alpha > 2$ is the path-loss exponent. The multi-path fading is not considered in this study. The shadow fading in the channel (in the logarithmic domain), $h_b$, is modeled by an i.i.d. Gaussian distribution with 0-dB mean and $\sigma$-dB standard deviation, i.e., $h_b \sim N(0, \sigma)$. Hence, assuming that the antenna gains are included in the transmission power, the received power at a typical UE from BS $b_i$ is $P_{b_i} = P_t - L_{b_i} + h_{b_i}$. We consider a dense network which is interference-limited; therefore, in this chapter, we assume that the noise power is negligible. We denote the BS that serves the UE as BS $s$; then, the aggregate SIR (in linear domain) can be written as,

$$I_{agg} = \sum_{b_i \in \Phi_B \setminus s} P_{b_i}$$  \hspace{1cm} (18)

and

$$\gamma_{lin} = \frac{P_s}{I_{agg}} ,$$  \hspace{1cm} (19)

respectively. Therefore, in dB domain, SIR can be stated as

$$\gamma[\text{dB}] = P_s[\text{dBm}] - I_{agg}[\text{dBm}].$$  \hspace{1cm} (20)

We assume that each UE is associated with the closest BS. The spectral efficiency (SE) can be stated as $\eta = \log_2(1 + \gamma)$ using the Shannon’s formula. We presume equal resource scheduling. UE temporal traffic model is assumed to be full-buffer and best-effort.

Starting with a uniform PPP, we move every UE closer to its serving BS. The distances from the UE to its serving BS ($BS_1$ or $s$) and to its second closest (dominant interferer) BS ($BS_2$ or $I$) are denoted as $R_1$ (or $d_s$) and $R_2$ (or $d_I$), respectively. After moving the UE closer to $BS_1$, the new distances are denoted as $R_1'$ and $R_2'$. A sample scenario is shown in Figure 18. Since we start with the PPP, any move of the already dropped UEs towards their serving BSs would increase the correlation to the BSs and
Figure 18: Starting with a PPP, every UE is moved closer to its serving BS.

Figure 19: The red squares denote the BSs and the blue lines represent their associated Voronoi tessellation. Small black dots denote the UEs.

also the clustering effect in distribution. For the reasons that will become clear soon, in our model, we move the UE to the new location so that

\[
\frac{R'_1}{R'_2} = \left(\frac{R_1}{R_2}\right)^n,
\]

where \(n\) determines the correlation between UEs and BSs. Since \(R_1 \leq R_2\), for \(n > 1\) the UE moves towards the serving BS resulting in a more clustered and BS-correlated pattern, and for \(0 < n < 1\) the UE moves towards the cell-edges. The \(n = 1\) case represents the traditional uniform PPP distribution. In Appendix C, we explain how we can calculate the new location of UEs and move the UEs in order to generate the desired patterns. Figure 19 shows some sample patterns with associated \(n\) values in a wireless cellular network.
3.3 Analytical Modeling

For a homogeneous PPP, the SIR and an upper-bound on it can be expressed as

\[
\gamma = P_s - I_{agg} \leq \tilde{\gamma} = P_s - P_I = P_t - L_s + h_s - (P_t - L_I + h_I),
\]

where \(\tilde{\gamma}\) is an upper-bound on the SIR, \(h_s \sim N(0, \sigma)\), and \(h_I \sim N(0, \sigma)\). In (22) we use the fact that the aggregate interference power \(I_{agg}\) is always greater than the power of the dominant interferer alone \(P_I\). Therefore, the SIR can be upper-bounded as

\[
\gamma \leq \tilde{\gamma} = L_s - L_I + h,
\]

where \(h \sim N(0, \sigma')\) is the summation of two independent Gaussian variables and \(\sigma' = \sqrt{2\sigma}\). Using the path-loss equation in Section 3.2, \(\tilde{\gamma}\) is formulated as

\[
\tilde{\gamma} = 10 \log_{10}(d_s^{-\alpha}) - 10 \log_{10}(d_I^{-\alpha}) + h = 10 \cdot \alpha \cdot \left( \frac{\log(d_I)}{\log(10)} - \frac{\log(d_s)}{\log(10)} \right) + h.
\]

The upper-bound, \(\tilde{\gamma}\), can be simplified as

\[
\tilde{\gamma} = \frac{10}{\log(10)} \cdot \alpha \cdot \log \left( \frac{d_I}{d_s} \right) + h = -\frac{10}{\log(10)} \cdot \alpha \cdot \log \left( \frac{d_s}{d_I} \right) + h.
\]

Substituting \(d_s/d_I\) with \(R\) we have

\[
\tilde{\gamma} = -\frac{10}{\log(10)} \cdot \alpha \cdot \log(R) + h.
\]

Since \(0 \leq d_s \leq d_I, R \in [0, 1]\).

**Lemma 2.** In PPP scenarios (where BSs and UEs are distributed by independent PPPs), \(R\) has the following cumulative distribution function:

\[
F_R(r) = p(R \leq r) = r^2.
\]

**Proof.** See Appendix B.

Using Lemma 2 and the inverse transform theorem [70], it can be shown that the random variable \(U = R^2\) has uniform distribution. Substituting \(R\) with \(U^{0.5}\), \(\tilde{\gamma}\) is
expressed as

$$\hat{\gamma} = \frac{10}{\log(10)} \cdot \alpha \cdot \log(U^{0.5}) + h = -\frac{10}{2 \log(10)} \cdot \alpha \cdot \log(U) + h$$

(28)

where $U$ has standard uniform distribution. Further, again from the inverse transform theorem, we know that the negative logarithm function of a standard uniform random variable has exponential distribution with parameter 1. Therefore, substituting $X = -\log(U)$,

$$\hat{\gamma} = \frac{10}{2 \log(10)} \cdot \alpha \cdot X + h,$$

(29)

where $X \sim \exp(1)$.

Finally, the SIR is estimated as

$$\hat{\gamma} \sim \exp\left(\frac{10}{2 \log(10)} \cdot \alpha\right) + N(0, \sigma') \sim \text{EMG}(0, \sigma', \frac{10}{2 \log(10)} \cdot \alpha),$$

(30)

where EMG is the well-known exponentially modified Gaussian random variable [74].

Having the statistical distribution of SIR, we can calculate the coverage probability with a threshold $\theta$ as

$$P_c(\theta) = p(\hat{\gamma} > \theta) = 1 - F_{\hat{\gamma}}(\theta).$$

(31)

Now we can consider a non-uniform UE pattern which is achieved by applying the modeling approach explained in Section 3.2. In this pattern, starting from a PPP pattern, every UE is moved so (21) holds. Therefore, for each UE, the following holds:

$$R' = \frac{R_1'}{R_2'} = R^n.$$  

(32)

Therefore, following the same procedure as PPP, we can substitute the new $R'$ variable with the $n$-th power of the old $R$ leading to the following statement:

$$\hat{\gamma} = -\frac{10}{\log(10)} \cdot \alpha \cdot \log(R^n) + h = -\frac{10}{\log(10)} \cdot \alpha \cdot n \cdot \log(R) + h.$$  

(33)

Then, substituting $R$ with $U^{0.5}$, we get

$$\hat{\gamma} = -\frac{10}{2 \log(10)} \cdot \alpha \cdot n \cdot \log(U) + h,$$  

(34)
where $U$ has standard uniform distribution. Therefore,

$$\hat{\gamma} = \frac{10}{2 \log(10)} \cdot \alpha \cdot n \cdot X + h,$$  \hspace{1cm} (35)

where $X \sim \exp(1)$. Finally, we have

$$\hat{\gamma} \sim \exp(\frac{10}{2 \log(10)} \cdot \alpha \cdot n) + N(0, \sigma') \sim \text{EMG}(0, \sigma', \frac{10}{2 \log(10)} \cdot \alpha \cdot n).$$  \hspace{1cm} (36)

In modeling wireless cellular networks with PPP distribution of BSs, for the sake of tractability, the number of BS points which are distributed in the field is assumed to be infinite. However, the real number of BSs is normally limited. Therefore, the amount of interference in infinite modeling is over-estimated. Therefore,

$$\gamma = P_s - I_{agg} \geq \hat{\gamma} = P_s - I_{\infty},$$  \hspace{1cm} (37)

where $I_{\infty}$ is the interference power when there are infinitely many BSs and $\hat{\gamma}$ is a lower-bound on the SIR.

In order to achieve a closed-form expression for $\bar{\gamma}$, in this chapter, we assume that the aggregate interference in an infinite network can be stated as a coefficient multiplied by the strongest (dominant) interference, i.e.,

$$I_{\infty} = \beta \cdot P_t,$$  \hspace{1cm} (38)

where $\beta$ is a coefficient and $P_t$ is the power of the dominant interfering BS. The coefficient $\beta$ can be calculated as the expected value of the ratio of the total interference to the strongest interference. Therefore,

$$\beta = \mathbb{E}\left(\frac{P_{\infty}}{P_t}\right) = \mathbb{E}\left(\frac{P_1 + P_2 + P_3 + \ldots}{P_t}\right) = \mathbb{E}\left(\frac{d_{1}^{-\alpha} + d_{2}^{-\alpha} + d_{3}^{-\alpha} + \ldots}{d_{1}^{-\alpha}}\right),$$  \hspace{1cm} (39)

where $P_i$ is the interference power from the $i$-th strongest interferer and $d_i$ is the distance from the typical UE to the $i$-th interferer. Therefore,

$$\beta = \mathbb{E}\left(1 + \left(\frac{d_1}{d_2}\right)^\alpha + \left(\frac{d_1}{d_3}\right)^\alpha + \left(\frac{d_1}{d_4}\right)^\alpha + \ldots\right).$$  \hspace{1cm} (40)

It is shown in [75] that in PPP scenarios, the second power of the distance to $k_{th}$
neighbor has Erlang distribution with mean $k \cdot \lambda$ where $\lambda$ is the density of the PPP process. Therefore,

$$\beta = \mathbb{E}\left(1 + \left(\frac{2}{3}\right)^{\alpha/2} + \left(\frac{2}{4}\right)^{\alpha/2} + \left(\frac{2}{5}\right)^{\alpha/2} + \ldots\right), \quad (41)$$

which can be expressed as

$$\beta = \mathbb{E}\left(2^{\alpha/2}\left(\left(\frac{1}{2}\right)^{\alpha/2} + \left(\frac{1}{3}\right)^{\alpha/2} + \left(\frac{1}{4}\right)^{\alpha/2} + \ldots\right)\right). \quad (42)$$

Using the Riemann Zeta Function, $\beta$ can be written as

$$\beta \approx 2^{\alpha/2}(\zeta(\alpha/2) - 1). \quad (43)$$

Therefore, SIR in homogeneous scenarios can be bounded as follows:

$$\tilde{\gamma} \sim \text{EMG}(0, \sigma', \frac{10}{2 \log(10)} \cdot \alpha) - 10 \cdot \log_{10}(2^{\alpha/2}(\zeta(\alpha/2) - 1)) \leq \gamma \leq \tilde{\gamma} \sim \text{EMG}(0, \sigma', \frac{10}{2 \log(10)} \cdot \alpha). \quad (44)$$

Using the same procedure which we followed in deriving the upper-bound in heterogeneous cases, we can derive a lower-bound estimate for SIR in cellular networks with heterogeneous UE distribution. Therefore, the lower-bound and upper-bound on the SIR can be expressed as

$$\tilde{\gamma} \sim \text{EMG}(0, \sigma', \frac{10}{2 \log(10)} \cdot n \cdot \alpha) - 10 \cdot \log_{10}(2^{\alpha/2}(\zeta(\alpha/2) - 1)) \leq \gamma \leq \tilde{\gamma} \sim \text{EMG}(0, \sigma', \frac{10}{2 \log(10)} \cdot n \cdot \alpha). \quad (45)$$

3.4 Simulation Results

This section presents the simulation setup and results. In our simulations, the spatial density of UEs and BSs is $10^{-3}/m^2$ and $5.0 \times 10^{-5}/m^2$, respectively. The total BS transmit power is 30 dBm and path-loss exponent is 4. First, we captured the CDF of SIR in various scenarios with different $n$ values. Figure 20 shows the results. As seen in Fig. 20, as $n$ increases, the distribution of SIR tends to higher values. Moreover, it is illustrated that the lower-bound and the upper-bounds presented in Section 3.3
Figure 20: The CDF of SIR is illustrated. With increase in $n$ value, the distribution of SIR tends to higher values.

Figure 21: Mean UE SIR for different $n$ values is shown.

are very tight, i.e., in the worst case scenarios the difference between the analytical bounds and the simulation results is around 5 dB. The next performance metric is the mean SIR over the entire network. Mean UE SIR for different $n$ values is presented in Fig. 21. It is shown that the relation between the $n$ value and the mean SIR is a linear relation, as suggested by (35).

### 3.5 Conclusion

In this chapter, we derived closed-form analytical models for SIR and coverage in wireless cellular networks with heterogeneous traffic. This work can be extended in many directions. First, other modeling approaches might be presented which result in
more accurate expressions. Moreover, closed-form expressions for other metrics such as UE rates could be derived.
Chapter 4

UIL in HetHetNets with Backhaul Capacity Constraints

4.1 Introduction

In this chapter, we propose a novel modeling approach for heterogeneous networks with heterogeneous spatial traffic distribution (HetHetNets). Specifically, in the proposed model, a particular ratio of UEs are collocated with the BSs while the rest of UEs are independently and homogeneously distributed in the network. Moreover, the proposed model presumes backhaul connections with constrained capacity. We study the impact of this more realistic network modeling on the effectiveness of the spatial user-in-the-loop (UIL) schemes in HetHetNets. Spatial UIL assumes that (some) UEs can be influenced by the operator to move in the network. Finally, we propose a new objective for the UIL mechanism that takes into account the impact of the BS loads and the backhaul capacities on the network performance.

The spatial distribution of wireless user equipments (UEs), the wireless access network, and the backhaul network can be viewed as three layers of Heterogeneous wireless cellular Networks with Heterogeneous traffic distribution (HetHetNets). The spatial distribution of UEs constitutes the network traffic demand characteristic. On the other hand, the access connection between UEs and the base stations (BSs), and the backhaul connection between the BSs and the core IP network constitute the network supply capacity.

The distributions of the wireless traffic demand and the wireless capacity supply don’t necessarily match in the wireless cellular networks, neither in the time domain nor in the space domain. Commonly, some locations (times) of the network are
overloaded while other locations (times) are underloaded. The problem with this lack of match is twofold: 1) In the overloaded parts of the network, the available resources must be shared to serve excessive amounts of demand, which leads to low data rates per user. 2) In the underloaded parts of the network, the unused resources are wasted. The root cause to this problem is that the idle network capacity and idle resources cannot be reserved in underloaded locations (times) to be transferred to the overloaded locations (times).

In a wireless cellular network with ideal backhaul connections, the lack of capacity is mainly due to the access connection limitation, i.e., wireless access problem and low channel quality between UEs and BSs. However, in the envisioned 5G networks with small-cells deployed in residential and office buildings, the assumption of ideal backhaul is more optimistic than realistic; especially considering the fact that a main portion of the small-cells, i.e., femto-cells, will be deployed by the customers rather than the service providers. Recently, there has been an increasing interest in the literature for the study of limited backhaul capacities in future 5G HetNets [76].

Figure 22 illustrates an example HetHetNet comprising of macro-cells, pico-cells, and femto-cells with different backhaul capacities. In the networks with limited backhaul capacity, the UE rate limit will be a consequence of limited backhaul in addition to the wireless access connection limit. The backhaul connections in this chapter are assumed to be wired. However, the proposed model in this chapter is applicable to HetHetNets with wireless backhaul connections.

One solution to the problem of mismatch between supply distribution and demand distribution is to bring the wireless traffic demand and wireless capacity supply together in the time domain and the space domain. Predictive resource management and user location tracking [29], and optimized small-cell BS deployment in traffic hotspots, are among mechanisms which try to bring wireless capacity supply to wireless traffic demand location and time. On the other hand, user-in-the-loop (UIL) [9], defined below, is a relatively new and significantly effective method of bringing traffic demand to the time and location of wireless capacity supply (traffic shaping).

The UIL concept aims at influencing the user behavior (which can be viewed as the ‘layer-8’ in OSI network models) in a wireless network in order to obtain a better spectral efficiency by convincing the users to move from one location to a better one or to avoid traffic congestion by postponing session traffic out of the busy hours. Indeed, UIL extends the past assumption of the user being a traffic generating and
Figure 22: In the envisioned 5G HetHetNets, the assumption of backhaul connections with unlimited capacity is very optimistic. Specially, the envisioned femto-cells and pico-cells might have backhaul connections with constrained capacity. In this figure, a sample 3-tier HetHetNet with macro-cells, pico-cells and femto-cells, which have different backhaul capacities, is demonstrated.
consuming black box only (in nature similar to the noise input into a system). Instead, the system-theoretic framework allows a control input into the user block, on which the user receives suggestions and incentives (and eventually penalties) in order to convince him to diverge from the default behavior (which is uncontrolled, i.e., open loop), so that the traffic can be shaped [9].

Indeed, complementing the engineering for the growth of the supply side, the engineering for the control of the demand side is referred to as UIL and therefore motivated here. UIL proposes ‘dynamic pricing’ based on user behavior and his willingness to adapt with network situations, compared to current ‘static pricing’ policies. Results from a survey, which measures how willing a user is to respond to such control, are also presented in [9]. Section 4.3 describes the UIL in details.

In order to study the performance of wireless cellular networks under heterogeneous traffic distribution and limited backhaul assumption, and to capture and measure the impact of various methods, such as UIL, on the network performance, the first step is to model the traffic demand and capacity supply in the time domain and the space domain.

Traffic demand modeling in the time domain has been well-investigated in the literature. Traditionally, in voice-only networks, homogeneous Poisson process models were accurate enough to model traffic in time. After the emergence of different applications, such as video and data with variable data rate demands, the Poisson model failed to capture the traffic statistics; as a result, various heterogeneous (super-Poisson) traffic models based on the hidden Markov model (HMM), Markov modulated Poisson process (MMPP) [11], and other stochastic methods have been proposed in the literature and used for performance analysis.

Similarly, in the space domain, a popular approach in modeling and analysis of the supply and demand in HetNets has been the use of two independent Poisson point processes (PPPs) for the locations of BSs and UEs [4]. Despite analytical tractability, this popular approach has a major shortcoming: although the PPP model may be a fitting one for the BS locations, it is less adequate for the UE locations, mainly due to the fact that the model is not adjustable (tunable) to represent the amount of heterogeneity (non-uniformity) in the UE locations. There is still relatively little literature that takes into account the heterogeneous spatial distribution of the traffic demand in wireless cellular networks [22, 26, 28].

The goals and the main contributions of this chapter are summarized as follows:
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Figure 23: Various UE distributions with different clustering properties are illustrated in a 1000 m x 1000 m network. Black triangles denote the BSs and small dots denote the UEs. Starting from a pure Matern point process (a), the ratio of independent UEs increases and the CoV decreases until a homogeneous PPP (f) with no clusters is reached with CoV=1. The number of BSs is 10 and the Matern cluster radius is assumed to be 50 meters.
• We introduce a novel HetHetNet modeling, i.e., an adaptive spatial traffic model with adjustable heterogeneity to capture the characteristics of wireless demand distribution in wireless heterogeneous cellular networks.

• We study the impact of more realistic heterogeneous (non-uniform) spatial traffic demand distribution on the efficiency of the UIL method in HetHetNets with backhaul capacity limitation.

• We propose a new objective for the UIL mechanism that takes into account the impact of the BS load and the backhaul capacity on the network performance.

The remainder of this chapter is organized as follows. In Section 4.2, the spatial traffic modeling and the network modeling are described. The basic UIL is reviewed in Section 4.3. The new UIL method involving BS load and backhaul capacity is introduced in Section 4.4. In Section 4.5, the simulation parameters and results are presented, and Section 4.6 presents conclusions and remarks.

4.2 Modeling HetHetNets

Although PPP modeling leads to analytical tractability [77, 78], a more realistic model results in more accurate understanding of network performance. The concept of user distribution is directly related to the network performance in wireless networks in general and in wireless cellular networks in specific. There are two main aspects of experienced rate which are affected by user distribution: the load on BSs which is determined by the clustering properties of user distribution, and the spectral efficiency of UEs which is a function of signal-to-interference-plus-noise (SINR) which is, in turn, a function of distance between UEs and BSs. In this section, we propose a novel wireless cellular network modeling approach which has the following properties:

1. The spatial distribution of wireless traffic demand (active UEs) is not homogeneous (uniform) but adjustable and heterogeneous (nonuniform).

2. The capacity of backhaul connections is not unlimited (infinite) but constrained (finite).
4.2.1 UE Distribution Model

While homogeneous PPP assumption for the UE distribution is not realistic, highly clustered distributions with no standalone UEs is also unrealistic. The requirement is an adjustable model which is tunable (preferably with few parameters) to model a wide range of scenarios from highly homogeneous PPP to highly heterogeneous clustered scenarios.

To generate such an adjustable and heterogeneous spatial traffic demand, we should first note that the wireless devices, i.e., UEs, can be divided into two different categories: 1) the wireless devices which are correlated (collocated) with social points of interest, i.e., residential and office buildings, bus stations, shopping malls, and so forth, and 2) the wireless devices which are not attracted around the points of interest, i.e., the wireless devices which are independent from the points of interest. We assume that the set of points of interest is the same as the set of BSs, i.e., all points of interest are equipped with BSs. Sample scenarios are shown in Figure 23.

The proposed user distribution model in this chapter is as follows: $N_u$ active user devices are generated while $N_u$ follows a Poisson distribution with mean $\lambda_u \times A$ ($N_u \sim \text{Poisson}(\lambda_u \times A)$) where $A$ is the total network area. Every new user is labeled as BS-independent with a probability of $p$ or BS-correlated with a probability of $1 - p$. The BS-independent devices are distributed uniformly by a homogeneous Poisson process, while the BS-correlated points are located uniformly in a ball centered at one of the points of interest. The points of interest might have different weights attracting devices with different probabilities. In this chapter, we assume that all of the points of interest have equal weight.

The real world traffic distribution is very similar to the described model. Consider a snapshot of user locations in a cellular network (for instance, a campus snapshot). Users can be divided into two main categories. The first category includes the nomadic users who are inside or around buildings or other points of interest. The second category is the mobile users moving from one building to another, or from one point of interest to another. We don’t claim that this model can fit to any scenario of user distribution but this model covers a majority of users and can be adjusted to various scenarios with limited number of parameters.

In particular, the distribution of UEs is an overlay (a superposition) of two independent distributions. The first one is a PPP with density $p\lambda_u$ and the second one is a Matern point process [58] with total density of $(1 - p)\lambda_u$. In Matern point processes,
first, a parent process of cluster-heads are distributed uniformly in a region, then, cluster members are distributed uniformly in circles around the cluster-heads.

In a network scenario with $p = 0$, all devices are located around points of interest and the resulting pattern is a clustered Matern point process. On the contrary, a point pattern generated with $p = 1$ is totally random, i.e., traditional uniform PPP. Any other value of $p$ results in an overlay pattern with superposition of a Poisson point process and a Matern point process (Figure 23).

A very important problem in heterogeneous UE modeling is the measurement of the level of the heterogeneity. It is crucial to have a benchmark metric which determines the heterogeneity of the distribution with one (or few) parameter(s), so it is easy for everybody to gain an understanding of the level of clustering of UEs by having this metric value. In [26], we proposed simple metrics for the measurement and understanding of the heterogeneity of spatial point patterns. Specifically, we proposed the statistical characteristics of the random tessellations of point distributions as accurate and very appropriate metrics of spatial heterogeneity. We showed that the coefficient of variation (CoV), defined as the standard deviation $\sigma$ divided by mean $\mu$, $(\sigma/\mu)$, is a revealing statistical parameter which captures a majority of the statistical characteristics of a metric. We also showed that the geometrical inferences of conventional tessellations such as Voronoi tessellations and Delaunay tessellations are very promising candidates. Such metrics as Voronoi-cell-areas and Delaunay-cell-edge-lengths are shown to be accurate enough and can be considered as analogues of popular inter-arrival-times metric in the temporal traffic modeling.

A CoV value of 0 means that the UEs are organized in a very structured manner and the Voronoi cells and Delaunay cells are all equal. A CoV value of 1 is associated with a completely random distribution where UEs are PPP distributed. CoV values between 0 and 1 refer to sub-Poissonian distributions in which the distribution is more homogeneous than Poisson. Finally, a CoV value of more than 1 means that the points are distributed heterogeneously (or non-uniformly) compared to PPP (super-Poissonian).

This gives the opportunity of unified and non-parameterized traffic modeling and measurement in time domain and space domain. Indeed, a parameter such as $p$ in our model in this chapter, is an internal parameter of the traffic generation process while CoV is a benchmark parameter that can be used to compare the heterogeneity of different patterns.
4.2.2 System Model

We model the downlink of a heterogeneous wireless cellular network with heterogeneous traffic distribution (HetHetNet) comprised of $K$ tiers of BSs (e.g., macro, pico, and femto) with omni-directional antennas. BSs of tier $k$ have transmission power of $P_k$, backhaul capacity of $C_k$ and are spatially distributed as a PPP $\Phi_k$ of spatial density $\lambda_k$. The BSs of different tiers of the network are distributed independently.

The fading (power) between a BS and a UE is assumed to be i.i.d exponential (Rayleigh fading). The standard path loss function is given by a simple model reciprocal to the $\alpha$-power of distance where $\alpha > 2$ is the path loss exponent. Hence, assuming that the antenna gains are included in the transmission power, the received power at a typical UE from a BS belonging to tier $i$ is the product of transmit power at that tier by the power loss. Assuming that the UE connects to this BS, the resulting aggregate interference and the SINR expression can be calculated accordingly. We assume that each UE connects to the BS whose average signal power, hence average SINR, is the strongest. The spectral efficiency (SE) can be stated as $\eta_x = \log_2(1 + \gamma_x)$ using the Shannon formula. Assuming equal resource scheduling, the user rate can be calculated as $R_u = \min(1, C_{a_u}/L_{a_u}) \times \eta_{x_u} W N_{a_u}^{-1}$ where $W$ is the total BS bandwidth, $a_u \in \bigcup_{k=1}^{K} \Phi_k$ is the BS associated to $u$, $L_{a_u}$ is the aggregate load on $a_u$ (i.e., the summation of UE loads in an unlimited backhaul scenario which depends on the locations and channel quality of UEs), and $N_{a_u}$ is the number of UEs associated with $a_u$. The backhaul capacity limits the user rates by a factor of $C_{a_u}/L_{a_u}$ compared to the unlimited backhaul scenarios. UE temporal traffic model is assumed to be full-buffer and best-effort.

4.3 Basic UIL

In this section, we describe the UIL concept and explain the basic UIL schemes which already exist in the literature.

The basic UIL concept aims at controlling the user (‘layer-8’) behavior in a wireless network in order to obtain a better SE by convincing the users to move from one location to a better one or to avoid traffic congestion by postponing session traffic out of the busy hours. Depending on this impact dimension, the approach is called spatial or temporal UIL control [9]. In both cases the user is within, and part of, a closed-loop control system shown in Fig. 24. In this chapter, we are concerned about
UIL aims at controlling user behavior in a network. User is guided to transmit at a better time or move to a better location. Based on the target behavior and the previous user behavior, the controller decides on the control information (CI) which is displayed in the screen of the user equipment for the user with the associated incentives (or penalties). The user decides 1) to follow the suggestion and deviate from his default behavior in order to receive the offered rewards, or 2) not to follow the suggestion and lose the offered rewards.

The user receives suggestions and incentives (or penalties) in order to convince him to diverge from the default behavior. A user within a closed control loop receives this control information (CI) in form of suggestions on the graphical user interface, e.g., a map and directions towards a better location, a better time to start his session (out of the busy hour), or as simple as a color indicator (e.g., green, yellow, red). Before user moves to the new location, all information such as the amount of SE increase, the amount of incentive, and the distance between current and target location are known.

Obviously, the effectiveness of UIL in improving UE experience as well as network throughput depends strongly on the degree of conformance of users regarding the guiding information which, in turn, depends on the incentives which are suggested to the users. For instance, a 20% discount ignites less motivation in the users to move compared to a 40% discount. A wise selection of control parameters can lead to increased system throughput as well as network revenue since the increased throughput rises the opportunity for network operators to increase the number of subscribers in general.

The user decides to move or not to move based on the information. The user and its behavior is naturally not subject to a precise science. In order to get some usable
properties of the input/output system response, two surveys have been conducted in [79, 80]. A fitting mathematical model derived from the empirical distributions follows an exponential shape for the function between incentive and the probability \( p_d = \exp(-\beta d) \) of using the service where \( d \) is the distance between current user location and suggested location and \( \beta \) depends on individuals, incentives, and many other parameters. Therefore, the model can be customized for each user and recorded in central databases. For this thesis, for the sake of simplicity, we assume that the \( p_d \) function has the same shape (\( \beta \) parameter) for all users. Figure 25 illustrates the probability of movement and the fitting functions based on the surveys conducted in article [79, 80].

The main objective of the basic UIL is to suggest to the user the location which maximizes the utility of the user denoted as \( U_u^x = \eta_x p_x \), where \( \eta_x \) is the spectral efficiency at location \( x \) and \( p_x \) is the probability of the user moving the distance \( d_x = |x_u^0 - x| \) between the current location of the user \( x_u^0 \) and the location \( x \). The location that gives the best utility, \( x_u^* \), is suggested to the user \( u \) and he accepts the suggestion with probability \( p_x \) and moves to \( x_u^* \) to experience spectral efficiency of \( \eta_{x_u^*} \).

Two different schemes can be used for basic UIL: in the first scheme (Baseline-I), the user is not re-associated to a new BS, therefore, only the locations inside the coverage area of the current serving BS are searched. In the second scheme which is called (Baseline-II), the best SE from all BSs in the network can be searched and if a location with higher SE from another BS is selected and the user accepts to move, the user is re-associated to the new BS.

### 4.4 Advanced UIL Schemes

The user rate \( R_u \) in a wireless cellular network depends not only on the SE but also on the load and the backhaul capacity of the BS associated with it. Specifically, a UE associated with a highly loaded BS, even with relatively high SINR, has to share the BS resources with other UEs. Moreover, a UE associated with a BS which has limited backhaul capacity, cannot achieve high rate. While in the basic UIL only the spectral efficiency of the users is considered in the utility function, in this section, we
Figure 25: A fitting mathematical model is derived from the empirical probability distributions of using the offered services. The derived model is expressed as an exponential function parameterized by the offered moving distance and the associated incentives (or penalties).
Table 5: Simulation parameters for Chapter 4

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spatial density of UEs</td>
<td>( \lambda_u )</td>
<td>1000/km(^2)</td>
</tr>
<tr>
<td>Number of network tiers</td>
<td>( K )</td>
<td>3</td>
</tr>
<tr>
<td>Spatial density of macro-BSs</td>
<td>( \lambda_1 )</td>
<td>5/km(^2)</td>
</tr>
<tr>
<td>Spatial density of pico-BSs</td>
<td>( \lambda_2 )</td>
<td>25/km(^2)</td>
</tr>
<tr>
<td>Spatial density of femto-BSs</td>
<td>( \lambda_3 )</td>
<td>25/km(^2)</td>
</tr>
<tr>
<td>Total network area</td>
<td>( A )</td>
<td>1km \times 1km</td>
</tr>
<tr>
<td>Macro-BS Backhaul capacity</td>
<td>( C_1 )</td>
<td>1 Gbps</td>
</tr>
<tr>
<td>Pico-BS Backhaul capacity</td>
<td>( C_2 )</td>
<td>100 Mbps</td>
</tr>
<tr>
<td>Femto-BS Backhaul capacity</td>
<td>( C_3 )</td>
<td>10 Mbps</td>
</tr>
<tr>
<td>Macro-BS antenna height</td>
<td>-</td>
<td>25 m</td>
</tr>
<tr>
<td>Pico-BS antenna height</td>
<td>-</td>
<td>10 m</td>
</tr>
<tr>
<td>Femto-BS antenna height</td>
<td>-</td>
<td>10 m</td>
</tr>
<tr>
<td>Number of drops</td>
<td>-</td>
<td>1000</td>
</tr>
<tr>
<td>Bandwidth (downlink)</td>
<td>( W )</td>
<td>10 MHz</td>
</tr>
<tr>
<td>Noise power</td>
<td>( \sigma_n^2 )</td>
<td>-174 dBm/Hz</td>
</tr>
<tr>
<td>Total macro-BS transmit power</td>
<td>( P_1 )</td>
<td>46 dBm</td>
</tr>
<tr>
<td>Total pico-BS transmit power</td>
<td>( P_2 )</td>
<td>30 dBm</td>
</tr>
<tr>
<td>Total femto-BS transmit power</td>
<td>( P_3 )</td>
<td>23 dBm</td>
</tr>
<tr>
<td>Path-loss exponent</td>
<td>( \alpha )</td>
<td>3.7</td>
</tr>
<tr>
<td>BS and UE antenna gain</td>
<td>-</td>
<td>0 dBi</td>
</tr>
<tr>
<td>Time domain traffic model</td>
<td>-</td>
<td>Full buffer</td>
</tr>
<tr>
<td>Antenna model</td>
<td>-</td>
<td>Omni-directional</td>
</tr>
<tr>
<td>UE antenna height</td>
<td>-</td>
<td>1.5 m</td>
</tr>
<tr>
<td>Fading model</td>
<td>-</td>
<td>Rayleigh fading</td>
</tr>
</tbody>
</table>


introduce advanced schemes for UIL which take into account the user rates based on BS load information, backhaul capacity, and SE in the utility function.

In this chapter, we assume that the UEs arrive in the network sequentially. Therefore, the new location is suggested to the newly arrived UEs one by one as time passes. As a result, an optimization framework for the entire network in one shot is not considered. Optimization solutions are suggested as interesting future extensions of this work.

It must be noted that consecutive suggestions to the users to move might be annoying and unacceptable. Therefore, in this thesis, we assume that every user is offered a new location only at the arrival to the network (at the beginning of a session). In an optimization paradigm for UIL, the time and the frequency of performing UIL optimization is an important parameter. If the optimization is done frequently, the users might not accept it and deny to move. On the other hand, if the optimization is done infrequently, many users might complete a full session in an interval without being considered for UIL optimization.

In the UIL scheme, the objective function must be defined in a way that maximizes the rate of a user by suggesting a wise movement to the user so that with minimum possible movement, the user can achieve a considerable higher rate. This might result in a re-association to a new BS. First, we introduce an advanced UIL scheme (Adv-UIL-load) whereby the utility function includes the BS loads to make sure that the network load is balanced among BSs. Furthermore, an improved UIL scheme (Adv-UIL-load-backhaul) can be considered whereby the utility function is constructed based on the BS load data as well as the BS backhaul capacity.

In Adv-UIL-load scheme, for a UE $u$, originally located at $x_u^0$, the utility function is defined as

$$U^x_u = \frac{W \eta_x p_x}{N_x},$$

where $N_x$ is the number of UEs associated with the BS serving the point $x$, $W$ is the total available bandwidth, $\eta_x$ is the spectral efficiency at point $x$, and $p_x$ is the probability of the user $u$ moving to point $x$. This scheme takes into account the BS load, by incorporating $W/N_x$ into the utility formula, as well as the channel quality (i.e., the spectral efficiency). The location $x_u^*$, providing the highest utility, is suggested to the UE $u$ to move to.

In the Adv-UIL-load-backhaul scheme, the utility function for a UE $u$, originally
Figure 26: The mean user rate averaged over the entire network (left) and the coverage probability with minimum rate of 1 Mbps (right) are shown in this figure (y-axis). The x-axis shows the CoV values. Nonlinear least-squares fitting is used to show the curve trends.
The UEs located at $x_u^0$, is defined as

$$U_u^x = \min(1, \frac{C_{a_x}}{L_{a_x}}) \times \frac{W_{\eta_x} P_x}{N_x},$$

where $a_x$ is the BS associated with the point $x$, $C_{a_x}$ is the backhaul capacity of $a_x$, and $L_{a_x}$ is the aggregate load offered on $a_x$. In a network with finite backhaul capacity, for every point in the network, one of the following cases might happen:

1. The backhaul capacity is more than the wireless access link capacity. In this case, the backhaul capacity is not a bottleneck and every user receives the exact rate that is offered by the wireless access connection, i.e., $W_{\eta_x} P_x / N_x$.

2. The backhaul capacity is less than the wireless access capacity. In this case, the backhaul capacity limits the user rates and every user receives just a certain portion of the available access rate. In other words, the wireless access rate for each point is decreased by a factor of $C_{a_x} / L_{a_x}$.

In the future HetHetNets where the backhaul limitation is predicted to be a real issue, the proposed UIL schemes can have considerable impact. In Section 4.5, we present the simulation results.

### 4.5 Simulation Results

Based on the HetHetNet modeling proposed in Section 4.2 and the proposed UIL schemes in Section 4.4, in this section, we present the simulation parameters and the experimental results.

We used a MATLAB-based simulation environment. UEs with mean overall density of $\lambda_u = 1000$/km$^2$ were dropped in a 1 km $\times$ 1 km network area. A 3-tier HetNet is simulated consisting of macro-BSs with mean density of $\lambda_1 = 5$/km$^2$, pico-BSs with mean density of $\lambda_2 = 25$/km$^2$, and femto-BSs with mean density of $\lambda_3 = 25$/km$^2$. The macro-BSs, pico-BSs, and femto-BSs are assumed to be connected to the backhaul network with capacities of $C_1 = 1$ Gbps, $C_2 = 100$ Mbps, and $C_3 = 10$ Mbps, respectively, all with omni-directional antennas. We repeated the experiment for 1000 drops and gathered the results for each drop. The UEs are presumed to have full-buffer traffic model in the time domain. As suggested by 3rd Generation Partnership Project (3GPP) technical specification group for Evolved Universal Terrestrial Radio
Access (E-UTRA), the transmit power for macro, pico, and femto BSs are set to be $P_1 = 46$ dBm, $P_2 = 30$ dBm, and $P_3 = 23$ dBm, respectively. Table 5 summarizes the simulation parameters used in this chapter.

The network mean user rates versus the CoV of Voronoi-cell-areas is illustrated in Fig. 26. As shown in Fig. 26, with decrease in CoV (with increase in $p$, i.e., the ratio of BS-independent UEs), the network mean user rate is decreased as expected. This is because the number of users which are near BSs and have high quality channel status is decreased. Moreover, the new proposed UIL schemes, namely Adv-UIL-load and Adv-UIL-load-backhaul, show superior performance compared to the basic schemes. This is due to the fact that in the advanced proposed schemes, if the backhaul connection of a BS does not have enough capacity to support new traffic, even if the access connection is in good quality, the UE is not guided to this BS. However, in the basic UIL schemes, the backhaul capacity is not taken into account.

The next metric which is investigated is the coverage probability. Figure 26 illustrates the coverage probabilities versus the CoV of Voronoi-cell-areas. The minimum rate for coverage can be a simulation parameter. In this chapter, we set the minimum rate threshold to be 1 Mbps.

It can be seen again that the coverage probability is increased by the UIL schemes and the new proposed schemes improve the coverage probability compared to the basic UIL schemes. For highly uncorrelated traffic to the base stations, the coverage probability is enhanced from less than 30% to about 60% (more than doubled). However, note that the realistic distribution of traffic is not represented by this uniform case ($p = 1$).

### 4.6 Conclusion

We proposed an adjustable spatial traffic model for HetHetNets with limited backhaul connection capacity. With the novel network model, we introduced improved UIL schemes whereby the BS loads and the BS backhaul connections are taken into account. The simulation results confirm that the new UIL scheme improves such important network performance metrics as the mean user rate and the coverage probabilities in the future 5G networks.
Chapter 5

VN Admission Control in HetHetNets

5.1 Introduction

In future software-defined networks (SDNs), wireless access service is envisioned to be requested not only for individual users but also for groups of users. The user groups are assigned with virtual slices of the network called virtual networks (VNs). VN customers request service from infrastructure providers who operate substrate networks (SNs). Examples of SNs include future 5G/5G+ cellular networks and future Wi-Fi networks, and examples of VN customers include taxi operators, Police, bus operators, post companies, second-level service providers, and many other private and public organizations. Figure 27 shows an example of network structure in a SDN.

Upon arrival of VN service requests, which might have heterogeneous traffic profiles and different quality-of-experience (QoE) requirements, a central network admission control entity, which can be considered as a network function in the network operating system (NOS), must decide to whether admit or reject the customer service request. Admission control is performed based on a large number of parameters including the customer traffic profile (user equipment (UE) locations), available bandwidth at base stations (BSs) \(^1\), and customer QoE requirements.

The virtual network admission control in a wireless network is different from (and more complicated than) the regular single-session admission control. In the single-session admission control, decision is made based on a (deterministic) snapshot of

---

\(^1\)Since the network discussed in this chapter is general and there is no assumption on network technology, the general term BS is used to refer to any serving point. Therefore, BS might refer to access points (APs) in Wi-Fi, evolved Node BSs (eNodeBs) in LTE, or serving nodes in other technologies.
Figure 27: Network structure: admission control, as a function in NOS, decides on admission or rejection of VN requests based on the customer traffic profiles, required QoE, and resource availability in SNs.

already existing UE locations and the new UE location; while in the VN admission control, the UE locations and traffic demand distribution information are provided statistically by the VN customers. For instance, VN customers might indicate the expected distribution of traffic in various areas of the network. Therefore, the VN requests must be admitted if their QoE can be satisfied statistically. After (long-term) admission of a VN, (short-term) single-sessions of the VN are admitted only if they follow the restrictions and limitations of the VN admission contract. Illustration of the VN admission control concept and its relation to the regular single-session admission control is given in Figure 28.

In future 5G/5G+ networks, an envisioned characteristic of the networks is heterogeneity. It is expected that the network infrastructure will be heterogeneous in 5G/5G+ networks including different types of access points and base stations such as macro-BSs, pico-BSs, and femto-BSs. On the other hand, due to the emergence of various applications with different rate requirements, the traffic distribution is becoming highly heterogeneous (non-uniform)\(^1\) both in the time domain and the space

\(^1\)In this chapter, we use the terms “heterogeneous” and “non-uniform” interchangeably. Similarly,
Figure 28: Admission control is performed in two levels: in the long-term level, VNs are admitted and embedded into the system statistically based on resource availabilities, and in the short-term level, single-sessions are admitted based on VN customer contracts.

domain. Therefore, a desirable admission control mechanism must be able to work in heterogeneous wireless networks with heterogeneous traffic distributions (HetHetNets).

In this chapter, a novel mechanism for admission control of VN requests is proposed which is also applicable to HetHetNets. The VN admission control construct is formulated as a convex problem which is tractable and efficient to solve.

The main contributions of this chapter are summarized as follows:

- We propose a wireless VN admission control mechanism which incorporates feedback information to the customer to update its traffic profile according to the real traffic measurements conducted by the VN service provider. This results in more accurate traffic specification and better QoE. The proposed methodology is applicable to any traffic profile including heterogeneous scenarios and HetHetNets.

- We formulate VN admission control as a convex optimization problem which is computationally tractable and efficient. We also present a number of extensions.
which incorporate network cost minimization and network backhaul limitations in the problem.

- Our proposed VN admission control method allows general multiple association between UEs and BSs. The simulation results verify that a higher number of VN requests can be admitted to the network using the proposed technique compared to the existing methods.

5.2 System Model and Problem Definition

In this section, we describe the system model and parameters (Section 5.2.1), and define the wireless VN admission control problem in specific terms (Section 5.2.2).

5.2.1 System Model

We consider a software-defined radio access network (SD-RAN) with limited backhaul capacities and general access parts. Target systems could be, but are not limited to, WiMAX2, Wi-Fi, 4G LTE, 5G/5G+ HetNets or a combination of them. We focus on downlink in this chapter but our method is also applicable to uplink. In particular, in this chapter we focus on admission or rejection of VNs according to the downlink requirements. However, the uplink requirements, or a combination of downlink and uplink requirements, can also be considered.

We consider a geographical region $L \in \mathbb{R}^2$ (i.e., two dimensional plane) as the network layout that is served by a set of BSs $B$. Each BS is characterized by its transmit power, backhaul capacity $H_k, k \in K = \{1, \ldots, |B|\}$, and its available bandwidth $W_k$, as shown in Figure 29. In this chapter, we always use $k$ as the index for BSs.

Let $l \in L$ denote a location on the network layout. We assume that demand arrivals for the $i$th VN, $v_i \in V$, at location $l$ and at time $t$, $d_{il}^t$, are random variables that follow arbitrary distributions with mean $\lambda_{il}^t$, where $V$ is the set of VNs. This provides flexibility for inhomogeneous, i.e., heterogeneous or non-uniform, traffic characterization. We always use $i$ for indexing VNs. Detailed investigation of heterogeneous traffic modeling is performed in [26–28]. To avoid notation complexity, we drop the time index $t$ in this chapter. It can be shown that our results can be easily extended to span time-varying traffic statistics by profiling traffic for specific times of day, week, or year. Moreover, to avoid unnecessary technical difficulties, in this
Figure 29: System model: VNs with heterogeneous traffic profiles to be served by a general SN with backhaul capacity limits. Every bin can be associated to one, two, or multiple BSs.
chapter, we assume that the region $L$ is divided into a set of small (e.g., 5m × 5m) bins (areas) $a \in A$, and the demand for each bin is defined as

$$d_{ij} = \int_{l=a_j} d_{il}, j \in J, i \in I,$$

where $j$ is used for indexing bins, $J = \{1, ..., |A|\}$ is the set of bin indices, and $I = \{1, ..., |V|\}$ is the set of VN indices.

In this chapter, we assume that the BSs transmit with constant (not necessarily equal) power; we leave power control extension as a future work. The signal-to-interference-plus-noise ratio (SINR) for the center of bin $a_j \in A$ if it is connected to BS $b_k \in B$ is defined as

$$\gamma_{jk} = \frac{P_{jk}}{P_N + \sum_{\ell \in J \setminus j} P_{\ell k}},$$

where $P_{jk}$ is the effective received power from BS $b_k, k \in K$ at bin $a_j$, and $P_N$ is the noise power.

The received power can be calculated based on path-loss exponent and channel models as well as the other environmental parameters. In practical cases, it also can be collected from field measurements. Spectral efficiency (SE) can be any arbitrary function of SINR in this method. In our simulations, we assume that it follows the Shannon’s formula as follows:

$$\eta_{jk} = \log_2(1 + \gamma_{jk}).$$

For the sake of a better readability and an easier understanding, a list of parameters used in this chapter with associated symbols are summarized in Table 6.

### 5.2.2 Problem Definition

In this chapter, we assume that QoE expectations are specified by each customer and each VN, $v_i \in V$, by three main parameters:

1. the required traffic demand which is specified by the traffic demand matrix $d$,
   or more specifically, by the distribution parameters of traffic in each bin,

2. the required maximum outage $O_i$ (or equivalently, the required minimum coverage probability $C_i$),
Table 6: List of Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L$</td>
<td>Network region</td>
</tr>
<tr>
<td>$B$</td>
<td>Set of BSs</td>
</tr>
<tr>
<td>$b$</td>
<td>A typical BS</td>
</tr>
<tr>
<td>$l$</td>
<td>A typical location</td>
</tr>
<tr>
<td>$d$</td>
<td>Traffic demand matrix</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Traffic demand mean matrix</td>
</tr>
<tr>
<td>$t$</td>
<td>Time index</td>
</tr>
<tr>
<td>$A$</td>
<td>Set of bins</td>
</tr>
<tr>
<td>$a$</td>
<td>A typical bin</td>
</tr>
<tr>
<td>$V$</td>
<td>Set of VNs</td>
</tr>
<tr>
<td>$P$</td>
<td>Received power matrix</td>
</tr>
<tr>
<td>$P_N$</td>
<td>Noise power</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>SINR matrix</td>
</tr>
<tr>
<td>$\eta$</td>
<td>SE matrix</td>
</tr>
<tr>
<td>$U$</td>
<td>BS maximum utilization array</td>
</tr>
<tr>
<td>$O$</td>
<td>Outage requirement array</td>
</tr>
<tr>
<td>$C$</td>
<td>Coverage requirement array</td>
</tr>
<tr>
<td>$D$</td>
<td>Delay requirement array</td>
</tr>
<tr>
<td>$H$</td>
<td>BS backhaul capacity array</td>
</tr>
<tr>
<td>$W$</td>
<td>BS available bandwidth array</td>
</tr>
<tr>
<td>$x$</td>
<td>Rate association matrix</td>
</tr>
<tr>
<td>$M$</td>
<td>BS loads array</td>
</tr>
<tr>
<td>$r$</td>
<td>Total received rate matrix</td>
</tr>
<tr>
<td>$\Delta$</td>
<td>Average of experienced delay matrix</td>
</tr>
<tr>
<td>$\Theta$</td>
<td>Experienced delay matrix</td>
</tr>
<tr>
<td>$\xi$</td>
<td>Experienced coverage matrix</td>
</tr>
<tr>
<td>$\chi$</td>
<td>Network cost</td>
</tr>
</tbody>
</table>
3. and the required maximum delay $D_i$, or the delay thresholds with associated probabilities.

In the heterogeneous wireless network system described in Section 5.2.1, VN requests arrive with specific traffic profiles and QoE requirements. Upon the arrival of each new VN request, the VN admission control problem must be executed and solved to decide whether or not the newly arrived VN request can be admitted and incorporated in the system, with all of its QoE requirements satisfied, and without affecting the already existing VNs' services.

Figure 30 shows the input parameters and the side information which is entered in the admission control module along with the possible outputs driven from solving the admission control problem.

### 5.3 Admission Control for Virtual Networks

In this section, the admission control process and method for virtual networks is described. Section 5.3.1 describes the broad view of the VN admission control process. The multiple association optimization method for VN admission control is explained in Section 5.3.2, and proved to be convex in Section 5.3.3. Two extensions are added to the optimization framework in Section 5.3.4.
5.3.1 Admission Control Process

The broad view of the proposed VN admission control process is illustrated in detail in Figure 31. Figure 31 depicts a comprehensive procedure for admission control of VNs which includes the interface to the customers and network operation feedback. The various steps of the process are explained from upper-left corner as follows:

- The VN customers provide their QoE expectations including the demand statistics, outage requirements, and delay requirements.

- The demand statistics might be provided by the customer in a resolution different than the network. Therefore, they must be converted to the network bin resolution. The customer may specify the overall mean rate only, he can specify some hotspots, or he can specify very detailed demand information.

- The VN admission control problem is executed and solved using convex optimization method explained later in Section 5.3.2. This part is the main problem solving element of the VN admission procedure.

- If a VN is admitted to the system, after embedding the VN into system, the scheduling is done opportunistically, even though the admission was done statistically. This means that a better QoE can be achieved in comparison to what admission control is based on. On the other hand, the network operator might be aware of some inefficiency which cannot be quantified in the admission control problem. Therefore, the network operator may decide to do an aggressive or conservative admission.

- If the final decision is to reject the new VN request, there are some alternative actions including: deployment of new access points (e.g., femto or pico at hotspots), negotiating the QoE parameters with customer, borrowing some resources from the other infrastructure providers, and guiding customers to move to better locations if possible (e.g., user-in-the-loop [9]).

- If the final decision is to admit the new VN request, then the new VN is embedded into the system (resources are reserved and setup is done). In the operation phase, scheduling can be performed with power control and inter-cell interference coordination (ICIC) [81].
• A very important part of the VN admission control process is monitoring. Monitoring the network includes measurement of VN traffic and network utilization. Monitoring provides three main advantages:

1. Network resource utilization can be measured. This information can be fed back to the admission control function. For instance, if the utilization is low, then an aggressive admission can be performed and if the utilization is very high, then admission must be conducted conservatively. Presume that always less than $U_k\%$ of the resources in BS $b_k$ are used during the network operation. In this case, the effective bandwidth for this BS that can be used for future admission control can be $W_k/U_k$.

2. Traffic demands for VNs must be measured. This assures that the customers are following the contracts. For instance, the mean and the standard deviation of the traffic for each VN at each bin can be calculated to make sure that it follows the promised statistics.

3. The actual measured traffic statistics can be fed back to customers (for a particular fee) to correct their initial estimations. Many VN customers don’t have the measurement facilities and can benefit from this information and correct their traffic profiles.

The explained process is a comprehensive reference procedure that might be implemented partially or fully by a network operator to consider different aspects of VN admission control. In this chapter we focus on the main admission problem which is cast as a convex optimization problem in Section 5.3.2.

### 5.3.2 Admission Control Method

While the simplest (and mostly used) UE-BS association is based on maximum received power and maximum SINR (max-SINR), technology advances in future wireless networks allow for general multiple association in which a UE (or a bin) can be associated to multiple BSs, or to a BS with low SINR but high available bandwidth.

It is shown in the recent literature [82–84] that general association can result in significant improvement in network key parameter indicators, specially in future HetNets where small cells have limited coverage areas hence lower load compared to
Figure 31: VN admission control process: network-wide traffic measurement provides feedback information for the customers, traffic monitoring for QoE assurance, and possibility for an aggressive admission.
macro cells. In this section, a VN admission control method with general association is proposed.

First, note that VN admission control problem is a feasibility problem in which we are not trying to improve an objective function as the ultimate goal is to determine if some admission control constraints can be satisfied or not. Let \( x_{ijk} \) denote the amount of rate received from BS \( b_k \in B \) at bin \( a_j \in A \) by VN \( v_i \in V \). The objective of the optimization is to find a solution \( x^* \) that satisfies optimization constraints.

The first constraint is that the sum of the resources allocated by each BS to all bins cannot exceed its available resources:

\[
C1: \quad M_k = \sum_{i \in I} \sum_{j \in J} \frac{x_{ijk}}{\eta_{jk}} \leq W_k, \forall k \in K, \quad (49)
\]

where \( M_k \) is the amount of used resources from BS \( k \), \( W_k \) is the available resources, and \( \eta_{jk} \) is the effective spectral efficiency experienced from BS \( k \) at bin \( j \).

Assuming that session inter-arrival time in the time domain is exponentially distributed and is independent at all bins for all VNs, and the session sizes are distributed independently and exponentially, the downlink queues in BSs can be modeled by parallel M/M/1 queues as illustrated in Figure 32.

We know that the total arrival rate for VN \( v_i \in V \) at bin \( a_j \in A \) is \( \lambda_{ij} \). Now
assume that the arrived session requests are sent to BS \( b_k \in B \) with probability \( p_{ijk} \). Then, the effective arrival rate for this BS is \( \lambda_{ijk} = p_{ijk} \lambda_{ij} \) where

\[
\sum_{k \in K} p_{ijk} = 1, \quad \forall i \in I, \forall j \in J.
\]  

(50)

Therefore, the second constraint is as follows:

\[
C_2: \sum_{k \in K} \lambda_{ijk} = \lambda_{ij}, \quad \forall i \in I, \forall j \in J.
\]

(51)

Based on Burke’s theorem on parallel queues [85], the average service delay for each bin \( a_j \in A \) for each VN \( v_i \in V \) from BS \( b_k \in B \) is defined as

\[
\Delta_{ijk} = \frac{1}{x_{ijk} - \lambda_{ijk}}.
\]

(52)

The third constraint is that each VN at each bin cannot experience a delay higher than its required maximum delay (note that delay requirement is defined only for time sensitive services). The maximum experienced delay by each VN at each bin is the maximum experienced delay in all parallel queues. Therefore,

\[
\max_{k \in K} \Delta_{ijk} \leq D_i, \forall i \in I, \forall j \in J.
\]

(53)

Delay requirement can also be defined by customers for every single bin. In that case, \( D_{ij} \), the delay requirement matrix will replace \( D_i \), the delay requirement array. However, this is not a common case and is not considered in this thesis.

In (53), the maximum delay for all parallel queues must be less than or equal to the delay threshold. This means that all delays for all parallel queues must be less than or equal to the delay threshold (third constraint):

\[
C_3: \Delta_{ijk} \leq D_i, \forall i \in I, \forall j \in J, \forall k \in K.
\]

(54)

The total delay experienced by UEs is the sum of all delays from the moment that the service request is submitted to the wireless system until the moment when the UE receives the service. For instance, backhaul transmission might add considerable delay in service. Processing delay (in BS as well as in UE) and propagation delay also must be added to the total delay. In this chapter, we only considered the queuing
and wireless service delay for downlink part, assuming that other delays sum up to zero.

For all the queues in the BSs to be stable, it is also necessary that all arrival rates in all queues be less than service rates:

\[ \lambda_{ijk} \leq x_{ijk}, \forall i \in I, \forall j \in J, \forall k \in K. \]  \hfill (55)

Also note that in (54) we are limiting the maximum of the average experienced delays \( \Delta_{ijk} \) to be less than tolerance threshold \( D_i \). However, this can be extended to any percentile of delays. To be more specific, assume that we want the experienced delays \( \Theta_{ijk} \) to be less than a threshold \( D_i \) with a probability of \( q \):

\[ \Pr\{\Theta_{ijk} \leq D_i\} \geq q, \forall i \in I, \forall j \in J, \forall k \in K. \]  \hfill (56)

This means that we want the cumulative distribution function (CDF) of delays to be greater than \( q \) at \( D_i \):

\[ F_{\Theta_{ijk}}(D_i) \geq q, \forall i \in I, \forall j \in J, \forall k \in K. \]  \hfill (57)

From M/M/1 queue analysis, it is known that the delay has an exponential distribution with parameter \( x_{ijk} - \lambda_{ijk} \) \cite{86}. Therefore, (57) can be written as

\[ 1 - \exp\left(-D_i(x_{ijk} - \lambda_{ijk})\right) \geq q, \forall i \in I, \forall j \in J, \forall k \in K, \]  \hfill (58)

which can be in turn simplified to

\[ x_{ijk} - \lambda_{ijk} \geq \frac{-\log(1 - q)}{D_i}, \forall i \in I, \forall j \in J, \forall k \in K. \]  \hfill (59)

Finally, the last constraint is that coverage probability for all customers must be higher than the minimum required coverage. The coverage probability for a VN \( v_i \in V \) for one bin \( a_j \in A \) is equal to the probability that the demand for this VN in this bin is less than its received rate from all BSs:

\[ \xi_{ij} = \Pr\{d_{ij} \leq r_{ij}\}, \]  \hfill (60)
where \( r_{ij} \) is the total rate received by VN \( v_i \in V \) at bin \( a_j \in A \):

\[
C5: \quad r_{ij} = \sum_{k \in K} x_{ijk}, \forall i \in I, \forall j \in J.
\] (61)

To calculate the coverage probability for a VN over the entire network, one way is to take the normal average. However, since different bins have different traffic demands, a better measure is a weighted average:

\[
\xi_i = \frac{1}{\lambda_i} \left( \sum_{j \in J} \lambda_{ij} \cdot \xi_{ij} \right),
\] (62)

where \( \lambda_i = \sum_{j \in J} \lambda_{ij} \) is the total demand for VN \( v_i \in V \). Therefore, the last constraint is

\[
C6: \quad \xi_i \geq C_i, \forall i \in I.
\] (63)

In summary, the VN admission control problem can be cast as the following problem:

\[
\text{find}_{x,r,\lambda} \quad x \quad \text{subject to: C1-C6}.
\] (64)

### 5.3.3 Convexity of the Problem

A mathematical optimization problem can be solved efficiently and methodically if it can be cast as a convex problem [87]. A problem is convex if the objective function and the constraints are convex functions. In this section, we show that the problem (64) is convex and can be solved efficiently with well-known convex optimization tools and optimization methods such as interior point methods. Interior point methods are a certain class of algorithms that solve linear and nonlinear convex optimization problems [87].

In (64), the constraints C1-C5 are convex w.r.t. \( x, \lambda, \) and \( r \). Therefore, the problem is convex if the last constraint (C6) is convex. First, note that C6 is convex if \( \xi_i \) is a concave function of \( r \). Also note that \( \xi_i \) is a summation of \( \xi_{ij} \). Therefore, it is concave if \( \xi_{ij} \) is a concave function w.r.t. \( r \). From (60) it is clear that \( \xi_{ij} \) is the CDF of \( d_{ij} \) at \( r_{ij} \). Therefore, (64) is a convex optimization problem if \( d \) has a concave CDF. It can be easily shown that the exponential distribution and uniform distribution have concave CDFs. The CDF of the exponential distribution is defined
as

\[ F_X(x) = 1 - \exp(-\Lambda x), \quad (65) \]

for parameter \( \Lambda \), which has the following second derivative:

\[ \frac{d^2 F}{dx^2} = -\Lambda^2 \exp(-\Lambda x), \quad (66) \]

which is always negative.

The CDF of uniform distribution is defined as

\[ F_X(x) = \frac{x - a}{b - a}, \quad (67) \]

for parameters \( a \) and \( b \), which is a linear function.

It can also be shown that Gaussian distribution has a concave CDF for \( r \geq \lambda \). The CDF of the Gaussian distribution is defined as

\[ F_X(x) = \frac{1}{2} \left[ 1 + \text{erf}\left( \frac{x - \mu}{\sqrt{2\sigma}} \right) \right], \quad (68) \]

for parameters \( \mu \) and \( \sigma \), where \( \text{erf}(.) \) is the error function defined as

\[ \text{erf}(x) = E(x) = \frac{2}{\sqrt{\pi}} \int_0^x \exp(-t^2) dt, \quad (69) \]

which has the following second derivative:

\[ \frac{d^2 E}{dx^2} = \frac{-4x}{\sqrt{\pi}} \exp(-x^2), \quad (70) \]

which is negative for positive \( x \). Poisson distribution can be approximated by Gaussian distribution with very high accuracy for \( \lambda > 1000 \) [88].

### 5.3.4 Extensions

Solving (64) returns a \( x \) value that satisfies the constraints C1-C6. However, there is no guarantee that the result is the best result. For instance, there might be other \( x \) values which satisfy the constraints and also result in lower energy consumption or network cost.
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The first proposed extension to problem (64) is to minimize the network cost while trying to find a solution which satisfies all constraints:

\[
\text{minimize}_{x,r,\lambda} \chi \quad \text{subject to: C1-C6,} \tag{71}
\]

where the network cost \( \chi \) can be any convex function of the variables \( x \). One common way of defining the network cost is an exponential function of BS load:

\[
\chi = \sum_{k \in K} e^{M_k}. \tag{72}
\]

This definition results in a degree of load balancing among BSs. Another definition that results in min-max load balancing is the following:

\[
\chi = \max_{k \in K} M_k. \tag{73}
\]

In the formulation of VN admission control problem in (64), the backhaul capacities are not considered. In other words, there might be situations where the access part of a BS has enough capacity to serve high number of UEs while the backhaul capacity is limited. In particular, in the future 5G/5G+ HetNets, whereby femto BSs will be deployed by customers and operators will face deployment restrictions (or cost considerations) to lay fiber in many areas, it is not realistic to presume that backhaul links have unlimited capacities.

In a wireless network with ideal backhaul connections, the lack of capacity is mainly due to the access connection limitation, that is, the wireless access problem and low channel quality between UEs and BSs. However, in the envisioned 5G/5G+ networks with small cells deployed in residential and office buildings, the assumption of ideal backhaul is more optimistic than realistic, especially considering the fact that a main portion of the small cells (i.e., femto-cells) will be deployed by customers rather than service providers. Recently, there has been increasing interest in the literature in the study of limited backhaul capacities in future HetHetNets [76].

The next proposed extension for problem (64) is to take backhaul constraints,

\[
C7: \quad \sum_{i \in I} \sum_{j \in J} x_{ijk} \leq H_k, \forall k \in K. \tag{74}
\]
into account and reformulate (64) as

$$\min_{x,r,\lambda} \chi \quad \text{subject to: C1-C7.} \quad (75)$$

## 5.4 Simulation Results

Considering the system explained in Section 5.2, in this section, the experimental results are presented that show the efficiency of the VN admission control methodology proposed in Section 5.3. The simulation parameters and setup are described in Section 5.4.1, and the simulation results are presented in Section 5.4.2.

### 5.4.1 Simulation Setup and Parameters

We use a MATLAB based simulation to verify our analytical results which are drawn in Section 5.3. The network is comprised of 19 macro-cells on the X-Y plane with three-sector antennas (57 sectors in total) and 57 pico-cells randomly and uniformly deployed in the plane with omni-directional antennas. The inter-site distance among macro-BSs is 150 meters. The antenna height is considered 32 meters for macro-BSs and 10 meters for pico-BSs.

The entire network is divided into 5m × 5m bins and the spectral efficiency for the bin centers represents each bin. The path-loss exponent and the channel model is based on 3GPP Technical Report on further advancements for E-UTRA physical layer aspects (3GPP TR 36.814) [89]. The shadowing model is also from [89]. BS transmit power is 46 dBm for macro-BSs and 30 dBm for pico-BSs and fading is not considered (assumed to be averaged over time). The noise power is $P_N = -174$ [dBm/Hz] and each BS has 10 MHz bandwidth for downlink. Table 7 summarizes the simulation parameters used in this chapter.

### 5.4.2 Simulation Results

In the first experiment, we generate VNs with spatially uniform traffic, i.e., homogeneous Poisson point process (PPP). Each VN has mean traffic demand density of 0.2 Mbps at every bin. We increase the number of VNs and measure the maximum coverage probability (we assume that coverage requirement for all VNs is equal). Basically,
Table 7: Simulation parameters for Chapter 5

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of macro-BSs</td>
<td>19</td>
</tr>
<tr>
<td>Number of pico-BSs</td>
<td>57</td>
</tr>
<tr>
<td>Number of sectors for each macro-BS</td>
<td>3</td>
</tr>
<tr>
<td>Inter-site distance for macro-BSs</td>
<td>150 m</td>
</tr>
<tr>
<td>Pico-cell deployment</td>
<td>uniform PPP</td>
</tr>
<tr>
<td>Macro-BS antenna height</td>
<td>32 m</td>
</tr>
<tr>
<td>Pico-BS antenna height</td>
<td>10 m</td>
</tr>
<tr>
<td>Bin size</td>
<td>$5m \times 5m$</td>
</tr>
<tr>
<td>Noise power</td>
<td>-174 dBm/Hz</td>
</tr>
<tr>
<td>Bandwidth for each BS</td>
<td>10 MHz</td>
</tr>
<tr>
<td>Macro-BS transmit power</td>
<td>46 dBm</td>
</tr>
<tr>
<td>Pico-BS transmit power</td>
<td>30 dBm</td>
</tr>
<tr>
<td>Shadowing</td>
<td>specified in [89]</td>
</tr>
<tr>
<td>Macro-BS antenna gain</td>
<td>14 dB</td>
</tr>
<tr>
<td>Pico-BS antenna gain</td>
<td>5 dB</td>
</tr>
<tr>
<td>UE antenna gain</td>
<td>0 dB</td>
</tr>
</tbody>
</table>
Figure 33: Analytical results versus simulation results: the small difference between the simulation and analytical results is in part due to the limited number of drops and shows the accuracy of the optimization results.

The Figure 33 illustrates the achievable coverages (customer satisfactions) versus the number of VNs. Obviously, with an increasing number of VNs, the coverage decreases.

We compare our analytical method (optimization) with simulation results obtained via simulation of 1000 drops of traffic demands. Here we assume that the rate given to a VN at a bin by each BS is fixed during network operation because the admission decision is made at the time of VN arrival. As presented in Figure 33, the simulation results verify the analytic method results.

In our VN admission control method, we use general association for bins, meaning that every bin can be served by multiple BSs. In Figure 34, we compare a VN
admission control method with multiple association to a VN admission control method without multiple association. The most popular alternative is max-SINR association in which each UE connects to the BS with most strong SINR. Another alternative (single association) is to run our optimization and find the rate values $x^*$; Then associate each VN at each bin to the BS with maximum rate, i.e.,

$$m_{ij} = \arg \max_k x_{ijk}. \quad (76)$$

Figure 34 shows that multiple association results in significant increase in network performance and subsequently number of admitted VNs with high QoE requirements. Table 8 compares the number of VNs admitted with different QoE requirements.
for multiple association versus max-SINR association.

One of the advantages of our proposed VN admission control method is that the customer traffic specification is not limited and can be any distribution with concave CDF. As a main result, the customer traffic profiles can be heterogeneous. In this section, we investigate the impact of traffic heterogeneity on the VN admission control results.

We generate two different traffic profiles. The first profile is a homogeneous PPP with constant density all over the network while the second profile is a clustered distribution with the same total density. In the clustered distribution, a Matern-like distribution [90] is applied. First, we select a number of cluster center locations which are uniformly distributed in the network. Then, the bins around the cluster centers (with certain radius) have higher density while the other bins have low or zero density.

Table 9 summarizes the number of VNs with certain coverage requirements for homogeneous PPP versus Matern heterogeneous PPP with 10 cluster centers. As expected, the number of admitted VNs in a network with heterogeneous traffic depends on the cluster locations and varies in a range. If the clusters shape near BSs, then the network performance increases and if the clusters shape far from BSs (at cell edges), then the network performance decreases.

Two main parameters can be changed to illustrate the impact of traffic heterogeneity on the admission control process:
Table 10: The impact of traffic correlation with BSs (CoV=2)

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>100% coverage</th>
<th>98% coverage</th>
<th>88% coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.5</td>
<td>7 VNs</td>
<td>9 VNs</td>
<td>11 VNs</td>
</tr>
<tr>
<td>0</td>
<td>9 VNs</td>
<td>11 VNs</td>
<td>14 VNs</td>
</tr>
<tr>
<td>+0.5</td>
<td>10 VNs</td>
<td>13 VNs</td>
<td>15 VNs</td>
</tr>
</tbody>
</table>

Table 11: The impact of traffic correlation with BSs (CoV=3)

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>100% coverage</th>
<th>98% coverage</th>
<th>88% coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.5</td>
<td>5 VNs</td>
<td>8 VNs</td>
<td>10 VNs</td>
</tr>
<tr>
<td>0</td>
<td>9 VNs</td>
<td>11 VNs</td>
<td>14 VNs</td>
</tr>
<tr>
<td>+0.5</td>
<td>11 VNs</td>
<td>14 VNs</td>
<td>16 VNs</td>
</tr>
</tbody>
</table>

- The first parameter is the level of heterogeneity of traffic. This can be captured by many metrics including coefficient of variation (CoV) introduced and explained in [26] and [28]. CoV value of 0 indicates complete homogeneity and CoV value of 1 indicates complete randomness. The higher CoV value shows more heterogeneity.

- The second parameter is the correlation between UE traffic and BSs ($\rho$) which ranges from -1 (where all UEs are at the cell edges) to +1 (where all UEs are at the cell centers) [28].

In the next experiment, the UE clusters are changed to show the effect of traffic correlation to BSs. Tables 10, 11, and 12 show the maximum number of admitted VNs with various coverage requirements and correlation between traffic and BSs for different CoV values.

Finally, the last experiment is to capture the effect of backhaul limits on the performance and the number of VNs which can be admitted with certain coverage requirements. For this purpose, we decrease the backhaul limits of the pico-BSs and leave the backhaul limits of macro-BSs to be unlimited. As expected, the number of admitted VNs goes down with decreasing the backhaul limits. Figure 35 illustrates the maximum number of admitted VNs versus the capacity of the backhaul links of
5.5 Conclusion

We proposed an analytical solution for virtual network admission control problem in future software-defined wireless networks. In particular, we presented an admission control procedure which includes a feedback mechanism to correct customer traffic information. We also proposed an optimization framework for virtual network admission control which allows various options and flexibility for specification of customer traffic and considers all important QoE parameters including rate, delay, and outage. We also proposed two extensions to consider network cost and backhaul limitations in the problem.

The simulation results revel a number of interesting observations:

- first, the simulation results and the expected analytical results are closely matched. This shows that the optimization method provides accurate solutions and can be used to insure customer QoE as well as high network utilization.

- secondly, the multiple association method out-performs the best rate single association method and the max-SINR association method.

- finally, the heterogeneity in VN demand profiles results in a wide range of admission scenarios. In the cases where the UE clusters are close to the BSs, a higher number of VNs can be admitted; while in the cases where the UE clusters emerge in cell edges, less VNs with the same requirements can be admitted into the system.

This work can be extended in many directions. First, the power control is not considered in our method and we assumed that transmit power is constant. However,
Figure 35: The figure shows the number of admitted VNs in backhaul limited scenarios. As expected, the number of admitted VNs goes down with decreasing the backhaul limits.
power control can increase the network performance, hence the number of admitted VNs. Secondly, we assumed that all BSs transmit on all channels and there is no interference control. Adding inter-cell interference coordination (ICIC) improves the network performance and can be considered as an extension of this work.
Chapter 6

VNAC with Joint Backhaul and Access Optimization

6.1 Introduction

The future 5G/5G+ multi-service wireless networks must incorporate not only short-term single-session requests by individual users, but also long-term virtual network (VN) service requests by groups of users. Indeed, user groups with statistical distribution of traffic demands and specific quality-of-service (QoS) requirements submit requests for VN services to the service provider, and the service provider, considering its limited resources and capabilities, must decide whether to accept or reject the requests. This is performed in the admission control module of the service provider’s network operating system.

Admission control is performed based on a large number of parameters including the customer traffic profile (user equipment (UE) locations), available bandwidth at base stations (BSs), and customer QoS requirements. The virtual network admission control in a wireless network is different from (and more complicated than) the single-session admission control. In the single-session admission control, decision is made based on a (deterministic) snapshot of already existing UE locations and the new UE location; while in the VN admission control, the UE locations and traffic demand distribution information are provided statistically by the VN customers. For instance, VN customers might indicate the expected distribution of traffic in various areas of the network. Therefore, the VN requests must be admitted if their QoS can be satisfied statistically. After (long-term) admission of a VN, (short-term) single-sessions of the
VN users are admitted only if they follow the restrictions and limitations of the VN admission contract.

In service-based networks, in addition to QoS requirements, services may require processing at certain nodes in a specific order. Such requirements are referred to as service function chain (SFC) requirements. Traffic aggregation, caching, encryption, and video trans-coding are examples of service functions. Different services may have different SFC requirements. However, a service function can be common to different services, e.g., the contents of web services and video services may all be cached at the same node. A network node where a service function is instantiated at is called a service function node (SFN).

The most common approach to solve the network problems with traversal constraints is to parse flows into flow segments according to their traversal constraints and apply the traditional multi-commodity flow (MCF) problem formulation [91] with flow segments as commodities. Such approach does not scale with increasing number of flows/flow segments both in terms of admission control algorithm complexity and the memory requirements.
On the other hand, in a wireless cellular network with ideal backhaul connections, the lack of capacity is mainly due to the access connection limitation, that is, the wireless access problem and low channel quality between UEs and BSs. However, in the envisioned 5G networks with small cells deployed in residential and office buildings, the assumption of ideal backhaul is more optimistic than realistic, especially considering the fact that a main portion of the small cells (i.e., femtocells) will be deployed by customers rather than service providers. Recently, there has been increasing interest in the literature in the study of limited backhaul capacities in future 5G HetNets. Figure 36 illustrates the admission control process and its main input parameters.

In this chapter, we propose an efficient, tractable, and scalable service-segment-based admission control method for wireless VNs which incorporates network access limitations, network backhaul limitations, and service function limitations. The main contributions of this chapter are summarized as follows:

- A novel wireless VN admission control method is proposed which incorporates both the access limitations and backhaul limitations in admission decision for general network topologies.

- This problem is formulated as a joint convex optimization problem which is computationally tractable.

- Service segments and SFC constraints are included in the problem both in the sense of service function orders and the resource requirements at each service function node.

- A service-segment-based approach is put forth which is significantly more scalable compared to its flow-segment-based counterpart.

Admission control is a very well investigated concept and there is a great volume of literature focusing on various aspects of admission control [30–33]. However, since the idea of network virtualization is relatively new [34–36], admission control for VN requests, also referred to as VN embedding, has been a hot research topic recently as in articles [37–40]. Indeed, admission control for single users and single sessions is studied very well but the admission control of groups of users and VN requests is relatively recent.
Figure 37: We consider a wireless cellular network with general access and backhaul topologies and SFC constraints.
Although there is a rich literature on VN admission control in wired networks, there are only few works on wireless VN admission control \([41–46]\). In articles \([41]\) and \([42]\), fixed snapshots of UEs are considered, but the statistical specifications of traffic demand are not incorporated. In \([43–46]\), the authors consider statistical arrival of VN requests with statistical demands. However, the demand and the resources are not specified in rate or delay, but rather in number of channels. To be more accurate, these papers assume that customers require a specific number of wireless channels, and the network allocates a number of channels to each UE upon availability, i.e., the spectral efficiency is not included in the allocation scheme and rate satisfaction is not the ultimate objective in these works.

The remaining of this chapter is organized as follows. In Section 6.2, the system model is described and the VN admission control problem with joint optimization is introduced. Sections 6.3 and 6.4, present the proposed flow-based and segment-based methods for VN admission control, respectively. The simulation results are presented in Section 6.5. The chapter is concluded in Section 6.6.

### 6.2 System Model and Problem Definition

We consider the downlink of a cellular wireless network with general access and backhaul topologies. A geographical region \(Q \subseteq \mathbb{R}^2\) (i.e., two dimensional plane) is assumed as the network layout that is served by a set of BSs \(B\). Each BS is characterized by its available bandwidth \(W_k, k \in K = \{1, ..., |B|\}\). Let \(q \in Q\) denote a location on the network layout. We assume that demand arrivals for the \(i\)th VN service, \(v_i \in V\), at location \(q\), \(d_{iq}\), are random variables that follow arbitrary distributions with mean \(\lambda_{iq}\), where \(V\) is the set of VN services. This provides flexibility for inhomogeneous, i.e., heterogeneous or non-uniform, traffic characterization. To avoid unnecessary technical difficulties, we assume that the region \(Q\) is divided into a set of small (e.g., 5m \(\times\) 5m) bins (areas) \(a \in A\), and the demand for each bin is defined as

\[
\begin{align*}
  d_{ij} &= \int_{q \in a_j} d_{iq}, j \in J, i \in I,
\end{align*}
\]

where \(J = \{1, ..., |A|\}\) and \(I = \{1, ..., |V|\}\).

We assume that the BSs transmit with constant (not necessarily equal) power; we leave power control extension as a future work. The signal-to-interference-plus-noise
ratio (SINR) for the center of bin $a_j \in A$ if it is connected to BS $b_k \in B$ is defined as

$$\gamma_{jk} = \frac{P_{jk}}{P_N + \sum_{j' \in A_j} P_{j'k}},$$

(78)

where $P_{jk}$ is the effective received power from BS $b_k$, $k \in K$ at bin $a_j$, and $P_N$ is the noise power.

The received power can be calculated based on path-loss exponent and channel models as well as the other environmental parameters. In practical cases, it also can be collected from field measurements. Spectral efficiency (SE) can be any arbitrary function of SINR in this method. In our simulations, we assume that it follows the Shannon’s formula as follows:

$$\eta_{jk} = \log_2(1 + \gamma_{jk}).$$

(79)

While the simplest (and mostly used) UE-BS association is based on maximum received power and maximum SINR (max-SINR), technology advances in future wireless networks allow for general multiple association in which a UE can be associated to multiple BSs, or to a BS with low SINR but high available bandwidth. It is shown in the recent literature [82–84] that general association can result in significant improvement in network key parameter indicators, specially in future HetNets where small cells have limited coverage areas hence lower load compared to macro cells. Therefore, the VN admission control method proposed in this chapter allows for general UE-BS association.

We assume that QoS expectations are specified by each VN customer by two main parameters: the required traffic demand which is specified by the traffic demand matrix $d$, or more specifically, by the distribution parameters of traffic in each bin, and the required maximum outage $O_i$. In addition, the SFC order and service function resource requirements are specified by each VN service customer. Figure 37 shows a sample network with access, backhaul, and SFNs.

The backhaul network is modeled as a directional graph $G(N, L)$, where $N$ and $L$ are the sets of nodes and links in the network, respectively. Let $L_{in}(n)$ and $L_{out}(n)$ be the sets of links terminating and originating at node $n \in N$, respectively. There are multiple services present in the network. There is a service function chain associated with each service. A service function chain is an ordered sequence of (service function) nodes in G. We consider a service as a set of flows with some common SFC
Figure 38: Flow segmentation: the original flow is parsed into smaller flow segments based on the SFC constraints.

requirements, i.e., all flows within a service have some common traversal constraints. In the case of multiple deployment/instantiation of the same service function at network nodes, we assume fixed association of service flows to one of the multiple service function nodes.

We denote a flow with traversal constraint with $S \rightarrow N_1 \rightarrow \cdots \rightarrow N_m \rightarrow D$ where $S$ and $D$ are the flow source and destination, respectively, and $N_1, \ldots, N_m$ are intermediate nodes that the flow must visit in the specified order before reaching its destination. Accordingly, a service is denoted by $S \rightarrow N_1 \rightarrow \cdots \rightarrow N_m \rightarrow D$, where $S$ is the set of source nodes of flows within the service and $D$ is the set of destinations of flows within the service.

6.3 Flow-Based VN Admission Control

In this section, a flow-segment-based admission control approach is described.

6.3.1 Flow Segmentation

In order to address the flow traversal constraints, each flow is parsed according to its traversal constraints into multiple flow segments. This approach is illustrated in Figure 38 for a flow which must go through service function nodes $A$ and $B$ before reaching its destination.
6.3.2 Flow-Segment-Based VN Admission Control

A flow-based admission control method for VN requests can be applied to address the flow traversal constraints by using flow-segments as commodities. In other words, in the flow-segment-based admission control, the flow commodities are flow segments rather than the original flows. The demand of each flow segment is equal to the corresponding original flow.

For a flow-segment-based admission control method, first, note that VN service admission control problem is a feasibility problem in which we are not trying to improve an objective function as the ultimate goal is to determine if some admission control constraints can be satisfied or not. Let $x_{ijk}$ denote the amount of rate received from BS $b_k \in B$ at bin $a_j \in A$ by VN $v_i \in V$. We call this flow $f_{ij}$. Also let $z_{ijl}$ denote the amount of traffic for flow $f_{ij}$ passing through link $l \in L$. The objective of the optimization is to find a solution $x^*$ and $z^*$ that satisfies optimization constraints.

The optimization constraints can be divided into two categories: the access constraints, and the backhaul constraints. First, the access constraints are presented and then the backhaul constraints follow.

The first constraint is that the sum of the resources allocated by each BS to all bins cannot exceed its available resources:

$$C1: M_k = \sum_{i \in I} \sum_{j \in J} \frac{x_{ijk}}{\eta_{jk}} \leq W_k, \forall k \in K,$$

where $M_k$ is the amount of used resources from BS $k$, $W_k$ is the available resources, and $\eta_{jk}$ is the effective spectral efficiency experienced from BS $k$ at bin $j$.

Secondly, the outage constraint is that outage probability for all customers must be less than the maximum allowed outage. The outage probability for a VN $v_i \in V$ for one bin $a_j \in A$ is equal to the probability that the demand for this VN in this bin is higher than its received rate from all BSs:

$$\xi_{ij} = \Pr\{d_{ij} \geq r_{ij}\},$$

where $r_{ij}$ is the total rate received by VN $v_i \in V$ at bin $a_j \in A$:

$$C2: r_{ij} = \sum_{b_k \in K} x_{ijk}, \forall i \in I, \forall j \in J.$$
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To calculate the outage probability for a VN over the entire network, one way is to take the normal average. However, since different bins have different traffic demands, a better measure is a weighted average:

$$\xi_i = \frac{1}{\lambda_i} \left( \sum_{j \in J} \lambda_{ij} \cdot \xi_{ij} \right),$$

where $\lambda_i = \sum_{j \in J} \lambda_{ij}$ is the total demand for VN $v_i \in V$. Therefore, the outage constraint is

$$C3: \quad \xi_i \leq O_i, \forall i \in I.$$  

The service function requirements at each SFN can also be considered in the optimization problem. Let $H$ be the set of all SFNs in the network. Also assume that each VN service $v_i$ requires $u_{ih}$ resource usage at SFN $h \in H$. The SFN resource constraint can be stated as

$$C4: \quad \sum_{i \in I} u_{ih} \leq U_h, \forall h \in H,$$

where $U_h$ is the total resources available at SFN $h \in H$.

The first backhaul constraint is that the flow conservation law must hold at all network nodes:

$$C5: \quad \sum_{l \in L_{in}(n)} z_{ijl} = \sum_{l \in L_{out}(n)} z_{ijl}, \forall n \in N, \forall i \in I, \forall j \in J.$$  

For the BSs, since they are at the border between backhaul and access, the flow conservation law is stated as follows:

$$C6: \quad \sum_{l \in L_{in}(k)} z_{ijl} = x_{ijk}, \forall k \in K, \forall i \in I, \forall j \in J.$$  

Finally, the last backhaul constraint is that the total traffic passing through each link cannot exceed the link capacity:

$$C7: \quad \sum_{i \in I} \sum_{j \in J} z_{ijl} \leq C_l, \forall l \in L,$$

where $C$ is the link capacity matrix.
In summary, the flow-segment-based VN admission control problem can be cast as the following problem:

$$\text{find } x, z \text{ subject to: } C1-C7.$$  \hspace{1cm} (89)

### 6.4 Service-Based VN Admission Control

The flow-based approach described in Section 6.3 does not scale with increasing number of flows/flow segments in terms of admission control algorithm complexity. In this section, we propose a low-complexity admission control approach by taking advantage of the property that all flows within a service have the same traversal constraints.

#### 6.4.1 Service Segmentation

We parse flows according to their SFC requirements into flow segments as described in Section 6.3.1. A service segment is defined as a set of flow segments with common source node. Alternative definitions of service segment may be considered in different problems. For instance, in a network problem which is involved in uplink streams, a service segment can be defined to be a set of flows with common destination. However, in our problem, since we are considering downlink, defining service segments based on common source nodes helps to reduce the problem size. Figure 39 illustrates the bundling of flow segments with common source nodes under service segments.

We assume that all of the traffic for each VN service goes through the same service chain. In other words, each VN service has a specific SFC. Therefore, the set of service segments matches the VN service segments.

#### 6.4.2 Service-Segment-Based VN Admission Control

The service-segment-based admission control optimization formulation is presented in this section. The access constraints remain the same as flow-segment-based method due to the fact that the QoS requirements of VN services must be satisfied in a per bin basis. However, the backhaul constraints for the service-segment-based admission control are highly efficient and more scalable than the flow-segment-based method. Indeed, the number of optimization variables is decreased considerably.
Figure 39: Flow segments with common source node are categorized under a service segment.
Table 13: Comparison between flow-based and service-based methods in terms of number of variables and constraints.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Flow-based</th>
<th>Service-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>Var.</td>
<td>$</td>
<td>I</td>
</tr>
<tr>
<td>Cons.</td>
<td>$\alpha +</td>
<td>I</td>
</tr>
</tbody>
</table>

First, note that the constraint (86) will change as follows:

$$C8: \sum_{l \in L_{in}(n)} y_l = \sum_{l \in L_{out}(n)} y_l, \forall n \in N,$$

where $y_l$ represents the total amount of traffic passing through link $l$. It is clear that the size of variable $y$, compared to $z$ in flow-based method, is reduced by a $|I| \times |J|$ magnitude.

Secondly, the constraint (87) can be stated in a summarized form as follows:

$$C9: \sum_{l \in L_{in}(k)} y_l = x_{ijk}, \forall k \in K, \forall i \in I, \forall j \in J.$$  

Finally, the constraint (88) is transformed in a very simple inequality as

$$C10: y_l \leq C_l, \forall l \in L.$$

Therefore, the service-segment-based admission control optimization problem can be stated as follows:

$$\text{find}_{x,y} \ x, y \quad \text{subject to:} \ C1-C4, C8-C10.$$  

It can be shown easily that (93) has a significantly lower number of optimization variables and optimization constraints compared to (89). Table 13 shows the number of optimization variables and constraints in both flow-based and service-based admission control methods. In Table 13, $\alpha$ is defined as

$$\alpha = |K| + |I| \times |J| + |I| \times |J| \times |K| + |L|.$$  


Figure 40: We consider a network with 2 PGWs, 4 SGWs, 7 BSs, and 21 sectors.
Figure 41: Computation time: the vertical axis shows the computation times for flow-based and service-based admission control algorithms. The horizontal axis shows the number of flows.
Figure 42: Computation time ratio: the ratio of computation time of flow-based admission control algorithm to the computation time of service-based algorithm is illustrated versus the number of flows.

### 6.5 Simulation Results

In this section, we compare admission control algorithm computation times as a measure of complexity for service-based and flow-based formulations. We also verify through simulation that service-based approach incurs no loss in optimality.

#### 6.5.1 Simulation Setup

The proposed methods in this chapter are general and can be applied to general access network and backhaul network topologies. In our simulation we consider the network topology illustrated in Figure 40. We assume that there are 4 VN service requests each to be served by a service gateway (SGW) and a packet gateway (PGW). The
SGWs perform a first level of aggregation on the VN data and the PGWs perform a second level of aggregation on top of that.

There are 4 SGWs and 2 PGWs in the network backhaul. Each VN has a dedicated SGW. VNs $v_1$ and $v_2$ are served by PGW1 and VNs $v_3$ and $v_4$ are served by PGW2. The access network comprises 7 BSs each having 3 sectors, 21 sectors in total. All BSs have full connection with all SGWs and all SGWs have two connections to the PGWs. All BSs have 10 MHz bandwidth available for serving VN requests. We assume that the outage requirement for all VNs is 2 percent. Noise power is assumed to be -174 dB.

6.5.2 Complexity Comparison

We use the admission control algorithm computation times as a measure of computational complexity. Figures 41 and 42 compare the running times of service-based and flow-based algorithms as a function of the number of flows in the network. Figure 41 shows the actual running times, in log scale, for both schemes as a function of the number of flows. Figure 42 shows the ratio of service-based running time to flow-based running time as a function of the number of flows. According to Figures 41 and 42, with more than 5000 flows in the network, the service-based algorithm is about 11 times faster than the flow-based algorithm. The problem complexity increases polynomially with the number of flows. However, the complexity of service-based does not increase significantly as the number of flows increases. This is due to the fact that the number of service segments is fixed in the network backhaul and does not increase as the number of flows increases. Furthermore, the number of backhaul constraints in the service-based admission control problem does not change as the number of flows increases.

6.6 Conclusion

In this chapter, we considered the problem of admission control of VN service requests in a multi-service network. We formulated the problem as a joint optimization of access and backhaul which is also convex and tractable. We showed that a service-based formulation can reduce the problem size which leads to reduction of computation time and number of variables and constraints.
Chapter 7

Conclusions and Future Work

7.1 Conclusions and Contributions

The work described in this thesis has been concerned with traffic modeling in wireless networks. Considering the fact that in the envisioned 5G wireless cellular networks traffic is expected to be heterogeneous in both supply and demand while an enormous majority of the existing literature on traffic modeling in wireless cellular networks consider only homogeneous traffic scenarios, in this thesis, we proposed an accurate, realistic, simple, and adjustable modeling for the future heterogeneous wireless cellular networks with heterogeneous traffic distributions.

In Chapter II, we proposed a traffic modeling process describing a systematic approach to traffic modeling. A new statistical approach for modeling the spatial traffic in heterogeneous cellular networks was introduced. A number of novel distance-based traffic measures in space were proposed which can be considered as the equivalents of the $i_{at}$ in the time domain. Only two statistical parameters were used to regulate the heterogeneity and bias of traffic towards the BSs. Stochastic geometry was used to generate realistic and adjustable traffic. The effects of the realistic traffic modeling on the performance of heterogeneous wireless cellular networks was illustrated. According to the proposed process, we introduced a traffic modeling in which the heterogeneity of the UE distribution as well as the correlation between UEs and BSs are adjustable.

In Chapter III, we put forth an analytical modeling for SIR, coverage and other metrics in HetHetNets showing the impact of the traffic heterogeneity and the UE-BS correlation on the performance of HetHetNets. In this chapter, we derived closed-form
analytical models for SIR and coverage in wireless cellular networks with heterogeneous traffic.

Chapter IV demonstrated how the UIL technique can take heterogeneity into account for finding the best location to suggest to the user for moving. We introduced improved UIL schemes whereby the BS loads and the BS backhaul connections are taken into account. The simulation results confirm that the new UIL scheme improves such important network performance metrics as the mean user rate and the coverage probabilities in the future 5G networks.

In Chapters V and VI, we presented algorithms and applications in admission control of VNs in wireless networks which can exploit this realistic traffic modeling to enhance the network performance. We proposed an analytical solution for virtual network admission control problem in future software-defined wireless networks. In particular, we presented an admission control procedure which includes a feedback mechanism to correct customer traffic information. We also proposed an optimization framework for virtual network admission control which allows various options and flexibility for specification of customer traffic and considers all important QoE parameters including rate, delay, and outage. We also proposed two extensions to consider network cost and backhaul limitations in the problem. We considered the problem of admission control of VN service requests in a multi-service network. We formulated the problem as a joint optimization of access and backhaul which is also convex and tractable. We showed that a service-based formulation can reduce the problem size which leads to reduction of computation time and number of variables and constraints.

### 7.2 Future Works

The traffic modeling method presented in Chapter II is general enough to be applied in other wireless networks as well. For instance, the relaying and routing problems in ad hoc and Wi-Fi networks are closely related, and are dependent on the distribution of the network terminals. In wireless networks, the cell switch-off framework is also highly dependent on the spatial distribution of the traffic.

With the emergence of HetNets, antenna height might also be different for various types of base station. While Micro-BSs might be installed on top of skyscrapers, Pico-cells are generally installed in lower heights and femto-cells are installed by
customers inside buildings and in many different heights. As such, a 3D point pattern representing BSs and users can help in a more accurate modeling of a future wireless network. This is a very promising and important extension of this PhD work.

It is interesting to note that various characteristics of the user distributions in wireless networks can be observed in other phenomena as well. For instance, the similar problems of heterogeneity of distribution or self-similarity arise in micro-cosmic level investigations in chemistry and particle physics and in macro-cosmic level studies in astrophysics.

Chapter III also can be extended in many directions. First, other modeling approaches might be presented which result in more accurate expressions. Moreover, closed-form expressions for other metrics such as UE rates could be derived.

VNAC presented in Chapters V and IV can be extended in many directions. First, the power control is not considered in our method and we assumed that transmit power is constant. However, power control can increase the network performance, hence the number of admitted VNs. Secondly, we assumed that all BSs transmit on all channels and there is no interference control. Adding inter-cell interference coordination improves the network performance and can be considered as an extension of this work.
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Appendix A

Proof of the Simplest Polynomial Potential Function

First, note that every BS Voronoi cell can be divided into sub-triangles which are each comprised of the BS as a vertex and the lines connecting the BS to the edge. An example is shown in Fig. 43. Increasing the number of sub-triangles to large numbers assures that the whole area is covered.

Also note that for macro-BSs, some parts of the Voronoi cell might be covered by pico-cells. However, since the sum of potential value inside each pico-cell is 0 and the pico-BSs are distributed uniformly, it does not affect the sum potential values in macro-cells.

If the rules of potential function hold inside each sub-triangle, we can infer that they hold for entire Voronoi cell because the potential value of each cell is simply the sum of potential values of sub-triangles. Therefore, the required condition for potential function is as follows:

- \( P(x, y) = +1 \) for cell center points,
- \( P(x, y) = -1 \) for Voronoi cell edge points,
- \( \iint_{\Delta_i} P(x, y) dxdy = 0, \ \forall i \),

where \( \Delta_i \) are the sub-triangles.

Since the potential value is assumed to be constant on each line parallel to the cell edges (as shown in Fig. 44), it means that the last condition can be written as follows:

\[
\int_{x=0}^{X} \int_{y=0}^{cx} P(x, y) dxdy = \int_{x=0}^{X} cxP(x) dx, \quad (95)
\]
Figure 43: Every BS Voronoi cell can be divided into sub-triangles which are each comprised of the BS as a vertex and the lines connecting the BS to the edge.

Figure 44: The potential value is assumed to be constant on each line parallel to the cell edges. So, the P value is only a function of $x$.

where constant $c$ is

$$c = \frac{L}{X \cos \theta}, \quad (96)$$

and $L$ is the length of Voronoi cell edge and $\theta$ is the angle associated with the BS vertex. Increasing the number of sub-triangles, $\theta$ tends to 0 and $\cos \theta$ tends to 1. So,

$$c \approx \frac{L}{X}. \quad (97)$$

Now, assume that $P$ is a polynomial function. With substitution of $P$ function in the conditions, we can see that $P$ cannot have a degree of one. So, the minimum degree for $P$ is two. With substitution of a second-degree polynomial function in the potential function conditions, the $P$ function is calculated as

$$\frac{-2x^2}{X^2} + 1, \quad (98)$$

which can be generalized to any arbitrary point $(x, y)$. This proves that the simplest polynomial $P$ function is

$$P(x, y) = \frac{-2(d(x, y))^2}{(D(x, y))^2} + 1. \quad (99)$$
Appendix B

The Movement of the UEs to the New Locations

All parameters in Figure 18 except \( R'_1, R'_2 \) and \( O_2 \) are known. We define

\[
A = \left( \frac{R'_1}{R'_2} \right)^n. \tag{100}
\]

Then, equation (21) can be stated as

\[
R'_1 = A R'_2. \tag{101}
\]

In Fig. 18, \( D \) can be calculated as follows:

\[
D = R'_1 \cos(O_1) + R'_2 \cos(O_2). \tag{102}
\]

On the other hand, based on the “Law of Sines”, we have

\[
\frac{\sin(O_1)}{\sin(O_2)} = \frac{R'_2}{R'_1}. \tag{103}
\]

Therefore, combining (102) and (103), \( D \) is stated as

\[
D = R'_1 \cos(O_1) + R'_2 \sqrt{1 - \sin^2(O_2)} = R'_1 \cos(O_1) + R'_2 \sqrt{1 - \left( \frac{R'_1}{R'_2} \sin(O_1) \right)^2}. \tag{104}
\]
From (101) and (104), we obtain the following:

\[
R_1' = \frac{D}{\cos(O_1) + \sqrt{A^{-2} - \sin^2(O_1)}}. \tag{105}
\]
Appendix C

Proof of Lemma 2

The joint pdf of $R_1$ and $R_2$ is given in [75] (30) as follows:

$$f_{R_1,R_2}(r_1,r_2) = e^{-\lambda \pi r_2^2}(2\lambda \pi)^2 r_1 r_2.$$  \hspace{1cm} (106)

Using this density, the CDF of $R$ can be expressed as

$$F_R(r) = p(R \leq r) = p\left(\frac{R_1}{R_2} \leq r\right) = p\left(\frac{R_2}{R_1} \geq r^{-1}\right),$$ \hspace{1cm} (107)

which can be calculated as

$$F_R(r) = \int_{r_2=0}^{\infty} \int_{r_1=0}^{rr_2} f_{R_1,R_2}(r_1,r_2) dr_1 dr_2 = r^2;$$ \hspace{1cm} (108)

this completes the proof \[\blacksquare\]