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Abstract

A numerical investigation of the nonlinear dynamics of a passively mode-locked fiber laser containing a long period fiber grating was conducted. The model was based on the complex Ginzburg-Landau equation and the nonlinear coupled mode equations of the grating. The numerical results indicated the existence of passive mode-locking and autosoliton generation in the cavity of the laser. Both single and bound soliton pulse trains were found to exhibit period doubling bifurcations and a route to chaos as the saturated gain was increased. Furthermore, the presence of long period pulsation, soliton sidebands and possible coexisting attractors excited by multisoliton formation and soliton energy quantization was observed. The laser dynamics were presented through plotting the pulse energy against the linearly increasing gain, so obtaining bifurcation diagrams. Higher order nonlinear and dispersive effects, such as Raman self-frequency shift, self-steepening and third order dispersion, were found to change these bifurcation diagrams.
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Chapter 1

Introduction

The work presented in this thesis investigates the dynamics of a passively mode-locked fiber laser. This chapter provides a brief historical introduction to fiber lasers, with emphasis on passive mode-locking techniques and cavity designs. The motivation and goal of the thesis is also outlined along with all research contributions. Finally, the organization of this document is presented with an overview of each chapter.

1.1 Fiber Lasers

A laser consists of a gain medium located inside a cavity designed to provide optical feedback. The use of rare-earth ions, such as erbium, neodymium and ytterbium in fiber amplifiers [1] enabled the operation of fiber lasers, where the fiber amplifier is used as the gain medium [2]. Fiber lasers were found to produce higher energy and shorter pulses at low cost in comparison to solid state bulk lasers [3]. The first fiber laser was demonstrated in 1961 [4], with a neodymium-doped fiber segment. As low loss glass fibers became available in 1973, fiber lasers were constructed and pumped using diode lasers [5]. In spite of this early theoretical and experimental research, it was not until the late 1980s that fiber lasers were fully developed after the availability of erbium doped fiber amplifiers (EDFAs) [6]. Alongside this development, the theory
of mode-locking was established through the work of Lamb as early as 1964 [7]. However, the first mode-locked fiber laser was not demonstrated until 1983 [8]. Fiber lasers can be either actively or passively mode-locked [9]. To explore the progress in the field of fiber lasers, Fig. 1.1 illustrates the number of journal publications on the development and applications of fiber lasers within the past 30 years. A notable increase in research and development can be seen in the early 1990s, as considerable interest has shifted to passively mode-locked erbium-doped fiber lasers, which are capable of producing optical pulses as short as 50 fs at a wavelength of 1550 nm [2,9]. Passive mode-locking is an all optical technique enabling the laser of producing pulsed light of extremely short duration [3]. There are various methods for passive mode-locking, such as the nonlinear loop mirror method [2], the nonlinear polarization rotation

Figure 1.1: Plot of the number of journal publications on fiber lasers between 1975-2007. Source: Engineering Village - title search.
(NPR) method [10] and the saturable absorber method [2,3]. The simplest technique is the saturable absorber method, which utilizes a passive element adding an intensity discrimination perturbation to the laser cavity [2]. This intensity discrimination process attenuates weaker portions of the individual pulses, after which the gain medium compensates, preserving the total cavity energy. These absorbers are usually liquid organic dyes or doped crystals and semiconductors with intensity dependent transmission properties acting as pulse shaping elements [2,11]. As an example, assuming a simple laser cavity consisting of two high-reflecting plane mirrors facing each other, with the laser gain medium and saturable absorber located between them. An output coupler can be used instead of one of the mirrors. This coupler must be designed such that most of the pump power leaves the port that is part of the laser cavity, such couplers are known as wavelength-division multiplexing (WDM) couplers [12]. This configuration is known as the Fabry-Perot cavity and is shown in Fig. 1.2. As an alternative to this simple configuration, the use of the mirrors and saturable absorber can be eliminated with a unidirectional all-fiber ring cavity, utilizing polarization controllers and an optical isolator as shown in Fig. 1.3. This new configuration allows for two different directions for light to propagate, however, one direction is enforced using the combination of the polarization controllers and the optical isolator. When unidirectional operation is maintained, there is no standing-wave interference pattern and consequently, single-frequency operation is easily achieved [2]. The unidirectional ring fiber laser can be further extended through replacing the gain medium with a nonlinear amplifying loop mirror as shown in Fig. 1.4. The resulting configuration is known as the figure of eight cavity due to its appearance [13]. A full review of more sophisticated cavity designs can be found in [3]. Regardless of cavity design or mode-locking method, fiber lasers have the potential for compact ultrashort pulse operation with low power consumption at a relatively low cost [2,3].
Figure 1.2: Schematic of a Fabry-Perot cavity fiber laser.

Figure 1.3: Schematic of a unidirectional ring cavity fiber laser.

Figure 1.4: Schematic of a figure of eight ring cavity fiber laser.
Independent of the mode-locking technique, fiber lasers were found to generate soliton-like pulses [2,9,14]. The word soliton refers to waves, that have particle like properties, propagating in a nonlinear medium [15]. Soliton waves have a shape preserving property and can undergo elastic collisions [16]. The presence of solitons in optical fiber and their use in optical communication were reported in 1973 [17], and observed experimentally by 1980 [18]. Light propagating in a nonlinear medium with dispersion has been conventionally modeled using the nonlinear Schrödinger equation (NLSE), where soliton solutions arise from the balance between group velocity dispersion and self-phase modulation [16]. However, as lasers incorporate a gain medium the soliton operation of passively mode-locked lasers has been conventionally modeled using the modified NLSE, also known as the complex Ginzburg Landau equation (CGLE), which incorporates fiber nonlinearity, dispersion, loss and amplifier gain [2,9]. The solutions of the CGLE are known as solitary-waves or autosolitons [19], due to their self-starting property [20]. Although these soliton-like pulses are inherently stable, laser models based in the CGLE were found to exhibit a range of nonlinear phenomena including period doubling bifurcation route to chaos, multisoliton formation and energy quantization [21–23]. These dynamics were reported experimentally and numerically in fiber lasers, such as the figure of eight laser [24], and the NPR laser [25]. In addition, the coexistence of multiple attractors, a general trend in dissipative driven nonlinear systems [26], has also been observed in mode-locked lasers. For example, a CO₂ laser with modulated losses has shown to exhibit multiple attractors for the same set of system parameters [27]. A generalized multistability analysis of erbium-doped fiber lasers with modulated losses based on rate equations also show coexisting attractors for photon density [28]. Experimental work on erbium-doped fiber laser with a sinusoidal pump modulation also shows the presence of coexisting attractors [29,30]. Further, the existence of long-period pulsation [21] and soliton sidebands [2,22] have also been reported in fiber lasers.
1.2 Thesis Motivation

Ultrashort pulse laser systems have been used in a variety of applications ranging from elemental mass spectrometry to telecommunications [11,31]. Passive mode-locked fiber lasers incorporating erbium-doped fibers have emerged as low cost ultrashort pulse sources [2,9]. Instabilities in mode-locked laser pulse generation may hinder its functionality, especially for critical applications where accuracy is vital. Hence, stability analysis plays an increasingly important role in laser design and modeling.

In this research project, a numerical investigation of the nonlinear dynamics and instabilities of a passively mode-locked fiber laser containing a long period fiber grating (LPFG) is conducted. The theoretical use of the LPFG as a pulse shaping mechanism, instead of the saturable absorber in Fig. 1.2, was first proposed by K. Intrachat and J. N. Kutz [32]. The laser model in [32], was based on the CGLE and the nonlinear coupled mode equations of the LPFG. However, their work did not investigate the range of nonlinear dynamics exhibited in this type of laser. This work reports on the existence of self-starting, autosolitons in the cavity of the laser, with both single and bound soliton pulse trains exhibiting period doubling bifurcations and an eventual route to chaos as the normalized saturated gain is increased. Furthermore, the presence of long period pulsation, soliton sidebands and coexisting attractors excited by multisoliton formation and soliton energy quantization is evident. The original Kutz model was further extended, to include higher order nonlinear and dispersive effects, such as Raman self-frequency shift, self-steepening and third order dispersion. In this work, the CGLE as it stands alone, has no mode-locking term and hence does not enable mode-locking. It is the combination of the CGLE and the nonlinear mode coupling equations of the LPFG that allow the laser model to mode-lock. Thus, the wide range of dynamics observed is an intrinsic property of the soliton laser system regardless of the cavity model used.
1.3 Contributions


- A. S. Karar, T. Smy and A. L. Steele, "Raman self-frequency shift in a passively mode-locked fiber laser containing a long period fibre grating," poster session to be presented at the Bragg Gratings, Photosensitivity and Poling in Glass Waveguides and Nonlinear Photonics meeting to be held at Quebec City, Quebec, Canada, Sept. 2007


- A. S. Karar, A. L. Steele. A set of software functions developed to model the laser in both MATLAB [33] and C++ [34] (available upon request).

1.4 Organization

This thesis is organized in the following manner. Chapter 2 presents the laser model with an appropriate introduction to nonlinear pulse propagation in optical fiber. The NLSE is derived from Maxwell’s equations and extended to the CGLE for the purpose of modeling EDFAs. Furthermore, the nonlinear coupled mode equations of the LPFG are presented and simulated to illustrate pulse shaping.

Chapter 3 gives a brief description of the numerical methods employed in solving the CGLE and the nonlinear coupled mode equations of the LPFG. The basic, symmetric and predictor-corrector split step Fourier methods are introduced. Further, an
object-oriented approach is adapted in coding the numerical algorithms. The merits and demerits of using object orientation are also discussed.

Chapter 4 reports on the dynamics of the laser. Passive mode-locking is demonstrated with a seeded Gaussian light input. Autosoliton generation is demonstrated with a random light input. The coexistence of multiple attractors excited by multisoliton formation is shown through plotting the pulse energy against the linearly increasing gain, so obtaining bifurcation diagrams. The nonlinear dynamics observed on each attractor are examined, such as period doubling, long period pulsation, chaos and soliton sidebands. The dynamics within the LPFG are also discussed.

Chapter 5 extends the original Kutz model to include higher order nonlinear and dispersive effects, such as Raman self-frequency shift, self-steepening and third order dispersion.

Chapter 6 summarizes the findings obtained in this thesis and predicts a possible direction this investigation may move on to in the future.

Appendix A contains synopsis from the C++ code.
Chapter 2

Laser Model

The fiber laser investigated in this thesis follows the configuration proposed by K. Intrachat and J. N. Kutz [32]. The laser has a Fabry-Perot cavity, with a nonlinear gain saturable EDFA as the gain medium and a LPFG as the pulse shaping element. In this chapter, the propagation equations of light in the EDFA is derived from Maxwell’s equations. Further, the nonlinear coupled mode equations of the LPFG are introduced and the pulse shaping mechanism is demonstrated.

2.1 Laser System

The cavity of the modeled laser is composed of an ideal reflective mirror, a short section of LPFG, a nonlinear gain saturable fiber and an output coupler as shown in Fig. 2.1. The fiber, in practice, consists of a section of single-mode fiber with a spliced section of erbium-doped fiber for cavity gain amplification [32]. From a physical stand point, mode-locking of lasers requires the combination of two effects. Specifically, an intensity discrimination within the laser cavity in conjunction with a bandwidth limited gain [9]. As a consequence of the intensity discrimination, weaker portions of the pulse wings are attenuated, while the pulse peak is transmitted efficiently. The gain medium compensates this attenuation preserving the total cavity
energy. However, the net gain per round trip for the pulse peak is higher than that for the pulse wings resulting in a pulse shaping effect [2]. Conventionally, mode-locked fiber lasers have been modeled using perturbations of the NLSE with the intention of capturing two key effects [16]. First, the balance between gain and loss resulting from the presence of the gain medium and the intensity discrimination. Second, the balance between nonlinearity and dispersion forming stable pulses [32]. The resulting equation is known as the CGLE, which is a non-Hamiltonian generalization of the NLSE [21]. In most studies of mode-locked lasers, the CGLE contains a phenomenological intensity discrimination term which leads to the stable development of mode-locked pulse trains. The resulting model is known as the master mode-locking equation [9,23]. However, in this study the CGLE is adapted for modeling the EDFA without any intensity discrimination term, as the intensity dependent loss is achieved through the nonlinear mode coupling equations of the LPFG [35].

Mathematically, the laser of Fig. 2.1, has two main set of equations. The first is the CGLE and the other is the nonlinear mode coupling equations of the LPFG. As the soliton-like dynamics arise from light circulating the cavity in a round trip fashion, the solution of one set of equations is used as the initial input to the other. For this to be possible, both set of equations must have the same normalization. The following sections are dedicated to introducing and normalizing these equations.
2.2 Fiber Equations

In this section, a full derivation of the appropriate evolution equations for optical pulses in the fiber amplifier is presented. Understanding the nonlinear pulse propagation in the EDFA segment involves two steps. First, the NLSE is derived from Maxwell's equations. Then, the propagation behavior in the presence of a gain medium is presented through extending the NLSE to a normalized CGLE.

2.2.1 Maxwell's Equations

Maxwell's equations for electromagnetic radiation are the most accurate model, in classical physics, describing light. Using these equations optical systems can, in theory, be modeled exactly. However, as the complexity of these systems increase, e.g. mode-locked lasers, approximations are necessary, and analytical or numerical solutions are sought. For example, to describe nonlinear propagation in optical fibers, one or a set of coupled partial differential equations based on Maxwell's equations can be used, also known as NLSE. Maxwell's equations in SI units are given as [36]:

\[
\nabla \times \mathbf{E} = -\frac{\partial \mathbf{B}}{\partial t} \quad (2.1)
\]

\[
\nabla \times \mathbf{H} = \mathbf{J}_f + \frac{\partial \mathbf{D}}{\partial t} \quad (2.2)
\]

\[
\nabla \cdot \mathbf{D} = \rho_f \quad (2.3)
\]

\[
\nabla \cdot \mathbf{B} = 0 \quad (2.4)
\]

where \(\mathbf{E}\) and \(\mathbf{H}\) denote the electric and magnetic field vectors and \(\mathbf{D}\) and \(\mathbf{B}\) denote the corresponding electric and magnetic flux densities. The current density vector \(\mathbf{J}_f\) and the charge density \(\rho_f\) are both set to zero due to the absence of free charge in glass fibers [37]. The electric and magnetic flux densities are related to their corresponding
field vectors through the following relationships [16]:

\[ \mathbf{D} = \varepsilon_0 \mathbf{E} + \mathbf{P} \]  
\[ \mathbf{B} = \mu_0 \mathbf{H} + \mathbf{M} \]

where \( \varepsilon_0 \) and \( \mu_0 \) denote vacuum permittivity and permeability, respectively and \( \mathbf{P} \) and \( \mathbf{M} \) are the induced electric and magnetic polarizations. In optical fiber \( \mathbf{M} = 0 \) as glass silica is a nonmagnetic medium [16,37].

Light propagation in optical fiber can be described through the wave equation, which is obtained through taking the curl of Eq.(2.1), while substituting \( \mathbf{B} \) with Eq.(2.6) and using Eqs.(2.2) and (2.5) [16]. This will result in a wave equation in terms of only the electric field and polarization given by:

\[ \nabla \times \nabla \times \mathbf{E} = -\frac{1}{c^2} \frac{\partial^2 \mathbf{E}}{\partial t^2} - \mu_0 \frac{\partial^2 \mathbf{P}}{\partial t^2} \]  

where \( c \) is the velocity of light in the vacuum. In linear media the induced polarization is proportional to the electric field. However, in optical fibers, the light intensity can be high, especially for ultrashort pulses, and higher order polarization terms have to be included [16]. Usually, quantum mechanical perturbation theory of the atomic wave function is used in describing the evolution of resonant induced polarization [38]. However, when the optical frequency is far from the medium resonance, the induced polarization can be written as a sum of linear and nonlinear contributions [16,38]:

\[ \mathbf{P} = \mathbf{P}_L + \mathbf{P}_{NL} = \varepsilon_0 \left( \chi^{(1)} \cdot \mathbf{E} + \chi^{(2)} : \mathbf{EE} + \chi^{(3)} : \mathbf{EEE} + \ldots \right) \]

where \( \chi^{(1)} \) is the linear susceptibility and \( \chi^{(n)} \) is the nonlinear susceptibility, given that \( n > 1 \) and \( \chi^{(n)} : \mathbf{EE} \ldots \mathbf{E}_n \) is a tensor product. The real part of \( \chi^{(1)} \) is related to the real part of the refractive index of the medium, while the imaginary part relates to
the medium loss and gain. The real part of $\chi^{(2)}$ relates to second harmonic generation which is set to zero is glass fibers, due to inversion symmetry in silica [38]. Thus, all even terms in Eq.(2.8) are eliminated leaving $\chi^{(3)}$ as the only significant nonlinear term. Hence, the nonlinear induced polarization can be expressed as:

$$P_{NL} = \varepsilon_0 \chi^{(3)} : \mathbf{E} \mathbf{E} \mathbf{E}$$

(2.9)

where $\chi^{(3)}$ governs third order nonlinear effects, such as Kerr nonlinearity, Raman scattering, third harmonic generation and four-wave mixing [38].

2.2.2 Nonlinear Pulse Propagation

In this section, following the work shown in [16], a derivation of the basic equation governing optical pulse propagation in nonlinear dispersive fibers is presented. First, we start with Eq.(2.7), and using the following identity:

$$\nabla \times \nabla \times \mathbf{E} = \nabla (\nabla \cdot \mathbf{E}) - \nabla^2 \mathbf{E} = - \nabla^2 \mathbf{E}$$

(2.10)

under the assumption that the refractive index is independent of the spatial coordinates within a local region [16], the wave equation can be expressed as:

$$\nabla^2 \mathbf{E} - \frac{1}{c^2} \frac{\partial^2 \mathbf{E}}{\partial t^2} = \mu_0 \frac{\partial^2 \mathbf{P}_L}{\partial t^2} + \mu_0 \frac{\partial^2 \mathbf{P}_{NL}}{\partial t^2}$$

(2.11)

Here several assumptions are made to simplify solving Eq.(2.11). First, it is reasonable to assume that the nonlinear induced polarization $\mathbf{P}_{NL}$ is a perturbation to $\mathbf{P}_L$, as the nonlinear changes in refractive index are less than $10^{-6}$ for silica. Second, in order for a scalar approach to be valid, the optical field is assumed to maintain its polarization as it propagates along the fiber length. Finally, a quasi-monochromatic field is assumed with a pulse spectrum centred at $\omega_0$, with spectral width $\Delta \omega$, such that $\Delta \omega / \omega_0 << 1$. 
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As a consequence, a slowly varying envelope approximation (SVEA) is used, and is valid over the optical telecommunication wavelength for pulses as short as 0.1 ps. This SVEA is applied to both electric field and induced polarizations as follows [16]:

\[
\begin{align*}
E(r, t) &= \frac{1}{2} \hat{x} [E(r, t) \exp(-i\omega_0 t) + \text{c.c.}] \quad (2.12) \\
P_L(r, t) &= \frac{1}{2} \hat{x} [P_L(r, t) \exp(-i\omega_0 t) + \text{c.c.}] \quad (2.13) \\
P_{NL}(r, t) &= \frac{1}{2} \hat{x} [P_{NL}(r, t) \exp(-i\omega_0 t) + \text{c.c.}] \quad (2.14)
\end{align*}
\]

where \(E(r, t)\) changes slowly with time, \(\hat{x}\) is the polarization unit vector and \(\text{c.c.}\) denotes complex conjugate. Using this SVEA, the nonlinear response of the medium has to be instantaneous for Eq.(2.9) to hold. Consequently, light's interaction with optical phonons (Raman scattering) contribution to \(\chi^{(3)}\) is neglected. Raman scattering will be incorporated later. Now, it is possible to express \(P_{NL}\) in terms of \(E(r, t)\). This is done through substituting Eq.(2.12) in Eq.(2.9), which is rewritten as:

\[
P_{NL} = \varepsilon_0 \chi^{(3)}: \frac{\hat{x}}{8} [EEE \exp(-i3\omega_0 t) + 3EEE \exp(-i\omega_0 t) + \text{c.c.}] \quad (2.15)
\]

It is evident from Eq.(2.15) that \(P_{NL}\) has two terms oscillating at \(\omega_0\) and \(3\omega_0\). The third harmonic requires phase matching and is usually neglected in optical fibers [16]. Using Eq.(2.14), \(P_{NL}\) can be defined in terms of dielectric constants as follows:

\[
P_{NL} \approx \varepsilon_0 \varepsilon_{NL} E(r, t) \quad (2.16)
\]

with the nonlinear dielectric constant \(\varepsilon_{NL}\) defined as [16,38]:

\[
\varepsilon_{NL} = \frac{3}{4} \chi^{(3)}_{zzzz} |E(r, t)|^2 \quad (2.17)
\]

It is clear that \(\varepsilon_{NL}\) is intensity dependent, which is a result of Kerr nonlinearity [38].
Following [16], the derivation of the wave equation for the SVEA of $E(r,t)$ is more convenient in the Fourier domain. However, the intensity dependence of $\varepsilon_{NL}$ will make this impossible. This can be overcome through assuming a constant $\varepsilon_{NL}$ during propagation [12,38]. This is a reasonable approximation, given the fact that $P_{NL} << P_L$. Now substituting Eqs.(2.12)-(2.14) in the original wave equation given in Eq.(2.11), results in the Fourier transform of $E(r,t)$ which is defined as:

$$\tilde{E}(r,\omega - \omega_0) = \int_{-\infty}^{\infty} E(r,t) \exp[i(\omega - \omega_0)t] dt$$  \hspace{1cm} (2.18)

being a solution to the Helmholtz equation of the form:

$$\nabla^2 \tilde{E} + \varepsilon(\omega)k_0^2\tilde{E} = 0$$ \hspace{1cm} (2.19)

where $k_0 = \omega_0/c$ is the wavenumber and the dielectric constant $\varepsilon(\omega)$ is given by [16]:

$$\varepsilon(\omega) = 1 + \chi^{(1)}_{xx}(\omega) + \varepsilon_{NL}$$ \hspace{1cm} (2.20)

which also can be written in terms of refractive index $\tilde{n}$ and absorption coefficient $\tilde{\alpha}$:

$$\varepsilon(\omega) = \left(\tilde{n} + \frac{i\tilde{\alpha}c}{2\omega}\right)^2$$ \hspace{1cm} (2.21)

It is clear that both $\tilde{n}$ and $\tilde{\alpha}$ are intensity dependent due to the intensity dependence (Kerr nonlinearity) of $\varepsilon_{NL}$ and thus can be separated into two parts as [16]:

$$\tilde{n} = n + n_2 |E|^2$$ \hspace{1cm} (2.22)

$$\tilde{\alpha} = \alpha + \alpha_2 |E|^2$$ \hspace{1cm} (2.23)

where $n_2$ denotes the nonlinear refractive index and is used as measure of nonlinearity.
Using Eq.(2.17) and Eqs.(2.22) and (2.23), $n_2$ and $\alpha_2$ can be written as:

$$n_2 = \frac{3}{8n} \text{Re} \left( \chi^{(3)}_{zzzz} \right)$$
(2.24)

$$\alpha_2 = \frac{3\omega_0}{4nc} \text{Im} \left( \chi^{(3)}_{zzzz} \right)$$
(2.25)

the effect of $\alpha_2$ (two-photon absorption coefficient) in silica fibers is small and thus can be neglected [38]. For silica fibers, the nonlinear refractive index, $n_2 = 2.6 \times 10^{-20} \text{m}^2/\text{W}$ at 1.55 $\mu\text{m}$ [39]. In order to solve Eq.(2.19), the slowly varying part of the electric field $\tilde{E}(r, \omega - \omega_0)$ is separated into a product of a function with transversal dependence $F(x, y)$ and a function with longitudinal dependence $A(z)$ as shown [16]:

$$\tilde{E}(r, \omega - \omega_0) = F(x, y)A(z, \omega - \omega_0) \exp(i\beta_0 z)$$
(2.26)

where $\beta_0$ is the wavenumber. The Helmholtz equation is now transformed to two separate differential equations, one in the transversal dependent function and the other in the longitudinal dependent function:

$$\frac{\partial^2 F}{\partial x^2} + \frac{\partial^2 F}{\partial y^2} + \left[ \varepsilon(\omega)k_0^2 - \beta^2 F \right] = 0$$
(2.27)

$$2i\beta_0 \frac{\partial A}{\partial z} + (\beta^2 - \beta_0^2) A = 0$$
(2.28)

the modal distribution $F(x, y)$ will be required in calculating the LPFG coupling coefficients in the next section. Equation (2.27) can be solved using first-order perturbation theory [16], with the eigenvalue $\tilde{\beta}$ becoming:

$$\tilde{\beta}(\omega) = \beta(\omega) + \Delta \beta$$
(2.29)

$$\Delta \beta = k_0 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \Delta n |F(x, y)|^2 dx dy$$
(2.30)
where $\Delta n$ is a small perturbation given below, assuming a constant $n_2$ in both core and cladding [16]:

$$\Delta n = n_2|E|^2 + \frac{i\alpha}{2k_0}$$  \hspace{1cm} (2.31)$$

Using Eq.(2.29) and substituting $\bar{\beta}^2 - \beta_0^2$ by $2\beta_0(\bar{\beta} - \beta_0)$, Eq.(2.28) is rewritten as [16]:

$$\frac{\partial \tilde{A}}{\partial z} = i(\beta(\omega) + \Delta \beta - \beta_0) \tilde{A}$$  \hspace{1cm} (2.32)$$

where no exact solution for $\beta(\omega)$ exists and a Taylor expansion around $\omega_0$ is necessary:

$$\beta(\omega) = \beta_0 + (\omega - \omega_0)\beta_1 + \frac{1}{2}(\omega - \omega_0)^2\beta_2 + \frac{1}{6}(\omega - \omega_0)^3\beta_3 + ...$$  \hspace{1cm} (2.33)$$

$$\beta_m = \left(\frac{d^m\beta}{d\omega^m}\right)_{\omega=\omega_0} \hspace{1cm} (m = 1, 2, ...$$

Here, terms with $m \geq 3$ can be neglected for SVEA, since $\Delta \omega/\omega_0 \ll 1$. However, third order dispersion ($m = 3$) will be incorporated later on in the investigation.

Substituting Eq.(2.33) with $m = 1, 2$ in Eq.(2.32) we obtain:

$$\frac{\partial \tilde{A}}{\partial z} = i \left( (\omega - \omega_0)\beta_1 + \frac{1}{2}(\omega - \omega_0)^2\beta_2 + \Delta \beta \right) \tilde{A}$$  \hspace{1cm} (2.34)$$

at this stage it is possible to use an inverse Fourier transform on Eq.(2.34), while replacing $(\omega - \omega_0)$ with $i(\partial/\partial t)$ and $(\omega - \omega_0)^2$ with $-(\partial^2/\partial t^2)$. This results in:

$$\frac{\partial A}{\partial z} = -\beta_1 \frac{\partial A}{\partial t} - \frac{i\beta_2}{2} \frac{\partial^2 A}{\partial t^2} + i\Delta \beta A$$  \hspace{1cm} (2.35)$$

where the term $\Delta \beta$ governs the effect of fiber loss and nonlinearity. It can be evaluated through substituting Eq.(2.31) in Eq.(2.30), with $\alpha_2 = 0$, resulting in $\Delta \beta$ being:

$$\Delta \beta = \frac{i\alpha}{2} + \gamma |A|^2$$  \hspace{1cm} (2.36)$$
where the fiber nonlinear parameter $\gamma$ is defined as:

$$\gamma = \frac{n_2 \omega_0}{c A_{\text{eff}}}$$  \hspace{1cm} (2.37)

where $A_{\text{eff}}$ is the effective core area and is defined by the overlap integral [39]:

$$A_{\text{eff}} = \frac{\left( \int_{-\infty}^{\infty} |F(x,y)|^2 dx dy \right)^2}{\int_{-\infty}^{\infty} |F(x,y)|^4 dx dy}$$  \hspace{1cm} (2.38)

Finally, substituting Eq. (2.36) in Eq. (2.35) results in the following nonlinear propagation equation also known as the NLSE:

$$\frac{\partial A}{\partial z} + \beta_1 \frac{\partial A}{\partial t} + \frac{i \beta_2}{2} \frac{\partial^2 A}{\partial t^2} + \frac{\alpha}{2} A = i \gamma |A|^2 A$$  \hspace{1cm} (2.39)

However, the laser model presented in Fig. 2.1 utilizes an erbium-doped fiber section and the NLSE does not include gain, preventing it from modeling propagation in EDFAs. The following section extends the NLSE to be able to handle amplifier gain.

### 2.2.3 Erbium-Doped Fiber Amplifier

Passive mode-locked fiber lasers incorporating erbium-doped fibers have emerged as simple ultrashort pulse sources [2, 9]. As a result of minimal optical loss at 1550 nm, the use of EDFAs in lightwave systems has gained momentum. Following the work done in [40], the NLSE, which is useful for describing nonlinear pulse propagation in undoped fiber, will be extended here to include gain resulting from dopants.

Stimulated emission is the main light amplification mechanism in EDFAs. In general, an optical pump excites dopant electrons to higher energy levels creating a population inversion. This work only considers the two energy levels participating in light-induced transitions as shown in Fig. 2.2. The gain $g$ would be calculated as
Figure 2.2: EDFA two energy level model.

\( \sigma(N_1 - N_2) \), where \( \sigma \) is the transition cross section and \( N_1 \) and \( N_2 \) are the atomic densities in the ground energy state \( E_g \) and the excited energy state \( E_e \) respectively.

The system in Fig. 2.2 is governed by Maxwell-Bloch equations [1,41]. The induced polarization of Eq.(2.8) has to accommodate a third term \( P_d(r,t) \) as:

\[
P = P_L + P_{NL} + P_d
\]

where \( P_d \) relates to the dopant contribution and is expressed in the SVEA as:

\[
P_d(r,t) = \frac{1}{2} \hat{x} [P_d(r,t) \exp(-i\omega_0 t) + c.c.]
\]

where the slowly varying part \( P_d(r,t) \) results from solving the Bloch equations [40]:

\[
\frac{\partial P}{\partial t} = \frac{-P}{T_2} - i(\omega_a - \omega_0)P - \frac{i\mu^2}{\hbar} EW
\]

\[
\frac{\partial W}{\partial t} = \frac{W_0 - W}{T_1} + \frac{1}{\hbar} \text{Im}(E^*P)
\]

where \( E \) and \( P \) denote the SVEA of both electric field and induced polarization due to dopants respectively. The term \( \omega_a \) is the atomic transition frequency, \( \mu \) is the dipole momentum, \( \hbar \) is Planck’s constant over \( 2\pi \) and the population inversion density \( W = N_1 - N_2 \) has an initial value \( W_0 \). Also \( T_1 \) is the dopant dependent fluorescence time, which is usually in the range (0.1 \( \mu \)s to 10 ms) and \( T_2 \) is the dipole relaxation.
time, which is \( \sim 0.1 \text{ps} \) [42]. The introduction of \( \mathbf{P}_d \) incorporated the nonlinear effects, as for dispersive effects a dopant susceptibility is defined in the Fourier domain:

\[
\tilde{P}(\mathbf{r}, \omega) = \varepsilon_0 \chi_d(\mathbf{r}, \omega) \tilde{E}(\mathbf{r}, \omega)
\]  

(2.44)

To obtain an expression for \( \chi_d \) Eq.(2.42) is transferred to the Fourier domain:

\[
(\omega - \omega_0)\tilde{P} = -i \frac{\tilde{P}}{T_2} + (\omega_a - \omega_0)\tilde{P} + \frac{\mu^2 W}{\hbar} \tilde{E}
\]  

(2.45)

then solving for \( \tilde{P} \) in terms of \( \tilde{E} \) we obtain:

\[
\tilde{P} = \frac{\mu^2 T_2 W(\mathbf{r})}{\hbar [T_2(\omega - \omega_a) + i]} \tilde{E}
\]  

(2.46)

Using Eq.(2.44) and Eq.(2.46) the dopant susceptibility \( \chi_d \) is given by:

\[
\chi_d(\mathbf{r}, \omega) = \frac{\sigma W(\mathbf{r}) n_0 c / \omega_0}{(\omega - \omega_a) T_2 + i}
\]  

(2.47)

where \( n_0 \) is the background linear refractive index. The transition cross section \( \sigma \) is:

\[
\sigma = \frac{\mu^2 \omega_0 T_2}{\varepsilon_0 n_0 \hbar c}
\]  

(2.48)

Following [42], the Helmholtz equation and Eq.(2.28) remain valid provided that \( \chi_d \) is added to the refractive index perturbation of Eq.(2.31) in the core region:

\[
\Delta n = n_2 |\tilde{E}|^2 + \frac{i \tilde{\alpha}}{2k_0} + \frac{\chi_d}{2n_0}
\]  

(2.49)

this will affect the \( \Delta \beta \) in Eq.(2.30). Also, both \( \beta \) and \( \Delta \beta \) must be expanded using a Taylor-series around \( \omega - \omega_a = (\omega - \omega_0) + (\omega_0 - \omega_a) \) [40,42]. However, assuming the atomic transition frequency \( \omega_a \) equals the centre of the pulse spectrum \( \omega_0 \), the
derivation of the propagation equation is simplified considerably. The formulation of \( \beta \) holds and \( \Delta \beta \) can be obtained by substituting Eq.(2.49) in Eq.(2.30) as follows:

\[
\Delta \beta = \frac{i\alpha}{2} + \gamma |A|^2 + \left( \frac{1}{2} \right) \left[ \frac{1}{(\omega - \omega_0)T_2 + i} \right] \frac{\sigma \int \int_{-\infty}^{\infty} W(r, t)|F(x, y)|^2 dx dy}{\int \int_{-\infty}^{\infty} |F(x, y)|^2 dx dy} \quad (2.50)
\]

It is useful to define a gain \( g_0 \) along the \( z \) axis as [40]:

\[
g_0(z, t) = \frac{\sigma \int \int_{-\infty}^{\infty} W(r, t)|F(x, y)|^2 dx dy}{\int \int_{-\infty}^{\infty} |F(x, y)|^2 dx dy} \quad (2.51)
\]

thus \( \Delta \beta \) can be rewritten in a simpler format using Eq.(2.51) as:

\[
\Delta \beta = \frac{i\alpha}{2} + \gamma |A|^2 + \left( \frac{g_0}{2} \right) \left[ \frac{1}{(\omega - \omega_0)T_2 + i} \right] \quad (2.52)
\]

It is clear that \( \Delta \beta \) has become frequency dependent after introducing dopant susceptibility \( \chi_d \). Using Taylor-series expansion \( \Delta \beta \) becomes:

\[
\Delta \beta = \frac{i\alpha}{2} + \gamma |A|^2 + \left( \frac{g_0}{2} \right) \left(-i + T_2(\omega - \omega_0) + iT_2^2(\omega - \omega_0)^2 + \ldots \right) \quad (2.53)
\]

and truncating the previous equation at the cubic term as done earlier (neglecting third order dispersion), \( \Delta \beta \) can now be substituted in Eq.(2.34) obtaining:

\[
\frac{\partial \tilde{A}}{\partial z} = \left[ i(\omega - \omega_0)(\beta_1 + \frac{g_0T_2}{2}) + \frac{i}{2}(\omega - \omega_0)^2 (\beta_2 + ig_0T_2^2) - \frac{\alpha}{2} + i\gamma |A|^2 + \frac{g_0}{2} \right] \tilde{A} \quad (2.54)
\]

at this stage it is possible to use inverse Fourier transform on Eq.(2.54), while replacing \((\omega - \omega_0)\) with \(i(\partial/\partial t)\) and \((\omega - \omega_0)^2\) with \(-\partial^2/\partial t^2\). The resulting equation is:

\[
\frac{\partial A}{\partial z} = -\beta_1^{\text{eff}} \frac{\partial A}{\partial t} - \frac{i\gamma |A|^2 A}{2} - \frac{\alpha}{2} A + i\gamma |A|^2 A + \frac{g_0}{2} A \quad (2.55)
\]

with the two effective propagation constants \( \beta_1^{\text{eff}} = \beta_1 + g_0T_2/2 \) and \( \beta_2^{\text{eff}} = \beta_2 + ig_0T_2^2 \).
It is worth noting that both $\beta_1^{\text{eff}}$ and $\beta_2^{\text{eff}}$ are complex and vary along the $z$ axis. The fiber group velocity $v_g = 1/\beta_1^{\text{eff}}$ is changed due to the dopants, but in practice this affect is negligible [40]. However, this is not the case for $\beta_2$, also known as the group velocity dispersion (GVD), as an imaginary part $ig_0T_2^2$ is added due to the parabolic gain. This is physically related to the fiber gain bandwidth [42]. Eq.(2.55) is in the form of a generalized NLSE, with the pulse envelope moving with a group velocity $v_g$. For the purposes of investigating mode-locked lasers, it useful to define a frame of reference for the mode-locked pulse (local time) moving at $v_g$ [16]. This can be done through the following standard Galilean transformation:

$$T = t - \beta_1^{\text{eff}}z \quad (2.56)$$

The generalized NLSE can thus be expressed in the form of a CGLE:

$$i \frac{\partial A}{\partial z} + i \frac{\alpha}{2} A - \frac{1}{2} \beta_2 \frac{\partial^2 A}{\partial T^2} = i \frac{g_0}{2} \left( 1 + T_2^2 \frac{\partial^2}{\partial T^2} \right) A - \gamma |A|^2 A \quad (2.57)$$

The gain provided by the EDFA given in Eq.(2.51) can not be evaluated exactly as it depends on $x$, $y$, $z$ and the mode profile $|F(x,y)|^2$. However, assuming both mode and dopant intensities are uniform over the doped region and that spontaneous emission does not occur over the pulse duration ($T_1$ is longer than pulse width) the saturable gain model can be found using Eq.(2.43) and is expressed as [43]:

$$G(z) = \frac{g_0}{1 + \frac{||A(z)||^2}{E_{\text{sat}}}} \quad (2.58)$$

where $||A(z)||^2 = \int_{-\infty}^{\infty} |A(z,T)|^2 dT$ denotes the pulse energy and $E_{\text{sat}}$ is the saturation energy. In this investigation the saturated gain model adapted in Eq.(2.58) is that presented in [32,43]. It is also useful to define the full width at half maximum...
(FWHM) of the fiber amplifier $\Omega$, which is inversely proportional to the dipole relaxation time [42], and can also be expressed in terms of a wavelength spread $\Delta \lambda$ [32]:

$$\Omega = \frac{1}{T_2} = \frac{2\pi c \Delta \lambda}{\lambda_0^2} \quad \text{(2.59)}$$

Nonlinear pulse propagation in a gain saturable EDFA is governed by Eq.(2.57) and Eq.(2.58), which must be solved together in a self-consistent manner. The following section presents the normalization and parameters of the CGLE.

### 2.2.4 Fiber Parameters

An interesting consequence of fiber nonlinearities is optical solitons, which can be supported when there is anomalous dispersion ($\beta_2 < 0$). Solitons in optical fiber are nonlinear pulses that propagate nearly dispersion-free for long distances and undergo elastic collisions [44]. Solitons maintain their shape as they propagate due to the interplay between dispersion and nonlinearity. It is known that the NLSE has soliton solutions [16]. Nonlinear pulse propagation in fiber amplifiers is governed by the CGLE, which does not only balance dispersion and nonlinearity, but also loss and gain. As a consequence, the CGLE is not integrable and does not support solitons from a strictly mathematical point of view [42]. However, it does support solitary-waves, which also maintain their shape on propagation [25, 42, 45]. Thus, it is convenient to normalize the CGLE with dimensionless soliton units as conventionally done with the NLSE [16]. Introducing the following normalized variables [32, 42]:

$$U = \frac{A}{\sqrt{P_0}} \quad \xi = \frac{z}{L_D} \quad \tau = \frac{T}{T_0/1.76} \quad \text{(2.60)}$$

where $P_0$ is the field peak power, $T_0$ is the FWHM of an arbitrary reference pulse width and $L_D = (T_0/1.76)^2/|\beta_2|$ denotes the dispersion length. In addition the following
normalized constant definitions are adapted for simplification:

\[ N^2 = \frac{\gamma P_0}{|\beta_2|} \left( \frac{T_0}{1.76} \right)^2 \]  
\[ \Gamma = \frac{\alpha}{2} L_D \]  
\[ G_0 = \frac{g_0}{2} L_D \]  
\[ \tau_\Omega = \frac{1}{\Omega^2} \left( \frac{1.76}{T_0} \right)^2 \]

thus the CGLE can now be expressed in a normalized form as [32,46]:

\[ i \frac{\partial U}{\partial \xi} + i \Gamma U - \frac{1}{2} \text{sgn}(\beta_2) \frac{\partial^2 U}{\partial \tau^2} = i G(\xi) \left( 1 + \tau_\Omega \frac{\partial^2}{\partial \tau^2} \right) U - N^2 |U|^2 U \]  

where the SVEA of the electric field \( U \), with the amplitude normalized by the peak field power \( P_0 \), propagates through fiber with loss \( \Gamma \), second order dispersion \( \beta_2 \) and a nonlinear parameter \( \gamma \). The variable \( \tau \) denotes the local time in the rest frame of the mode-locked pulse normalized by \( T_0/1.76 \) [35,47]. The variable \( \xi \) is the distance the pulse travels in the cavity normalized by the dispersion length \( L_D \). The term \( \text{sgn}(\beta_2) = +1 \) or \( -1 \) depending on whether \( \beta_2 \) is positive or negative. In general \( \beta_2 \) is negative to support soliton solutions. The parameter \( N \) is the soliton order of the corresponding NLSE [16,32]. For undoped fibers \( G(\xi) = 0 \), however, for the EDFA used in this model, the saturable gain follows Eq.(2.58) and is given by [2]:

\[ G(\xi) = \frac{2 G_0}{1 + \frac{||U(\xi)||^2}{E_{sat}}} \]  

where \( G_0 \) is the normalized saturated gain (due to laser pump) given in Eq.(2.63). The term \( E_{sat} \) denotes the normalized saturation energy and \( \tau_\Omega = (1/\Omega^2)(1.76/T_0)^2 \) is the normalized gain bandwidth where \( \Omega \) denotes the FWHM bandwidth of the laser gain given by Eq.(2.59). The expression \( ||U(\xi)||^2 = \int_{-\infty}^{\infty} |U(\xi, \tau)|^2 d\tau \) is the normalized...
energy of the current mode-locked pulse. It is worth noting that \( \tau_\Omega \) is the parameter that controls the resulting pulse width of the mode-locked pulse, as it governs the gain bandwidth of the EDFA [2,9,47]. Based on this normalization the single-soliton solution of the corresponding NLSE has a peak power given by:

\[
P_0 = \frac{\lambda_0^2 A_{\text{eff}}}{2 \pi n_2 L_D}
\]

where the wavelength of operation is \( \lambda_0 = 1550 \, \text{nm} \), the effective cross-sectional area of the fiber is \( A_{\text{eff}} = 60 \, \mu\text{m}^2 \) and the nonlinear refractive index is given by \( n_2 = 2.6 \times 10^{-16} \, \text{cm}^2/\text{W} \) [32]. The average cavity dispersion is assumed to be anomalous to support solitary-wave solutions \( D = -(2\pi c/\lambda_0^2)\beta_2 = 12 \, \text{ps/km.nm} \) [47]. The parameter \( N \) is normalized to 1 for fundamental soliton-like formation [16]. Using the above parameters and definitions and assuming the FWHM of the reference pulse width \( T_0 = 200 \, \text{fs} \), the dispersion length is calculated to be \( L_D = 0.8437 \, \text{m} \), thus resulting in the dimensionless parameter \( \Gamma = 1.94 \times 10^{-5} \) for an attenuation of 0.2 dB/km and \( G_0 = 1-4.5 \) for an amplification range of 5-26 dB which is physically realizable in a 10 m EDFA pumped at 1.48 \( \mu\text{m} \) [1,48]. The normalized gain parameters in Eq.(2.66) follow those in [32,47], with the dimensionless term \( \tau_\Omega = 0.1 \) corresponding to a gain bandwidth of 25 nm and \( E_{\text{sat}} = 1 \). The normalized EDFA length \( \xi = 1 \).

It is worth noting that the fiber section of the laser model in Fig. 2.1 modeled by Eq.(2.65) is an approximation of three connected fiber segments, with only one being an EDFA. The length of the fiber is 1-10 m with a 10-30 cm of EDFA. A more accurate model would involve propagating the laser pulse through three different segments, two of which are modeled using the conventional NLSE and the other modeled using Eqs. (2.65) and (2.66). Although the different dispersion and effective cross-sectional areas between EDFA and undoped fibers [32] can cause errors, numerical results indicate incorporating the effect of all three fiber sections is an accurate approximation [49].
2.3 LPFG Equations

This section introduces the nonlinear mode coupling dynamics of the LPFG and its governing equations. A LPFG is a fiber optical structure with a periodically varying refractive index. The period of a LPFG is usually in the order of a millimeter, which considerably exceeds the wavelength of light in the fiber. As a consequence of the large period, LPFGs are easily manufactured through ultraviolet radiation or even mechanical means \[50\]. The LPFG couples two copropagating modes \[12\]. When considering a single mode optical fiber, the LPFG couples the fundamental core mode to higher-order modes propagating in the cladding \[35,51,52\]. The choice of the grating period can be made so a phase matching condition for copropagating modes is satisfied. Analytically, the phase matching condition can be expressed as:

\[
\beta_{\text{core}} - \beta_{\text{clad}}^n = \frac{2\pi}{\Lambda}
\]

(2.68)

where \(\Lambda\) is the grating period, \(\beta_{\text{core}}\) and \(\beta_{\text{clad}}^n\) denote the propagation constant of the core and \(n\)th cladding mode. A schematic of a LPFG with phase matching between the guided core mode and forward propagating cladding mode is shown in Fig. 2.3(a). The transmission spectrum of such gratings exhibit dips at wavelengths corresponding to resonances with different cladding modes \[51\]. For example, Fig. 2.3 (b) shows a transmission spectrum (in decibels) calculated for a typical LPFG. The simulation was performed using OptiGrating as part of the Optiwave software package \[53\]. The grating is written in a standard single mode fiber with a core and cladding radius of 4 \(\mu m\) and 75 \(\mu m\) respectively. Further, the refractive index is assumed to be 1.48 in the core section and 1.475 in the cladding section. The length of the grating is set to 25 mm, with a peak induced index change of \(3.6 \times 10^{-4}\) and a uniform profile. The grating period is 579 \(\mu m\) and was chosen to yield coupling at 1550 nm between the core
**Figure 2.3:** Coupling of the core mode into copropagating cladding mode in a 25 mm LPFG written in a single mode fiber (a) schematic. (b) transmission spectrum.
mode and the 5th copropagating cladding mode. The simulation only considered coupling between linearly polarized (LP) modes. The dips appearing in the transmission spectrum of Fig. 2.3 (b) correspond to resonances between core and cladding modes of order 2, 3, 4, 5 and 6. Normally, energy is transferred periodically between the core and cladding modes of a LPFG as a result of the resonant and linear mode-coupling interaction [12]. However, introducing nonlinearity in the LPFG shifts the propagation constant of each mode via self-phase and cross-phase modulation and hence detunes the mode-coupling interaction [54]. Thus, by carefully choosing the grating period, a resonant coupling between the copropagating core and cladding modes can be achieved, causing the low intensity portions of the pulse to be transferred to the cladding and attenuated, while the high intensity portion is detuned from resonance by nonlinearity [32]. This pulse-shaping introduced by the nonlinear mode-coupling dynamics of the LPFG is the principle mode-locking mechanism.

2.3.1 Nonlinear Mode Coupling

Nonlinear optical devices usually exploit second order $\chi^{(2)}$ or third order $\chi^{(3)}$ nonlinearities. However, due to the inversion symmetry imposed in optical fibers the effect of $\chi^{(2)}$ is eliminated. Consequently, nonlinear fiber devices utilize the much weaker third order nonlinearity, which result in an intensity dependent refractive index, such as LPFGs written in highly nonlinear fibers. The nonlinear coupled mode equations of the grating is asymptotically derived from Maxwell’s equations in [35]. The derivation is similar to that of the NLSE presented in [16], with the same quasi-monochromatic wave approximation. In addition, a paraxial and rotating wave approximations are required and justified [35]. The derivation starts with the wave equation, with the
index of refraction modified to account for the grating’s periodicity as [35]:

\[
n(x, y, z) = n_0(x, y) \left[ 1 + \Delta n_{UV} \cos \left( \frac{2\pi}{\Lambda} z \right) \right]
\]

(2.69)

where \(n_0(x, y)\) accounts for the transverse index change as shown in Fig. 2.4 and \(\Delta n_{UV}\) is the ultraviolet-induced index change in the longitudinal direction, which is usually in the order of \(10^{-4}\). Following [35], it is convenient to assume a single dominant Fourier mode component for a sinusoidal grating periodicity. Further, we assume a single mode fiber, with the LPFG coupling the fundamental core mode to higher order cladding modes. The strength of this coupling was found to depend on the order of the cladding mode [51]. The structure of the guided modes of the fiber can be calculated from the eigenfunctions of Eq.(2.27). These solutions can be expressed in terms of LP modes \(\phi_{nm}\) where \(n, m\) are the azimuthal and radial mode numbers respectively [12]. Here, we consider only coupling between radially symmetric modes with \(m = 0\) [35]. Fig. 2.5 shows the normalized eigenfunctions of the first fundamental core mode and the first three radially symmetric cladding modes. The eigenfunctions are normalized according to [32]:

\[
(\phi_n, \phi_n)_r = \int_0^\infty \phi_n \phi_n r dr = 1
\]

(2.70)

Figure 2.4: Transverse refractive index profile for a single mode fiber with core refractive index \(n_1\) and cladding refractive index \(n_2\).
Figure 2.5: Normalized modal profile of the radially symmetric modes \((m=0)\). The fundamental core mode is denoted \(\phi_{10}\), while the cladding modes are denoted \(\phi_{2-4,0}\).

The solutions in Fig. 2.5 were obtained by the commercial LP mode solver provided by OptiGrating as part of the Optiwave software package [53]. The modal profiles are used in calculating coupling coefficients, which in turn are used in the nonlinear mode coupling equations. The profiles in Fig. 2.5 are obtained for a LPFG written in a standard single mode fiber SMF-28 [55]. The length of the LPFG was set to 50 mm, while the core and cladding radius was assumed to be 4 \(\mu m\) and 75 \(\mu m\) respectively. The core index is \(n_1 = 1.48\) and the cladding index \(n_2 = 1.475\) resulting in a refractive index difference of 0.34 \% and only one core mode supported \(\phi_{10}\) at a wavelength of 1550 nm. Also, the depth of the induced index modulation was set to \(\Delta n_{UV} = 8 \times 10^{-4}\) [32, 35].
The equations governing the nonlinear coupling between the copropagating core \((i = 1)\) and cladding \((j)\) modes are derived by Kutz et al. [32,35]:

\[
\begin{align*}
    i \frac{\partial U}{\partial \xi_G} + (c_{i1}|U|^2 + 2c_{ij}|V|^2)U + d_{ij}V - \frac{\Delta}{2}U &= 0 \\
    i \frac{\partial V}{\partial \xi_G} + (c_{jj}|V|^2 + 2c_{ij}|U|^2)V + d_{ij}U + \frac{\Delta}{2}V &= 0
\end{align*}
\] (2.71) (2.72)

where \(U\) and \(V\) are the SVEA of the electric field in the core and cladding respectively, \(c_{ij}\) and \(d_{ij}\) denote the linear and nonlinear coupling coefficients respectively and the parameter \(\Delta\) measures the detuning from the resonant coupling [32,35]. Using the amplitude normalization in Eq.(2.65), the normalized coupling coefficients are:

\[
c_{ij} = \frac{4\pi n^2}{\lambda_0 A_{eff} (|\phi_{10}|^2, |\phi_{j0}|^2)r} L_D P_0
\] (2.73)

\[
d_{ij} = \frac{\Delta n_{UV} \pi}{2\lambda_0} \left( n_0^2(r)\phi_{10}, \phi_{j0}\right)_r L_D
\] (2.74)

with \(n^2\) being the nonlinear refractive index of the LPFG section, \((A, B)_r\) is defined in Eq.(2.70), \(n_0(r)\) is shown in Fig. 2.4 and the resonant detuning parameter \(\Delta\) is [35]:

\[
\Delta = \left[ \frac{2\pi}{\Lambda} - \frac{\beta_i - \beta_j}{2k} \right] L_D
\] (2.75)

In Eqs.(2.71) and (2.72) the effect of second order dispersion has been neglected. The coefficient \(d_{ij}\) is proportional to the ultraviolet index modulation, which directly affects the linear coupling strength. The nonlinear coefficients \(c_{jj}\) and \(c_{ij}\) measure self-phase and cross-phase modulation respectively [35]. The analysis of nonlinear pulse propagation in the LPFG assumes no difference in the group velocity dispersion between the core and cladding; this is justified provided the LPFG is short. In contrast, for longer LPFG the group velocity mismatch can cause temporal walk-offs [35]. Further, the ultraviolet index modulation is assumed to preserve radial
symmetry [35]. The radially dependent intensity is incorporated in the coefficients $c_{ij}$ and $d_{ij}$. Further, when $c_{11} = c_{jj}$ the analysis is similar to the nonlinear coherent coupler [54]. Although nonlinearity does not allow complete periodic energy transfer from core to cladding, it allows partial intensity dependent and nonperiodic energy transfer causing intensity discrimination. In this case, the low intensity linear parts of the pulse resonates with the cladding mode, while the high intensity peak field is detuned from resonance and transmitted efficiently. As the coupling coefficients do not only depend on the overlap integral but also on the normalized LPFG length and nonlinear refractive index ration $n_2^2/n_2$. Hence, obtaining $c_{11} = c_{jj}$ can be done through material choice and appropriate mode selection based on the grating period.

Following the work in [32, 35], we will only consider coupling between the core mode and the third cladding mode $n = 4$. In principle, coupling could be between the core mode and any cladding mode. However, this will result in different modal profiles, overlap integrals and coupling coefficients. This is illustrated in Fig. 2.6 where the values of the linear and nonlinear coupling coefficients as a function of the $n^{th}$ radially symmetric cladding mode are plotted. The linear coupling response is maximum at $n = 10$, while for $n = 20$ the linear coupling is minimized relative to the nonlinear coupling strength. For pulse shaping it is desirable to maximize the ratio of the nonlinear coupling coefficients to the linear coefficient allowing more flexibility in LPFG design. However, coupling to higher order cladding modes increases the value of $n_2^2$ to hundreds of times that of conventional single mode fibers.

### 2.3.2 Pulse Shaping

The use of a LPFG for nonlinear optical switching and pulse reshaping was first reported in [35, 56]. Through introducing nonlinearity in the LPFG and by carefully choosing the grating period, a resonant coupling between the copropagating core and cladding modes can be achieved, causing the low intensity portions of the pulse to be
Figure 2.6: LPFG coupling coefficients as a function of the $n^{\text{th}}$ radially symmetric cladding mode for $j=1-20$ (a) linear $d_{ij}$, (b) nonlinear $c_{ij}$ and $c_{jj}$.
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transferred to the cladding and attenuated resulting in the appearance of resonance loss in the transmission spectrum, while the high intensity portion is detuned from resonance by nonlinearity. This process forms an intensity discrimination, through which a stable mode-locked pulse is attained. The pulse shaping mechanism of the LPFG can be demonstrated through simulating Eqs. (2.71) and (2.71) using MATLAB [33] (see Chapter 3). To illustrate pulse shaping, following the numerical investigation by Kutz et al. [32, 35], a LPFG is assumed to have a normalized length of $\xi_G = 0.7$, corresponding to a physical length of 60 cm with coupling occurring between the core mode and third order cladding mode. The radius of the core and cladding are 4 $\mu$m and 75 $\mu$m respectively. The core index is $n_1 = 1.486$, while the cladding index $n_2 = 1.45$. The normalized coupling coefficients are $d_{14} = 2$, $c_{11} = c_{44} = 0.3$, $c_{14} = 0.5$ and $\Delta = 0$ for resonant coupling [35]. Fig. 2.7 shows the initial and final profile resulting from propagating a Gaussian pulse with an amplitude of 4 units in the core through the LPFG. The cladding is assumed to be cleared initially i.e. no light is launched into the cladding. The profile evolution of the same Gaussian pulse as it propagates down the grating length is shown in Fig. 2.8. The results show pulse shaping, while energy is exchanged to the cladding. However, the pulse peak value is maintained. The results reported in Fig. 2.8 and 2.7 are in agreement with the experimental data obtained in [35]. However, the work done in [57] provided better agreement with Kutz's experimental results, as it analyzed nonlinear propagation in the LPFG using discrete coupled mode theory.

To efficiently couple the core mode to the third order cladding mode a nonlinear refractive index within the LPFG is about 20 times larger than conventional optical fiber. This high nonlinear index of refraction problem can be solved through writing the LPFG in a photonic crystal fiber (PCF) or chalcogenide fiber. PCFs confine light through the photonic bandgap mechanism and can operate single mode at a wide range of wavelengths with tailorble dispersion, nonlinearity and large mode
Figure 2.7: Initial and final pulse profile resulting from propagating a Gaussian pulse in a LPFG. The simulation parameters are $d_{14} = 2$, $c_{11} = c_{44} = 0.3$, $c_{14} = 0.5$, $\Delta = 0$ and $\xi_G = 0.7$ within a computational domain of $T \in [-5, 5]$.

Highly nonlinear PCFs have recently been employed in laser optics [59]. Further, fabrication techniques for writing a LPFG in a PCF using a CO$_2$ laser has been reported in [60], while the application of a LPFG in a PCF has been recently used for biochemical sensing [61]. The other viable solution is writing the LPFG in a highly nonlinear As$_2$Se$_3$ based glass fiber, also known as chalcogenide fiber [62]. These type of fibers were reported to have the highest Kerr nonlinearity $n_2$ relative to other types of fiber. The use of chalcogenide fiber in all optical switching has been reported in [62, 63], with a nonlinear refractive index $n_2$ reaching $200 \times$ conventional silica fibers. Recently, higher nonlinearity has been achieved with $n_2$.
Figure 2.8: Evolution profile of a Gaussian pulse through a LPFG. The simulation parameters are $d_{14} = 2$, $c_{11} = c_{44} = 0.3$, $c_{14} = 0.5$, $\Delta = 0$ and $\xi_G = 0.7$ within a computational domain of $T \in [-5, 5]$ (a) core profile. (b) cladding profile.
on the order of 400 $\times$ silica [64,65]. Further, the first demonstration of a LPFG written in a single mode chalcogenide fiber has been recently reported in [66], where a threaded rod is pressed against a short $\text{As}_2\text{Se}_3$ fiber writing a LPFG.
Chapter 3

Numerical Methods and Implementation

Over the past decade considerable effort has been put into solving nonlinear partial differential equations, similar to Eqs. (2.39) and (2.65) numerically and analytically. The inverse scattering transform is currently the standard analytical technique employed in obtaining the soliton solution of the NLSE [67]. However, the analytical methods are only valid for certain cases and we usually resolve to numerical methods for obtaining a full problem solution. The typical numerical methods used in solving these type of equations can be either finite difference method (FDM) [37, 68] or split step Fourier method (SSFM) [69]. In this investigation variations of the SSFM will be implemented rather than FDM as it is orders of magnitude slower while achieving the same accuracy [70]. This is due to the availability of highly efficient fast-Fourier-transform (FFT) algorithm implementations, which are employed extensively by any SSFM. In this chapter, the basic SSFM is introduced before presenting two different variations, specifically, the symmetric and predictor-corrector SSFM. The need to explore these numerical techniques arise from the wide range of nonlinear dynamics exhibited by this type of laser [46], hence demanding highly robust and numerically stable algorithms. Further, an object oriented programming (OOP) approach is adapted in coding the numerical algorithms used in solving the mode-locked laser model. The merits and demerits of this approach will be discussed.
3.1 Split-Step Fourier Method

The numerical simulation performed is based on solving the fiber and grating equations with variations of the SSFM [16]. Conventionally, the SSFM has been applied to the NLSE [16,71]. In this work, the solitary-wave operation of the passively mode-locked laser is modeled using the CGLE, with a gain model governed by Eq.(2.66) and the LPFG Eqs.(2.71) and (2.72). In this section, the SSFM is applied to both EDFA and LPFG governing equations.

3.1.1 Fiber Equation

The SSFM is based on splitting the CGLE into two separate operators, the difference linear operator $\hat{D}$ that accounts for second order dispersion, absorption and saturable gain in the EDFA, i.e. the linear part of the CGLE, and the nonlinear operator $\hat{N}$ that accounts for the nonlinearity induced during ultrashort pulse propagation. To explain the idea behind this method it is useful to rewrite Eq. (2.65) as [16]:

$$\frac{\partial U}{\partial \xi} = \left( \hat{D} + \hat{N} \right) U$$

(3.1)

where both linear and nonlinear parts of the CGLE are given by:

$$\hat{D} = -\Gamma - \frac{i}{2} \text{sgn}(\beta_2) \frac{\partial^2}{\partial \tau^2} + G(\xi) + G(\xi) \tau_n \frac{\partial^2}{\partial \tau^2}$$

(3.2)

$$\hat{N} = i N^2 |U|^2$$

(3.3)

Usually, both linear and nonlinear effects act together along the propagation distance. However, the SSFM approximation assumes that dispersion, absorption and gain act together, while nonlinearity acts separately over a short fiber distances $h$. When the pulse propagates from $\xi$ to $\xi + h$ two steps are performed, the first step nonlinearity acts alone and $\hat{D} = 0$, while the second step linear effects act alone and $\hat{N} = 0$,.
mathematically the normalized SVEA of the electric field can be expressed as [16]:

\[ U(\xi + h, \tau) = \exp(h\hat{D}) \exp(h\hat{N})U(\xi, \tau) \]  
(3.4)

The dispersion operator is computed in the frequency domain, while the nonlinear operator is computed in the time domain. The transition from one domain to another is done numerically using FFT algorithms [72]. Thus Eq. (3.4) can be written as:

\[ U(\xi + h, \tau) = F_T^{-1} \exp(h\hat{D}(i\omega))F_T \exp(h\hat{N})U(\xi, \tau) \]  
(3.5)

with \( F_T \) and \( F_T^{-1} \) denoting Fourier transform and its inverse respectively. The calculation of \( \hat{D}(i\omega) \) is straightforward through replacing the differential operator \( \partial/\partial \tau \) with \( i\omega \), where \( \omega \) is the frequency in the Fourier domain. The accuracy of the SSFM can be improved by including the effect of nonlinearity in the middle of the propagation segment from \( \xi \) to \( \xi + h \) rather than at the boundary [16]. Due to the symmetric nature of the exponential operator this method was named symmetric split-step Fourier (S-SSFM). Thus the normalized SVEA can be expressed as [16]:

\[ U(\xi + h, \tau) = \exp \left( \frac{h}{2} \hat{D} \right) \exp \left( \int_\xi^{\xi+h} \hat{N}(\xi') d\xi' \right) \exp \left( \frac{h}{2} \hat{D} \right) U(\xi, \tau) \]  
(3.6)

In Eq. (3.6), when the step size is small enough, the integral in the middle section can be approximated by \( \exp(h\hat{N}) \), similar to Eq. (3.4). However, a more accurate approach would involve implementing a trapezoidal rule for the midpoint integral:

\[ \int_\xi^{\xi+h} \hat{N}(\xi') d\xi' \approx \frac{h}{2} \left[ \hat{N}(\xi) + \hat{N}(\xi + h) \right] \]  
(3.7)

where the integration in Eq. (3.7) is not straightforward as the \( \hat{N}(\xi + h) \) is unknown in the midsegment at \( \xi + h/2 \). The solution to this problem relies on an iterative
Figure 3.1: Illustration of the S-SSFM. The nonlinear operator \( \hat{N} \) is evaluated in the midpoint between the linear operators \( \hat{D} \) within the segment \( \xi \) to \( \xi + h \).

approach which initially starts with replacing \( \hat{N}(\xi + h) \) by \( \hat{N}(\xi) \). Fig. 3.1 shows a schematic illustrating the S-SSFM. The fiber length is divided into segments of width \( h \), while the temporal window is composed of a number of points. A more detail survey of the variations of optimized SSFM algorithms are reported in [73].

It is clear that SSFM uses functional evaluations at \( \xi \) and \( \xi + h \). However, it does not retain information for use in future evaluations. If we divide the propagation length into mesh points \( j \), and the approximate solution is available at \( \xi_0, \xi_1, \xi_2 \ldots \xi_j \), the accuracy of the approximation at \( \xi_{j+1} \) can be improved through utilizing a multistep method including explicit Adams-Bashforth and implicit Adams-Moulton. This combination of explicit and implicit methods is known as the predictor-corrector (PC-SSFM) [71]. First the predicted normalized SVEA can be expressed as:

\[
\overline{U}(\xi_{j+1}, \tau) = \exp \left( \frac{h}{2} \hat{D} \right) \exp[h(A_j \hat{N}_j + A_{j-1} \hat{N}_{j-1} + \ldots + A_{j-n+1} \hat{N}_{j-n+1})] \exp \left( \frac{h}{2} \hat{D} \right) U(\xi_j, \tau)
\]  

(3.8)
where the estimated $\bar{U}(\xi_{j+1}, \tau)$ is used in calculating the new $\bar{N}_{j+1}$ according to Eq. (3.3) and the correction step is given by [71]:

$$
U(\xi_{j+1}, \tau) = \exp\left(\frac{\hbar}{2} \hat{D}\right) \exp\left[h(C_{j+1}\bar{N}_{j+1} + C_j\bar{N}_j + ... + C_{j-n+i}\bar{N}_{j-n+i})\right] \exp\left(\frac{\hbar}{2} \hat{D}\right) U(\xi, \tau)
$$

(3.9)

where the coefficients $A$ and $C$ are dependent on the order number of predictor-corrector method $n$ as reported in [71]. The PC-SSFM was found to be about 2.8 to 5.5 faster than the conventional S-SSFM [71]. For the purposes of this investigation the number of time points was chosen as a power of 2 to speed the FFT operations [72], specifically it was set to 2048, while the step size $h$ was decreased until a numerically convergent solution is obtained. In this work, the reported results and laser dynamics are confirmed in all three variations of the SSFM.

3.1.2 LPFG Equation

The simulation of the nonlinear coupled mode equations of the grating is straightforward as there is no dispersive term, thus Eqs. (2.71) and (2.72) are rewritten as:

$$
\frac{\partial U}{\partial \xi_G} = \hat{N}_U U
$$

(3.10)

$$
\frac{\partial V}{\partial \xi_G} = \hat{N}_V V
$$

(3.11)

where $\hat{N}_U$ and $\hat{N}_V$ define the nonlinear grating operators for both core and cladding respectively, which are deduced from Eqs. (2.71) and (2.72) as:

$$
\hat{N}_U = i \left[(c_{11}|U|^2 + 2c_{1j}|V|^2) + d_{1j} \frac{V - \Delta}{U} \right]
$$

(3.12)

$$
\hat{N}_V = i \left[(c_{jj}|V|^2 + 2c_{1j}|U|^2) + d_{1j} \frac{U + \Delta}{V} \right]
$$

(3.13)
The normalized SVEA of the electric field in the core and cladding propagating from \( \xi_G \) to \( \xi_G + h_G \) can be expressed in the following form:

\[
U(\xi_G + h_G, \tau) = e^{h_G \hat{K} \nu} U(\xi, \tau)
\]

\[
V(\xi_G + h_G, \tau) = e^{h_G \hat{K} \nu} V(\xi, \tau)
\]

It is worth noting that the cladding fields are cleared as it reflects from the mirror shown in Fig. 2.1. The absence of the time derivative term in Eqs. (2.71) and (2.72), eliminates the need to perform FFT. Thus, the computational cost of solving the grating equations is less than that for solving the CGLE with its gain model.

### 3.2 Object Oriented Programming

Traditionally, procedural programming languages, such as Fortran, have been used in scientific and numerical computing [72]. Unfortunately, programs written in these languages are not easily extendable to meet new specifications brought about by either the development of programming concepts or the extension of the physical system or phenomena at hand [74,75]. In recent years, the use of object oriented programming (OOP) [76,77] concepts in scientific computing has gained momentum [34,78,79]. For example, in computational electromagnetics, OOP concepts became vital to developing complex code used for hybrid time-domain numerical analysis [78]. Also, extendable and reusable OOP C++ code utilizing inheritance, polymorphism and encapsulation has been developed for integrated optics modelling [79].

In procedural programming, data and functions are separate entities. Usually, data is predefined and function calls follow after. However, in OOP both are meaningfully integrated to form objects related to the problem domain [78]. As a consequence, OOP enables dynamic memory allocation at any stage of computing with a
specific life time, thus, ensuring maximum generality and enhancing performance [74]. In the context of OOP an object is an instance of a class encapsulating both data and functions [76]. Attributes of a class are associated with a specific visibility such as private, public or protected [77]. Usually, data are defined as private to eliminate conflicting definitions [74], while most functions are defined as public forming a class interface [76,77]. The use of OOP for scientific computing enhances code development, maintenance, flexibility, portability and memory efficiency [74,78]. However, object interfaces which usually reside between the abstraction layer and the numerical subroutines hinders program performance as we shall demonstrate [80].

Initially, the laser modeled was programmed in MATLAB [33]. However, as high nonlinear effects require smaller step sizes, the interpreted program proved inefficient due to the increasingly high computational time. The choice was made to attempt programming in a non-interpreted OOP language such as C++ [34].

The OOP design process involves developing objects representing concepts or entities from the problem domain [76]. In this work, a class for both complex numbers and vectors were developed. Here, a vector is defined as a dynamically allocated array of complex numbers. A simplified unified modeling language (UML) class diagram is shown in Fig. 3.2. The implementation of the SSFM methods lends itself to OOP encapsulation with separate nonlinear and dispersion operators in Eqs. (3.2) and (3.3), referred to as $N_{op}$ and $D_{op}$ respectively, allowing straightforward inclusion of the high order effects experienced at ultrashort pulse generation (see Chapter 5). The classes are relatively simple with the basic add, subtract, divide and multiply operators overloaded, which are delegated from vector to complex. The remaining sections of the program involve static methods which utilize both complex numbers and vectors. To assess the performance of the OOP model, Callgrind/KCachegrind a UNIX based software profiling and visualization tool [81], was used to find the functional blocks with the highest computational time. The results are shown in Fig. 3.3.
The simulation was started with low amplitude random light input and was allowed to circulate the laser cavity for 80 passes before producing pulses at a normalized saturated gain of \( G_0 = 1.0 \) with \( \tau_R = 0.0, \delta = 0.0 \) and \( s = 0.0 \) [46]. The actual output of this simulation is reported in the next chapter, however, for now the focus is on implementation and performance. The profiling tool output shows that solving the CGLE requires more central processing unit (CPU) time than solving the grating equations. This is expected as the SSFM used in solving the CGLE requires a large number of FFT and inverse FFT (IFFT) operations. It is worth noting that, in Fig. 3.3 the vector constructor has a significant CPU usage. This is attributed to the overloaded operators used by the vector class [34]. OOP allows operators to be overloaded and declared with a keyword [74]. These operators implicitly call class copy constructors when pointer types are defined in class attributes [78, 82] as the case with our vector class. The total CPU time used was 334.47 s for 80 passes.
Figure 3.3: Program functional blocks with the highest computational time. The Callgrind/KCacheGrind output.

In Fig. 3.2, the UML class diagram shows that class complex has both real and imaginary attributes set in private visibility. This design decision is common in OOP as data is hidden from class users as oppose to functionality, which form the class public interface [78]. As a consequence, to access or change these private attributes, for example real and imaginary, require separate functions known as accessors and mutators [74]. These are designed to ensure that instances of private variables are never used directly; instead, access is only done through these functions [77]. Although this ensures data security from invalid usage, it adds overhead to the computational time as these functions are called everytime access to complex numbers is required. A tradeoff exists between the level of data security and program efficiency. The same previous simulation was performed with both real and imaginary attributes being set to public visibility, hence eliminating the need for accessors and mutators. The total CPU time used in this new experiment was 296.09 s, thus providing a 11.4 % efficiency improvement. These findings confirm with [80], where object interfaces which usually reside between abstraction layers and numerical subroutines hinder
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program performance. Thus, decreasing the level of encapsulation, reduces the computational time. This problem is experienced in all OOP languages used in numerical computations. Among all OOP languages, C++ has attractive features for scientific computing [34]. Through optimized compilers C++ can be as efficient as its Fortran counterparts [83], however, new extensions to Fortran such as Fortran 95+ have included OOP features [84]. In essence, OOP concepts can be used efficiently to implement extendable and reusable C++ code for scientific computing, permitting the rapid development and debugging of well-designed and compact code. However, an overhead is added from abstraction layers between object interfaces and numerical subroutines. A tradeoff exists between the level of data security and efficiency.

It is worth noting that inheritance, one of OOP main features, has not been utilized in our implementation. Inheritance is a method by which new classes (objects) are created based on older classes (objects). The new object, known as the child object, inherits attributes and behavior of the existing parent object [82]. In the laser model at hand, Eq. (2.65) is an approximation of three connected fiber segments, with one being an EDFA [32]. A more accurate simulation would involve propagating the laser pulse through three different segments. In a possible OOP implementation of such a system, inheritance could be used by setting a fiber parent class modeling normal fiber and child class modeling an EDFA. The child class would thus extend the parents behavior through fiber gain, hence encouraging code reuse.
Chapter 4

Laser Dynamics

Instabilities in mode-locked laser pulse generation hinder its functionality, especially for critical applications where accuracy is vital. Hence, stability analysis plays an increasingly important role in laser design and modeling. Instability in a nonlinear optical ring cavity was first shown by Ikeda [85]. Using iterative methods and linear stability analysis, Ikeda showed that light circulating in a bulk cavity ring exhibits period doubling and eventual chaotic output. The operation of mode-locked lasers, essentially, involves high energy pulses actively or passively circulating in a nonlinear cavity. Thus, the dynamics seen by Ikeda could also be expected in mode-locked lasers. Although ultrashort mode-locked lasers normally generate soliton-like pulses, which are inherently stable, they have been found to exhibit period doubling bifurcation route to chaos in both theory and experiment [21–23].

In this chapter, the wide range of nonlinear dynamics exhibited by the laser shown in Fig. 2.1 are numerically investigated through solving the fiber Eq.(2.65), with the gain model governed by Eq.(2.66) and the LPFG Eqs. (2.71) and (2.72) in a self-consistant manner. First, passive mode-locking and self-starting is studied under both Gaussian and random light inputs. Second, the laser dynamics are presented through plotting the increasing normalized gain against the pulse energy, so obtaining bifurcation diagrams. Finally, each of the dynamics observed is investigated separately.

48
4.1 Passive Mode-Locking

Passive mode-locking is an all optical process, which does not involve any active modulation and is able of producing ultrashort optical pulses. It utilizes an intensity dependent nonlinear device to perform pulse shaping. In this laser system the LPFG acts like a saturable absorber causing this pulse shaping effect. The pulse width and the associated spectral broadening are limited by either the gain bandwidth or the LPFG transmission bandwidth [32]. To demonstrated stable mode-locking, a low intensity Gaussian light pulse is launched to start-off the laser mode-locking mechanism. The parameters used in this numerical investigation are physically reasonable and follow [32], with the resonant coupling occurring between the core mode and the third cladding mode ($d_{14} = 12$, $c_{11} = c_{44} = 0.2$, $c_{14} = 20$ and $\Delta = 0$). The normalized length of the fiber is set to $\xi = 1$, while the normalized grating length is set to $\xi_G = 0.1$. The gain parameters are $\tau_\Omega = 0.1$ corresponding to a gain bandwidth of $\Omega = 25$ nm and $E_{sat} = 1$. The fiber loss is assumed to be 0.2 dB/km and the output coupler is 5%. In the simulation reported in Fig. 4.2, at a normalized gain $G_0 = 1.2$, the cavity light mode-locks forming a stable pulse after 15 round trips. Using the normalization in Chapter 2, the mode-locked pulse has a FWHM of 68.4 fs and a peak power of 0.67 kW. Both pulse width and peak power can be supported in EDFA cavities [86, 87]. In Fig. 4.1 (a), the mode-locked pulse intensity is shown after 50 cavity round trips, while in Fig. 4.1 (b), the energy of the mode-locked pulse is plotted against the cavity round trips. Further, Fig. 4.2 (a) and (b), show the intensity profile of the mode-locked pulse with the cavity passes for both core and cladding respectively. The cladding modes are completely lost after each pass, as they do not couple back into the laser cavity. The pulse energy increases linearly as in Fig. 4.1 (b), before a slight fluctuation followed by a stable energy value. Increasing the gain will result in larger energy fluctuations leading to a diverse set of dynamics.
Figure 4.1: Stable mode-locked pulse dynamics for a low intensity Gaussian input pulse at $G_0 = 1.2$ (a) intensity of mode-locked pulse after 50 round trips. (b) energy of the mode-locked Gaussian input pulse as a function of cavity round trips.
Figure 4.2: Intensity profile of stable mode-locked pulse as a function of cavity round trips for a low intensity Gaussian input pulse at $G_0 = 1.2$ (a) core profile. (b) cladding profile as an output of the LPFG.
The previous simulation involved an artificial stimulation in the laser cavity manifested in the Gaussian input pulse. However, in practice, the possibilities of self-starting are important. Thus, the next section explores the possibility of soliton self-starting in the laser cavity.

4.2 Autosoliton Generation

In the previous section, the simulation involved a seeded Gaussian light pulse to start-off the mode-locking mechanism in the fiber laser cavity. However, self-starting soliton operation of mode-locked lasers has been reported [88, 89]. To investigate the possibility of self-starting a low amplitude random light input was launched initiating a soliton at $G_0=1.2$. These types of solitons are usually referred to as autosolitons [19], which are unique solitary pulses forming in the laser cavity regardless of the initial input pulse width or peak power [20]. Autosolitons are soliton-like pulses supported by the CGLE, as oppose to the conventional solitons supported by the NLSE [90]. Hence, the EDFA can support autosolitons with width and peak power controlled by the amplifier gain and bandwidth [42]. In Fig. 4.3 (a), the mode-locked pulse intensity is shown after 200 cavity round trips. A standard sech$^2$ soliton pulse with the same peak value is also plotted. It is clear that the formed pulse is not an exact sech$^2$ soliton, but a soliton-like solution. Also, in Fig. 4.3 (b), the energy of the mode-locked pulse is plotted against the cavity round trips. In Fig. 4.4 (a) and (b) the intensity profile and contour of the mode-locked pulse with the cavity passes is shown respectively. The laser cavity light requires 80 round trips to mode-lock producing stable pulses. From the plot in Fig. 4.3 (b), we observe two quantized energy levels. The first level assumes a value of 1.668 arbitrary units and occurs between the cavity round trips 15-37, while the other assumes a value of 9.3 arbitrary units and occurs at cavity round trips > 63. This quantization can be attributed to the LPFG dynamics.
Figure 4.3: Stable mode-locked pulse dynamics for a low intensity random input pulse at $G_0 = 1.2$ (a) pulse intensity after 200 round trips with an exact soliton solution plotted. (b) energy of the pulse as a function of cavity round trips.
Figure 4.4: Self-starting autosoliton with a low intensity random light input pulse at $G_0 = 1.2$, with output intensity (a) profile. (b) contour.
The LPFG filters any perturbation, resulting from cavity noise, to the mode-locked pulse in the first stable energy level, before the perturbation becomes too large to couple to the cladding. At this point, the EDFA amplifies the pulse resulting in an energy jump. Relating the energy quantization seen in Fig. 4.3 (b), to an autosoliton order may prove to be difficult, as the inverse scattering method is not applicable to the CGLE [39]. However, trial and error methods have been developed to find analytical expressions for an autosoliton order [91]. Unfortunately, for the model at hand, the CGLE is not the only element affecting the solitary-wave solution, and the nonlinear mode coupling equations of the LPFG need to be incorporated.

Initially the laser is trapped in a continuous wave (cw) state [88,91], before it mode-locks as a consequence of a perturbation. This perturbation can be a result of an external excitation, as the case with the Gaussian seeded input, or a result of the intrinsic noise in the cavity. In the second simulation the random light input is uniformly distributed over the time window, allowing this intrinsic noise perturbation. In fact, the work done in [88], formulates the self-starting time and shows that the process of self-starting of a passively mode-locking laser has a dynamical significance of a noise-activated crossing of an entropic barrier. However, the dynamics of the model were found to be very sensitive to the input power level and shape [88]. To examine the wide range of dynamics, two different noise input powers will be used, corresponding to low and high amplified spontaneous emission (ASE) in the EDFA [1]. The normalized average input power was chosen to be $10^{-11}$ arbitrary units and $10^{-3}$ arbitrary units corresponding to low and high ASE respectively. The choice of these values was determined from the normalizations presented in Chapter 2 and the experimental data for both forward and backward ASE in EDFAs [1]. The previous simulations involved only one cavity gain value at $G_0 = 1.2$. To investigate the wide range of laser dynamics, it is essential to explore higher gain values collectively.
4.3 Coexisting Attractors

Soliton operation of passively mode-locked lasers has been conventionally modeled using the modified NLSE also known as the CGLE, which incorporates fiber nonlinearity, dispersion, loss and amplifier gain [2, 9]. Laser models based on the CGLE were found to exhibit multisoliton formation and energy quantization [45]. These dynamics were reported in fiber lasers, such as the figure of eight laser [24], and the NPR laser [25]. In addition, the coexistence of multiple attractors, a general trend in dissipative driven nonlinear systems [26], has also been observed in mode-locked lasers. For example, a CO₂ laser with modulated losses have shown to exhibit multiple attractors for the same set of system parameters [27]. A generalized multistability analysis of erbium-doped fiber lasers with modulated losses based on rate equations also show coexisting attractors for photon density [28]. Experimental work on erbium-doped fiber laser with a sinusoidal pump modulation also shows the presence of coexisting attractors [29, 30]. To investigate the coexisting attractors of the laser system in Fig. 2.1, all parameters were fixed, while the normalized saturated gain $G_0$ was increased from 1 to 4.5 for each level of ASE. Further, the laser dynamics are presented through plotting the pulse energy against the linearly increasing gain, so obtaining bifurcation diagrams. The following section is dedicated to this purpose.

4.3.1 Bifurcation Diagrams

Bifurcation diagrams are useful means of summarizing the complex behavior of a nonlinear system [92, 93]. When plotting the pulse energy against the linearly increasing normalized saturated gain $G_0$ we obtain a bifurcation diagram for the laser model as shown in Fig. 4.5 and 4.6. At each gain value the laser model was simulated for 200 cavity passes to guarantee convergence, out of which the last 20 passes, namely from 180-200, were used in calculating the pulse energy.
Figure 4.5: Bifurcation diagram of pulse energy $E$ plotted against the saturated gain for low ASE input (a) $G_0=1$ to 4.5 (b) expanded view for $G_0=1$ to 3.7
Figure 4.6: Bifurcation diagram of pulse energy $E$ plotted against the saturated gain for high ASE input (a) $G_0 = 1$ to 4.5 (b) expanded view for $G_0 = 1$ to 3.5
Figure 4.7: Soliton bound states (a) double soliton pulse train at $G_0 = 2.58$ with high ASE input. (b) triple soliton pulse train at $G_0 = 3.58$ with low ASE input.
The bifurcation diagram shows possible coexisting attractors triggered by the formation of multisolitons in the laser cavity. As a consequence of the increasing pump power, the soliton pulse width reduces and peak power increases. However, the saturation energy of the erbium-doped model forms what is known as a “peak-power-limiting” effect, which limits the maximum achievable soliton peak power [25, 45]. The soliton pulse then divides into two trains forming bound states. In Fig. 4.5(a) and Fig. 4.6(a), three coexisting attractors are shown for low and high ASE inputs respectively. Each of the attractors relates to a distinct energy level, triggered by the formation of bound states. The three attractors correspond to single, two and three soliton pulse trains, with a normalized average energy of approximately 10, 20 and 30 arbitrary units respectively. The wide range of nonlinear dynamics from stability to bifurcation, long period pulsation and eventually chaos are present. However, it is worth noting that chaos is more likely to appear in attractors with higher average energy, as could be expected. In Fig. 4.5(b) and Fig. 4.6(b) an expanded view of the bifurcation diagrams are displayed corresponding to low and high ASE inputs respectively. An intensity propagation profile of the single soliton pulse train is reported in Fig. 4.4. The output intensity profile of two and three soliton pulse trains are shown in Fig. 4.7(a) and (b) respectively. The location of the soliton pulse trains is random, as it relates to the location of the random perturbations in the input noise. However, the closer the pulse trains are the more likely nonlinear energy transfer occurs between them, increasing the likelihood of instability and chaos. The following sections investigate the dynamics present in each attractor separately.

4.3.2 Period Doubling

The simulations in Fig. 4.5 and 4.6 indicate both single and bound soliton pulse trains exhibiting period doubling bifurcations. The propagation profiles of a single and bound soliton pulse train at $G_0=2.4$ and 3.4, respectively for low ASE are shown
in Fig. 4.8. In Fig. 4.4, at the cavity gain of $G_0 = 1.2$, with low ASE input, the soliton pulse is stable with a uniform pulse energy and no bifurcation is observed. In other words, the laser outputs the same pulse shape and energy each round trip. However, as the pump power is increased to $G_0 = 2.4$, the peak intensity of the pulse train starts to fluctuate, alternating between two energy values as shown in Fig. 4.8(a). The two distinct energy values can also be seen in the bifurcation diagram of Fig. 4.5(b). In effect, period doubling is where the solitary pulse shape is repeated every other cavity round trip. Period four bifurcation can also be seen in Fig. 4.5(b). As the pump power is further increased to $G_0 = 3.4$, bound soliton states are formed, which also exhibit period doubling bifurcation. Fig. 4.8(b) shows the two soliton pulse trains simultaneously alternating between two distinct energy values.

### 4.3.3 Long Period Pulsation

In addition to period doubling bifurcation and chaos, the laser dynamics exhibit long period pulsation, which is observed in other lasers [21]. Fig. 4.9(a) and (b), shows the intensity profile and contour of long period pulsation at $G_0 = 3.36$, with low ASE input. Long period pulsation occurs when the soliton train has a period much greater than the cavity round trip time [21]. Whereas period doubling bifurcation is an example of short period pulsation, as the period is comparable to the cavity round trip time. It is worth noting that long period pulsation appears at the point prior to the excitation of the second coexisting attractor. In our example, the single soliton pulse train has a period of 18 round trip times. Observing the propagation profile shown in Fig. 4.9, it is possible to identify a slowly varying energy envelope with a period of 18 round trips. Long period pulsations have also been observed numerically and experimentally in passive mode-locked lasers [21]. The following section investigates laser chaos, which occurs at attractors with high average energy.
Figure 4.8: Period doubling of single and bound soliton pulse trains for low ASE input (a) period-2 single soliton pulsation at $G_0 = 2.4$ (b) period-2 double soliton pulsation at $G_0 = 3.4$
Figure 4.9: Long period pulsation at $G_0 = 3.36$ with low ASE input, with output intensity (a) profile. (b) contour.
4.3.4 Chaos Dynamics

Solitons circulating the laser cavity undergo nonlinear mapping [21], which results in period doubling bifurcation and deterministic chaos [22]. The chaotic behavior experienced in these type of lasers are of great interest in theory and application [27, 29], and is also a source of laser instability at high pulse energies, which can be undesirable in some applications. For example, as the normalized saturated gain is further increased to $G_0 = 4.5$, with high ASE input, the triple soliton pulse train experiences deterministic chaos. In Fig. 4.10(a) and (b), the propagation profile and contour of this chaotic pulsation is shown respectively. This can also be seen in the bifurcation diagram of Fig. 4.6(a). The diagram in Fig. 4.11, where the pulse energy is plotted against the cavity round trips, shows high irregularity and chaotic fluctuations of the pulse energy, which experiences nonperiodic bursts of instability.

Erbium doped fiber lasers exhibit self-pulsation, a phenomena attributed to physical phenomena such as ion-ion interaction in erbium clusters or destabilization of relaxation oscillations [94]. It was found that self-pulsation leads to optical chaos in the laser output, following a period-doubling or a quasi-periodic route [95]. Optical chaos has been observed in erbium doped fiber lasers mode-locked using the NPR technique [22]. Although laser chaos is a source of instabilities, it has shown promise in applications for secure communications [96]. Chaos can be defined as deterministic behavior in a stochastic system, and exhibits the property of synchronization [92, 97]. Two chaotic systems can be synchronized in a master-slave configuration and would produce the same output. This is a consequence of the deterministic nature of chaos. In a possible encryption system an information signal would have a chaotic signal, from the master, added to it, given the appearance of randomness, before it is transmitted. The receiver (slave) side would involve an identical chaotic system that is synchronized through the transmission. The original data is then obtained through
Figure 4.10: Chaotic pulsation for a triple soliton pulse train at $G_0=4.5$ with high ASE input (a) intensity profile. (b) intensity contour.
Figure 4.11: Pulse energy versus the cavity passes at $G_0=4.5$ with high ASE input.

Figure 4.12: Chaotic secure communication block diagram.
subtracting the transmitted signal form the regenerated chaos. An illustration of this process is shown in Fig. 4.12. Experimentally; there have been several successful attempts at employing chaotic fiber lasers for secure optical communications [98,99]. In one of these setups, a signal is masked with chaos through injecting it in the EDFA. The output signal is then transmitted through a 35 km fiber link, before it is injected in an identical EDFA at the receiver end for synchronization. The bit rate for this secure transmission has been found to 250 Mb/s [98] and even beyond 1 Gb/s [99].

4.4 Dynamics of the LPFG

To further investigate the coexisting attractors, we explore the dynamics of the LPFG, which performs pulse shaping. So far we have observed the pulse at a fixed point in the cavity, namely the output coupler. This is an example of what is known as pulse macroevolution [21]. However, in the following investigation we look at the pulse evolution within the cavity, particularly in the core and cladding of the LPFG prior to the point it enters the EDFA.

The plot in Figs. 4.13 (a), (b) and Fig. 4.14 (a) show the light energy in the core $||U||^2$ and the light energy in the cladding $||V||^2$ plotted against the laser passes for three different gain $G_0$ values, each corresponding to one of the three attractors for low ASE input, respectively. Initially, the energy in the core and cladding are negligible. As the laser passes increase, the pulse shaping mechanism induced by the LPFG performs intensity discrimination, allowing the low intensity portions of the pulse to be coupled to the cladding and attenuated, while the high intensity portion is transmitted efficiently in the core [32]. After mode-locking the core light energy stabilizes at a high value, while the cladding energy becomes sufficiently low, as less light is coupled out to the cladding. In Figs. 4.13 (a), (b) and Fig. 4.14 (a), observing $||U||^2$ we can distinctly see the average normalized energy of about 10, 20
Figure 4.13: LPFG Dynamics with cladding light energy $||V||^2$ and core light energy $||U||^2$ in the LPFG plotted against laser cavity passes with low ASE input for (a) $G_0=1.2$ (b) $G_0=3.42$
Figure 4.14: LPFG Dynamics: (a) cladding light energy $||V||^2$ and core light energy $||U||^2$ in the LPFG plotted against laser cavity passes with low ASE input for $G_0=4.0$ (b) $||U||^2$ plotted against $||V||^2$ for three gain values $G_0 = 1.2, 3.42$ and 4.0
and 30 arbitrary units corresponding to each coexisting attractor. As the gain $G_0$ increases the laser system requires less number of passes to mode-lock. It has been shown in [88], that the buildup time does not scale with the inverse of the cavity gain power, however, it is exponentially related. The authors show that the process of self-starting of a passively mode-locking laser has a dynamical significance of a noise-activated crossing of an entropic barrier. The plot in Fig. 4.14 (b), shows $||V||^2$ plotted against $||U||^2$ for the same three different gain $G_0$ values. Initially, all core and cladding energy relationships are the same for all gain values, namely linear increase in the amount of light coupled into the cladding verses that which is coupled into the core. However, the nonlinear mode-coupling dynamics of LPFG force the system to mode-lock with a fixed amount of light coupled into the cladding each pass. For higher gain values, the linear segment of the $||V||^2$ versus $||U||^2$ relationship is longer, meaning that more light is coupled into the cladding prior to mode-locking. This is expected as more soliton pulse trains are formed. In Fig. 6 (d), we can also distinctly see the average normalized energy of about 10, 20 and 30 arbitrary units, corresponding to each coexisting attractor. A detailed study of the theoretical and experimental aspects of the nonlinear propagation in the LPFG was performed in [35].

4.5 Soliton Sidebands

A characteristic feature of the instabilities of mode-locked lasers whose fundamental means of operation is based on soliton-like pulse shaping, is the emergence of one or more discrete spectral lines in the wings of the soliton spectrum. These spectral sidebands have been reported in figure of eight lasers, NPR technique lasers and semiconductor lasers [2]. The presence of these sidebands shifts energy to the pulse wings, which affect stable mode-locking operation. Based on the numerical model, we further investigate the soliton features in each of the period doubling stages. At a
Figure 4.15: Period doubling temporal soliton pulse at $G_0 = 2.4$ with low ASE input (a) round-1, (b) round-2.
Figure 4.16: Period doubling spectral soliton pulse at $G_0 = 2.4$ with low ASE input (a) round-1. (b) round-2.
normalized saturated gain $G_0 = 2.4$, with low ASE input, we plot both temporal and spectral soliton after each round trip as shown in Fig. 4.15 and Fig. 4.16, respectively.

The first round trip results in a soliton spectrum similar to that of a stable pulse train. The second round trip results in a different spectrum were extra soliton sidebands appear similar to those reported in other laser systems [22]. These sidebands can be attributed to spectral resonances associated with the periodic perturbations to the soliton caused by the cavity [2]. The frequency and amplitude of these sidebands can be calculated using perturbation theory of solitons [42].

The work done by [2], shows the sidebands appearing to extend over the full extent of the optical energy even outside the fit for the conventional hyperbolic secant soliton shape. It has been shown, that due to the laser gain and output loss the parameters of the soliton formed in the cavity changes periodically [21,22]. As a result of this periodic perturbation, at each round trip a non-soliton portion is generated travelling as a dispersive wave [2]. The soliton and dispersive wave will propagate with different phase shifts resulting in a wavelength dependent phase accumulation process. As a result certain frequencies will induce constructive and destructive interferences forming soliton sidebands [2].

Further, the effect of third order dispersion on soliton sideband generation is significant [100]. Assuming a dispersive wave at frequency $\omega_0 + \delta \omega$, where $\omega_0$ is the soliton central carrier frequency, is to develop on consecutive round trips, and recalling the Taylor expansion of the propagation constant in Eq.(2.33), it is clear that including third order dispersion $\beta_3$ will have considerable influence on soliton sideband generation. These effects are investigated in the next chapter.
Chapter 5

High Order Effects

When soliton pulses become shorter than 4-5 ps, it is vital to include higher order nonlinear and dispersive effects [16,42]. For the purposes of this investigation the original Kutz model has been extended to include Raman self-frequency shift, self-steepening and third order dispersion. This chapter investigates these effects separately, before incorporating them simultaneously for modeling ultrashort pulse generation.

5.1 Higher Order Terms

The CGLE can be extended to include higher order nonlinear and dispersive effects in terms of the soliton units presented in Eq.(2.65) and can be rewritten as:

\[
\frac{i}{\partial \xi} \frac{\partial U}{\partial \xi} + i\Gamma U - \frac{1}{2} \text{sgn}(\beta_2) \frac{\partial^2 U}{\partial \tau^2} - i\delta \frac{\partial^3 U}{\partial \tau^3} = iG(\xi) \left(1 + \tau_R \frac{\partial^2}{\partial \tau^2}\right) U \\
- N^2 \left[ |U|^2 U + is \frac{\partial}{\partial \tau} (|U|^2 U) - \tau_R U \frac{\partial |U|^2}{\partial \tau} \right]
\]

(5.1)

Where the parameters \( \tau_R, s \) and \( \delta \) govern Raman self-frequency shift, self-steepening and third order dispersion respectively and are defined as [16]:

\[
\tau_R = \frac{T_R}{T_0} \quad s = \frac{1}{\omega_0 T_0} \quad \delta = \frac{\beta_3}{6 \beta_2 T_0} \]

(5.2)
These effects become fully pronounced for femtosecond pulses. As the mode-locked laser system at hand produces pulses as short as 50-70 fs, the values for the higher order terms used in this investigation follow [42] and are $\tau_R \approx 0.1$, $s \approx 0.03$ and $\delta \approx 0.03$ for 50 fs pulses with $T_R=3$ fs in standard silica fibers [16]. The following sections investigate each effect separately through bifurcation diagrams. The simulations performed solve Eq.(5.1), Eqs.(2.71) and (2.72) in a self-consistent manner using the variations of the SSFM described in Chapter 3. Essentially, incorporating these higher order terms result in an extended difference $\dot{D}$ and nonlinear $\dot{N}$ operators. Hence, Eqs.(3.2) and (3.3) are now expressed as:

\[
\begin{align*}
\dot{D} &= -\Gamma - \frac{i}{2} \text{sgn}(\beta_2) \frac{\partial^2}{\partial \tau^2} + \delta \frac{\partial^3}{\partial \tau^3} + G(\xi) + G(\xi) \tau \frac{\partial^2}{\partial \tau^2} \\
\dot{N} &= iN^2 \left[ |U|^2 + i \frac{s}{U} \frac{\partial}{\partial \tau} (|U|^2 U) - \tau R \frac{\partial |U|^2}{\partial \tau} \right]
\end{align*}
\]

The OOP implementation presented in Chapter 3 enables a straightforward inclusion of these higher order effects. Further, smaller step sizes are required to attain convergent numerical solutions, as the higher order terms involve nonlinear second and third order derivatives, which considerably overload the numerics. In this work, the results were confirmed among all three SSFM variations with smaller step sizes. The simulations are designed for a resonant coupling occurring between $(i = 1)$ and $(j = 4)$ with $(d_{i4} = 12, c_{11} = c_{44} = 0.2, c_{i4} = 20$ and $\Delta = 0)$. The normalized length of both fibre and grating is set to $\xi = 1$ and $\xi_G = 0.1$ respectively. The normalized gain parameters are $\tau_\Omega = 0.1$ corresponding to a gain bandwidth of $\Omega = 25$ nm and $E_{sat} = 1$. The fibre loss is assumed to be 0.2 dB/km and the output coupler is 5%. In addition, $G_0$ was increased to cover the dynamics within the first coexisting attractor with low ASE input pulse. The bifurcation diagrams reported here are a plot of pulse energy over the laser cavity passes from 180 to 200.
5.2 Raman Self-Frequency Shift

Raman self-frequency shift also known as Raman intrapulse scattering is the most significant among the higher order nonlinear effects and has been observed numerically [42] and experimentally [101]. The origin of the self-frequency shift is the broad spectrum of ultrashort pulses, where Raman gain transfers energy from high to low frequency components of the same pulse. The effect on pulse propagation is a temporal walk-off and a low intensity pulse appearing on the leading edge of the incident pulse [16, 42]. To investigate the dynamics of the laser under the effect of the Raman intrapulse scattering all parameters were fixed, while the normalized saturated gain \( G_0 \) was increased from 1 to 3.0 corresponding to an amplification range of 5-17 dB with low ASE input. This range of amplification corresponds to the first coexisting attractor, where the pulse train exhibits period one, two and four [46]. Similar to the previous simulations, the pulse energy is plotted against the linearly increasing normalized saturated gain \( G_q \).

To isolate the effect of Raman self-frequency shift \( \tau_R=0.1 \), while both \( \delta \) and \( s \) were set to zero in Eq.(5.1). The resulting bifurcation diagram is shown in Fig. 5.1 (a). Including the Raman term, results in highly unstable and irregular pulse energy in the first segment of increased gain after which the soliton pulse energy exhibit period tripling. The general behavior of the laser dynamics change abruptly at \( G_0 = 1.6 \), which corresponds to the bifurcation point in Fig. 4.5 (a), when the Raman term was excluded. In an attempt to better understand the previous results, a simulation was performed at a specific cavity gain value of \( G_0 = 1.0 \) with \( \tau_R = 0.1 \). The pulse energy plotted against laser passes for this simulation is shown in Fig. 5.1 (b). Normally, the laser pulse would mode-lock with a stable energy after about 80 cavity passes. However, as the Raman term is included the mode-locked pulse energy experiences an abrupt decrease every 10 passes, before it increases again reaching an irregular peak value. The maximum reachable energy
Figure 5.1: Laser dynamics with $\tau_R=0.1$ and low ASE input (a) bifurcation diagram of pulse energy $E$ plotted against the normalized saturated gain for $G_0=1$ to 3 (b) pulse energy $E$ plotted against laser passes at $G_0=1.0$.
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is higher when the Raman term is excluded, this is expected as the Raman term serves as a non-Hamiltonian perturbation to the CGLE, hence, pulse energy is not preserved [16]. Physically, the energy is dissipated through stimulating molecular vibrations [38]. The behavior seen in Fig. 5.1 (b) is a consequence of the pulse-shaping mechanism introduced by the LPFG. As the laser mode-locks a narrow pulse is generated, with a spectral width large enough for the fiber Raman gain to transfer energy from high to low frequency spectral components [15]. This does not only reduce the total pulse energy, but also results in a smaller side pulse generation in the temporal window. However, in this laser system, the LPFG acts as an intensity discriminator, attenuating low intensity portions of the pulse. This explains the abrupt decrease in pulse energy every 10 passes when the Raman term is included as the LPFG filters the already low energy pulse restarting the mode-locking mechanism.

5.3 Self-Steepening

The phenomenon of self-steepening also known as optical shock arises from the intensity dependence of the group velocity, which creates an optical shock on the trailing edge of the pulse [16,42]. In essence, the peak of the pulse moves slower than its wings. Temporally, this group velocity mismatch within the pulse is manifested as a walk-off. Mathematically, the shock term arises from the inclusion of the first derivative of the general form of \( P_{NL} \) [16] in the derivation of the NLSE presented in Chapter 2. To investigate the effects of self-steepening, a simulation was performed with the saturated gain linearly increasing from 1.0-3.0, with low ASE input. The shock term was set to \( s=0.03 \), while both Raman intrapulse scattering and third order dispersion were set to zero in Eq.(5.1). The resulting bifurcation diagram is shown in Fig. 5.2 (a). It is clear that the bifurcation diagram of Fig. 5.2 (a) is not remarkably different than that of Fig. 4.5 (a), where the shock term was normally excluded.
Figure 5.2: Laser dynamics with $s=0.03$ and low ASE input (a) bifurcation diagram of pulse energy $E$ plotted against the normalized saturated gain for $G_0 = 1$ to $3$ (b) pulse intensity profile plotted against laser passes at $G_0 = 1.0$
This is expected as the shock effect results in a temporal walk-off with no significant energy alteration, as oppose to non-Hamiltonian perturbations, as the case with Raman intrapulse scattering. In an attempt to observe this temporal walk-off, a simulation was performed at a specific cavity gain value of $G_0 = 1.0$ the evolution profile of the pulse intensity plotted against the cavity round trips shown in Fig. 5.2 (b). The intensity dependent nature of $v_g$ forms a side pulse, which is rapidly dissipated. This smaller soliton-like pulse is not seen in Fig. 5.2 (b) as the LPFG filters it out. However, the shock effect is manifested as a shift in the pulse centre.

5.4 Third Order Dispersion

Dispersion causes optical pulse broadening, which is usually dominated by the term $\beta_2$. However, for some cases it is necessary to include third order dispersion $\beta_3$ [102]. These cases include propagation near the zero-dispersion wavelength, where $\beta_2 \approx 0$ and the effect of $\beta_3$ is fully pronounced [16]. Further, for ultrashort pulses propagation it is essential to include $\beta_3$ even though $\beta_2 \neq 0$ [42]. This is a consequence of the parameter $\Delta \omega/\omega_0$ being large enough rendering the assumption made for truncating the Taylor expansion of $\beta$ in Eq.(2.33) invalid [16,42]. To investigate the dynamics of the laser under the effect of the third order dispersion all parameters were fixed, while the normalized saturated gain $G_0$ was increased from 1 to 3.0 with low ASE input. This range of amplification corresponds to the first coexisting attractor, where the pulse train exhibits period one, two and four [46]. Similar to the previous simulations, the pulse energy is plotted against the linearly increasing normalized saturated gain. To isolate the effect of third order dispersion $\delta=0.03$, while both $\tau_R$ and $s$ were set to zero in Eq.(5.1). The resulting bifurcation diagram is shown in Fig. 5.3 (a). It is clear that the bifurcation diagram of Fig. 5.3 (a) is more stable than that resulting when the Raman or shock effects are included. The bifurcation point is further delayed than
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Figure 5.3: Laser dynamics with $\delta=0.03$ and low ASE input (a) bifurcation diagram of pulse energy $E$ plotted against the normalized saturated gain for $G_0=1$ to $3$ (b) pulse asymmetric spectral intensity at $G_0 = 1.0$
that of the shock term and appears at $G_0 = 2.84$. The effect of third order dispersion is to distort the pulse such that it becomes asymmetric with an oscillatory structure near one of its edges [15]. As we are operating with a positive $\beta_3$, the oscillation occurs on the trailing edge of the pulse [16]. The pulse asymmetry is clearer in the frequency domain as shown in Fig. 5.3 (b). It is also clear that including third order dispersion has a considerable influence on the soliton sideband generation reported in Fig. 4.16. The previous results show more stability when third order dispersion is included. This observation may prove promising, as PCFs have a tailorable dispersion slope, which can be designed to eliminate any present instability [100].

5.5 Ultrashort Pulse Generation

Mode-locked lasers resonate to produce ultrashort pulses with a FWHM in the femtosecond range. This requires the inclusion of all higher order dispersive and nonlinear effects. However, for pulses shorter than 10 fs the SVEA itself is under question [16]. The evolution of ultrashort pulses in the laser cavity can studied by solving Eq.(5.1), Eqs.(2.71) and (2.72) numerically. As an example, a simulation was performed with all cavity parameters fixed, while the normalized saturated gain $G_0$ was increased from 1 to 3.0 with low ASE input. Further, the values for the higher order terms used were $\tau_R = 0.1$, $s = 0.03$ and $\delta = 0.03$ [16]. The resulting bifurcation diagram is shown in Fig. 5.4. The bifurcation diagram shows a rapid energy jump at a cavity gain value of $G_0 = 2.12$ to an unstable and chaotic coexisting attractor with an average energy level of approximately 8 arbitrary units. The combination of Raman self-frequency shift, self-steepening and third order dispersion result in a phenomena known as soliton decay [42]. The process of solitons decay results in the splitting of higher-order solitons into their constituents [15]. However, the effect of soliton decay on solitary-waves is beyond the scope of this study and requires further investigation.
Figure 5.4: Bifurcation diagram of pulse energy $E$ plotted against the normalized saturated gain for $G_0 = 1$ to $3$ with low ASE input, $\tau_R = 0.1$, $s = 0.03$ and $\delta = 0.03$
Chapter 6

Conclusion

This thesis explored the nonlinear dynamics of a passive mode-locked fiber laser containing a LPFG. The numerical model was based on the CGLE and the nonlinear coupled mode equations of the LPFG. An object oriented approach was adapted in programming the laser system. Object oriented concepts, such as polymorphism, encapsulation, operator overload and delegation were used to implement extendable and reusable C++ code for scientific computing. It was found that the level of encapsulation is inversely proportional to the computational time. To accurately capture the wide range of dynamics, robust and numerically stable variations of the split-step Fourier method were implemented.

The numerical results show the existence of self-starting, autosolitons in the cavity of the laser with both single and bound soliton pulse trains exhibiting period doubling bifurcations and eventual route to chaos as the normalized saturated gain is increased. Furthermore, long period pulsation, soliton sidebands and coexisting attractors excited by multisoliton formation and soliton energy quantization are present. The nonlinear dynamics of the laser are presented through plotting the output pulse energy against the linearly increasing gain so obtaining bifurcation diagrams.

In most work on passive mode-locked lasers, one master equation is used to model the system dynamics. However, in this work the CGLE, as it stands alone, has
no phenomenological intensity discrimination term and hence does not enable mode-locking. It is the combination of the CGLE and the nonlinear mode coupling equations of the LPFG that allow the laser model to mode-lock. Thus, the wide range of dynamics observed is an intrinsic property of the soliton laser system regardless of the cavity model used.

The numerical investigation was further extended through the inclusion of higher order nonlinear and dispersive effects, such as Raman self-frequency shift, self-steepening and third order dispersion. These phenomena affect the laser dynamics resulting in different regions of instability in the bifurcation diagrams.

Future work would be to closely examine the effect of third order dispersion on the dynamics of the laser. As including third order dispersion resulted in a more stable bifurcation diagram. This opens the possibility of using a PCF in the laser cavity. A PCF laser cavity would not only solve the high nonlinear index problem for the LPFG, but also have a tailorable dispersion slope, allowing greater control over third order dispersion for the purpose of locking one of the coexisting attractors and improving the performance.

Furthermore, the effect of inserting the LPFG as a pulse shaping element in more sophisticated laser cavity designs, such as the figure of eight laser, in hope of attaining shorter pulses, would be of interest.
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Appendix A

C++ Code

The main function is the only C++ source code shown. Class definitions and functions implementations have been omitted for the sake of conciseness.
// Simulation input file

beta2 = -1
segma = 0.00
ML_gamma = 1
loss_gamma = 1.94e-5
s = 0.00
T_Raman = 0.00
tau = 0.1
E sat = 1.0
GO = 1.0
W = 1e-12
h = 0.005
fiberLength = 1
T0 = 1
numTimeSamples = 2048
timeWindow = 50
Input Signal = GAUN
C = 0
m = 0
ErrorVector = 0 0 0
Tolerance = 0
Simulation = SSSFM
delta = 0
d14 = 12
c11 = 0.2
c44 = 0.2
c14 = 20
Grating length = 0.1
Grating h = 0.0001
Output coupler reflec = 0.98
Laser passes = 30
Data filename = Test
// Simulation of a passive modelocking laser using a LPFG
// Department of Electronics, Carleton University 2006-2007
// Author(s): A. S. Karar
// Based on MATLAB code authored by Dr. Alan Steele and A. S. Karar


#include "Library.h" // Library of user defined functions

int main (void) {
    Sim sim; // Simulation object
    printf("NLS Simulation ------------------------------- \n");
    if (!readConfiguration (sim)){
        cout << "\n Invalid configuration file ... exit"<endl;
    }
    printSim (sim); // display the simulation object

    // initialization
    Vector t(sim.numTimeSamples), w(sim.numTimeSamples);
    Vector Ain(sim.numTimeSamples);
    Vector u(sim.numTimeSamples),up(sim.numTimeSamples),ugT(sim.numTimeSamples),ugR(sim.numTimeSamples);
    int k = 0 , i ;
    // time vector
    t = linspace (-sim.timeWindow/2,sim.timeWindow/2, sim.numTimeSamples);

    if (strcmp ("HSP",sim.instr) == 0) {
        printf ("Hyperbolic-Secant Pulse with C = %f \n",sim.C);
        Ain = sech (sim.N,t,sim.T0,sim.C);
    }else if (strcmp ("GAU",sim.instr) == 0) {
        printf ("Gaussian Pulse \n");
        Ain = GAU (sim.N,t,sim.T0,0,1);
    }else if (strcmp ("GAUN",sim.instr) == 0) {
        printf ("Noise (Random) \n");
        Ain = GAU (sim.N,t);
    }else if (strcmp ("CGP",sim.instr) == 0) {
        printf ("Chirped Gaussian Pulse with C = %f \n",sim.C);
        Ain = GAU (sim.N,t,sim.T0,sim.C,1);
    }else if (strcmp ("SGP",sim.instr) == 0) {
        printf ("Super Gaussian Pulse with C = %f and m = %f \n",sim.C,sim.m);
        Ain = GAU (sim.N,t,sim.T0,sim.C,sim.m);
    }else{
        printf ("Error invalid input signal \n");
        return -1;printf ("Enter highlimit lowlimit GOmax GOmin num \n");
    }

    FILE *fp; // pointer to output file
    fp = fopen ("Input","w");
    printf ("Writing Input Pulse to File ... ");
    fprintf (fp," \n");
    for (i = 0 ; i < sim.numTimeSamples ; i++) {
        fprintf (fp,"%e ",Ain.get(i).abssq());
    }

    return 0;
}
fprintf(fp,"\n");
fclose(fp);
printf("Done \n");

u = A_in;

// SSFM  

int ms = (int)(sim.fiberLength/sim.h) + 2; // m is the number of iterations

Complex n(0,sim.NL_gamma); // nonlinear coefficient
Complex d0(0,0.5*sim.beta2); // dispersion coefficient
Complex d3(0,-1.0*sim.sigma); // third order dispersion
double l = sim.loss_gamma; // loss coefficient
double temp;

// set the time vector

t = linspace(-sim.timeWindow/2,sim.timeWindow/2,sim.numTimeSamples);

for (i = 0; i < sim.numTimeSamples; i++) {
    w.getElements()[i].setReal((double)((2*PI)/(sim.timeWindow)) * i);
    if (i > sim.numTimeSamples/2) {
        w.getElements()[i].setReal((double)((2*PI)/(sim.timeWindow)) * temp);
        temp++;
    }
}

Vector term1 = (w^2);
Vector term2 = ((w^3)*d3-sim.loss_gamma);

// Grating

Complex I(0,1); // I = sqrt(-1)
int mg = (int)(sim.gratingLength/sim.gratingh) + 2; // m is the number of iterations
double siml = sim.delta*0.5;
double sim2 = 2*sim.c14;

Complex EQ(0,0);
double G0min,G0max,G0step,G0;
int highlimit,lowlimit,num,mI=0;

printf("Enter highlimit lowlimit G0min G0max num \n");

//scanf("%ld %ld %ld %ld %ld",&highlimit,&lowlimit,&G0min,&G0max,&num);
cin >> highlimit >> lowlimit >> G0min >> G0max >> num;

printf("Higher limit = %ld %ld, %ld %ld, \n", highlimit, G0min, G0max, num);
printf("Lower limit = %ld %ld, %ld %ld, \n", lowlimit, G0min, G0max, num);
printf("Simulating %ld G0 point(s) from %ld to %ld %ld, %ld %ld, %ld %ld, \n", num, G0min, G0max);

printf("\n**** Starting %s simulation **** \n",sim.str);

// G0step = ((G0max-G0min)/num);
Vector Edata((highlimit-lowlimit)*num);
Vector Gdata((highlimit-lowlimit)*num);
clock_t start = clock();

string filename = "GO";
stringstream gvalue;

for (GO = GOmin; GO < GOmax; GO = GO + GOstep) {
    u = Ain; // new simulation
    gvalue.str("\n");
    sim.GO = GO; // set new pump power
    gvalue << GO;
    //********** For OutPut ***********************/
    fp = fopen ((filename+gvalue.str()).c_str(), "w");
    fprintf (fp,"# ", sim.numTimeSamples);
    fprintf (fp,"\n", sim.passes);
    fprintf (fp,"\n", sim.timeWindow);
    //**************!!<*******************************/
    for (k = 1; k <= sim.passes; k++) {
        if (strcmp ("SSFM", sim.str) == 0) {
            up = SSFML(u, sim, ms, n, d, d3, l, t, w, termi, term2);
        } else if (strcmp ("SSSFM", sim.str) == 0) {
            up = SSSFML(u, sim, ms, n, d, d3, l, t, w, termi, term2);
        } else if (strcmp ("PCSSFM", sim.str) == 0) {
            up = PCSSFML(u, sim, ms, n, d, d3, l, t, w, termi, term2);
        }
        ugT = Grating(up, sim, I, siml, sim2, mg);
        ugR = Grating(ugT, sim, I, siml, sim2, mg);
        if (strcmp ("SSFM", sim.str) == 0) {
            u = SSFML(ugR, sim, ms, n, d, d3, l, t, w, termi, term2);
        } else if (strcmp ("SSSFM", sim.str) == 0) {
            u = SSSFML(ugR, sim, ms, n, d, d3, l, t, w, termi, term2);
        } else if (strcmp ("PCSSFM", sim.str) == 0) {
            u = PCSSFML(ugR, sim, ms, n, d, d3, l, t, w, termi, term2);
        }
        u = u*sim.outcoup;
        if (k > lowlimit && k <= highlimit) {
            EQ = ((u.abssq()).trapz())*((-2)/(t.get(0)*t.getLength()));
            Edata.add(EQ, ml);
            Gdata.add(Complex(G0, 0.0), ml);
            ml++;
        }
    }
    fprintf (fp," \n");
    for (i = 0; i < sim.numTimeSamples; i++) {
        fprintf (fp,"\n", u.get(i).abssq());
    }
    fprintf (fp," \n");
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fclose(fp);

printf("Time elapsed: %f s 
", ((double)clock() - start) / CLOCKS_PER_SEC);

/********** For OutPut *****************/
fp = fopen(sim.dataFile,"w");
/***********************************/

printf("Writing to file 
");
for (k = 0; k < ((highlimit-lowlimit)*num); k++){
    fprintf(fp,"%f %f
",Gdata.get(k).real,Edata.get(k).real);
}
fclose(fp);
printf("DONE\n");
return 0;
}