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Abstract

In this thesis we examine some nonlinear advection-diffusion-reaction equations of Fisher type. First we discuss the stability properties of the equations by writing each nonlinear equation as a system of two ordinary different equations and then analyzing the stability of their equilibrium solutions and plotting their trajectories in phase portraits. We then describe the derivation of some exact expressions for travelling wave solutions which had been obtained by previous researcher using other methods.

We examine some situations where the exact travelling wave solutions are perturbed. First we perturb the initial condition and then derive approximate expressions for the perturbations. The goal of the thesis is to investigate the case where the constant speed of the background medium is perturbed by a small-amplitude spatially and temporally localized perturbation.

This situation occurs in atmospheric fluid flows when atmospheric waves interact and cause localized perturbations in the background flow speed. The perturbations in the flow speed affect the propagation of chemical species in the atmosphere. The approximate asymptotic solutions derived here show that the form of the perturbation can be exponentially decaying or oscillatory and this depends on the spatial and temporal width of the background speed perturbation.
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Chapter 1

Introduction

This thesis examines nonlinear advection-diffusion-reaction equations of form

\[ \frac{\partial u}{\partial t} + \bar{c} \frac{\partial u}{\partial x} = \nu \frac{\partial^2 u}{\partial x^2} + F(u), \tag{1.1} \]

where \(\bar{c}\), \(\nu\) are real constants, \(u\) is a real-valued function of the variables \(x\) and \(t\) and \(F\) is a nonlinear function of one of the forms

\[ F(u) = u(\gamma \beta u^p), \tag{1.2} \]

or

\[ F(u) = u(\gamma - \beta u - \alpha u^2). \tag{1.3} \]

where \(\alpha\), \(\beta\), \(\gamma\) and \(p\) are positive constants and \(p > 0\). Variants of this equation are used to model different physical phenomena including chemical reactions in the atmosphere (Stockie, 2011) and other fluids and biological population dynamics (Fisher, 1937). When \(\bar{c} = 0\), with \(\gamma = 1\), \(\beta = 1\) and \(p = 1\) in (1.2) (or \(\gamma = 1\), \(\beta = 1\) and \(\alpha = 0\) in (1.3)), then equation (1.1) becomes

\[ \frac{\partial u}{\partial t} + \bar{c} \frac{\partial u}{\partial x} = \nu \frac{\partial^2 u}{\partial x^2} + u(1 - u), \tag{1.4} \]

which is known as the Fisher equation.

In general, the variable \(t\) denotes time, \(x\) denotes one-dimensional space and \(u(x,t)\) is some quantity that varies in space and time such as the concentration
of a chemical species within some fluid environment or the number of members of a population in molecular or cellular biology (Canosa, 1973). In mathematical terms, \( u \) could be any complex-valued function but in many physical situations of interest \( u \) is intended to represent a physical quantity that is real and takes non-negative values only on a domain given by \(-\infty < x < \infty, 0 \leq t < \infty\). In these situations the solutions that are considered are those that satisfy these characteristics in this domain.

The quantity \( \nu \) is the diffusion coefficient which represents the rate of diffusion of the species or other medium under consideration and it is positive in all physically realistic situations and \( \bar{c} \) represents the speed of advection or movement of the medium with time in a given domain. In general, \( \bar{c} \) and \( \nu \) could be functions of \( x \) and \( t \), but in this thesis we consider special cases where \( \nu \) is constant and where \( \bar{c} \) is either constant or takes the form of a constant plus a small perturbation that depends on \( x \) and \( t \). The case where \( \nu = 0 \) and \( F = 0 \) in (1.1) gives the advection equation, which also called the first-order wave equation,

\[
\frac{\partial u}{\partial t} + \bar{c} \frac{\partial u}{\partial x} = 0.
\]

When \( \bar{c} \) is constant, the solutions of this equation are functions of the variable \((x - \bar{c}t)\).

The case where \( \bar{c} = 0 \) in (1.1) gives the reaction-diffusion equation

\[
\frac{\partial u}{\partial t} = \nu \frac{\partial^2 u}{\partial x^2} + F(u). \tag{1.5}
\]

Even in the absence of the advection term, equation (1.5) admits travelling wave solutions that depend on the variable \( \xi = x - ct \), where \( c \) is a constant speed. By definition, a travelling wave is a wave that travels with time in such a way that the shape of the solution is the same for all time and the speed of propagation of this shape is constant (Murray, 1989). Equation (1.5) is generally studied rather than (1.1) because the solutions of (1.1) are of the same form as those of (1.5) but with the value of \( c \) changed by an increment of \( \bar{c} \). If \( c > 0 \) (\( c < 0 \)) the
wave travels in the direction of positive (negative) $x$ as $t$ increases. Since the equation is invariant if $x$ is replaced by $-x$ and $c$ replaced by $-c$, it is sufficient to consider the case where $c > 0$. Rewriting equation (1.2) in terms of the wave variable $\xi = x - ct$ leads to a second-order ordinary differential equation (ODE) for $U(\xi) = u(x,t)$, which can then written as a system of two first order ODEs. A straightforward linear stability analysis, summarized in chapter 2, shows that there is a critical point corresponding to the zero equilibrium solution, as well as one saddle point (if $p$ is odd) or two saddle points (if $p$ is even). If $c \geq 2\sqrt{\gamma}$ then the zero critical point is a stable node. In this case, there are travelling wave solutions for which $U > 0$ for all $\xi$. If $c < 2\sqrt{\gamma}$, the zero critical point is a stable spiral and the solutions are oscillatory functions of $\xi$. In this thesis, we shall focus on the case where $c > 2\sqrt{\gamma}$ and there are travelling wave solutions.

For certain values of $c > 2\sqrt{\gamma}$, it is possible to find an exact solution of (1.5) in closed form. Ablowitz and Zeppetella (1979) considered the case of the Fisher equation (1.4) with $\nu = 1$ and showed that, for $c = \frac{5}{\sqrt{6}}$, the solution can be written in the form

$$u(\xi) = f(\xi)w(s) + g(\xi), \quad s = h(\xi),$$

where $\xi = x - ct$, $g(\xi) = 0$, $f(\xi) = \exp(\lambda \xi)$, $h(\xi) = \frac{1}{\sqrt{6}} \exp(-c + 2\lambda)\xi$ and $\lambda$ is constant. This leads to the ODE

$$w'' = 6w^2,$$

which has solution $w(s) = \wp(s - k; O, g_3)$ where $k$ and $g_3$ are arbitrary constants and $\wp$ is the Weierstrass $\wp$-function. This is the elliptic function whose properties are given in section 18.1 of Abramowitz and Stegun (1964).

Otwinowski et al. (1988) considered the general equation of the form

$$\frac{\partial u}{\partial t} = \frac{\partial^2 u}{\partial x^2} - P(u),$$

(1.6)

where $P$ is an $n$-th degree polynomial with $n > 1$. They found that for certain forms of $P$, a travelling wave solution could be constructed by defining $\xi = x - ct$, ...
\[ U(\xi) = u(x,t) \text{ where } \frac{dU}{d\xi} = R(u) \text{ and } R \text{ is polynomial.} \] A special case of (1.6) is the Fisher equation for which \( P(u) = u - u^2 \). Feng (2007) considered the case of equation (1.1) with (1.3) where \( \beta \) and \( \gamma \) are both allowed to be non-zero. After making the change of variables \( \xi = x - ct \) and \( U(\xi) = u(x,t) \), he introduced new variables \( \tau \) and \( q \) given by

\[ \xi = -\frac{1}{c} \ln \tau, \quad q = \tau^m, \]

This transforms equation (1.1) into a form which leads to a travelling wave solution under certain conditions and he expressed the solution in terms of elliptic functions. Yuan et al. (2013) derived a solution in closed form for the Fisher equation (1.4) with \( \bar{c} = 0, \nu = 1 \). Szozda (2014) observed that for the case of the Fisher equation (1.4) the transformation of Feng (2007) could be used to obtain the solution of Ablowitz and Zeppetella (1979) expressed in terms of the Weierstrass elliptic function. A special case of this leads to an exact solution written in terms of exponential functions which is the same as the solution that was obtained by Yuan et al. (2013) using a different method. We see in this thesis that the Feng (2007) transformation can be also applied to the more general equation of the form (1.1) with (1.2) and an exact solution can be obtained under certain conditions. The exact solutions \( u(x,t) = U(\xi) \) we obtain for (1.1) satisfy the condition that \( U \to \sqrt{\frac{\gamma}{\beta}} \) as \( \xi \to -\infty \) and \( U \to 0 \) as \( \xi \to \infty \). These solutions correspond to some specific initial conditions \( u(x,0) = f(x) \) where \( f \) satisfies \( f \to \sqrt{\frac{\gamma}{\beta}} \) as \( x \to -\infty \), \( f \to 0 \) as \( x \to \infty \).

With other more general initial conditions, while it may not be possible to obtain an exact solution in closed form, it would be desirable to obtain information about the qualitative behaviour of the solution for finite time and for infinite time. Kolmogorov et al. (1937) proved a theorem concerning the convergence of solutions of the Fisher equation (1.4). The theorem states that for the Fisher
equation, every initial condition of the form

$$u(x, 0) = f(x) > 0,$$  \hspace{1cm} (1.7)

with

$$f(x) = \begin{cases} 
1 & \text{if } x < x_1, \\
0 & \text{if } x > x_2,
\end{cases}$$  \hspace{1cm} (1.8)

where $x_1 < x_2$ and $f(x)$ is continuous for $x_1 < x < x_2$, leads to a travelling wave solution of the form $u(x, t) = U(x - ct)$ with $c < 2$. Many studies have focused on generalizing the Kolmogorov theorem, e.g. Fife and McLeod (1975, 1977, 1981), Uchiyama (1978), Bramson (1983) and Bramson (1986).

Fife and McLeod (1977) proved that for the nonlinear reaction-diffusion equation (1.5) with $\nu = 1$ defined for $-\infty < x < \infty$, $t > 0$, with initial condition $u(x, 0) = f(x)$, $-\infty < x < \infty$, has unique bounded classical solution $u(x, t)$ under certain conditions on the functions $F(u)$ and $f(x)$. Kolmogorov’s theorem was generalized by Bramson (1983) to give necessary and sufficient conditions for arbitrary initial conditions to converge to travelling wave solutions.

Given an initial condition of the form (1.7) we consider a situation where the initial function $f$ can be written as

$$f(x) = f^{(0)}(x) + \varepsilon f^{(1)}(x),$$  \hspace{1cm} (1.9)

where $f^{(0)}(x)$ is a specified initial function that leads to a known travelling wave solution in closed form $u^{(0)}(x, t) = f^{(0)}(x - ct)$, and $f^{(1)}(x)$ is a function that satisfies $f^{(1)} \to 0$ as $x \to \pm \infty$ and $\varepsilon$ is a positive constant. If $\varepsilon \ll 1$, then the solution of (1.1) subject to the initial condition

$$u(x, 0) = f(x) = f^{(0)}(x) + \varepsilon f^{(1)}(x),$$  \hspace{1cm} (1.10)

can be expressed as a perturbation series

$$u(x, t) = u^{(0)}(x, t) + \varepsilon u^{(1)}(x, t) + O(\varepsilon^2), \quad \varepsilon \to 0.$$
The function $u^{(1)}(x, t)$ is the perturbation to the travelling wave solution $u^{(0)}(x, t) = f^{(0)}(x - ct)$ that arises as a result of perturbing the initial function $f^{(0)}(x)$.

Murray (1989) presented a stability analysis of a perturbation to the travelling wave solution. In this thesis we investigate different mechanisms that lead to a perturbation to the travelling wave solution. First, we examine the behaviour of a perturbation $u^{(1)}$ that arises from perturbing the initial condition as in (1.10). Then we consider a situation where the constant speed $\bar{c}$ in (1.1) is modified by the addition of a small perturbation that depends on $x$ and $t$ in some localized region in space and time, i.e., we write $\bar{c}$ as

$$\bar{c}(x, t) = \bar{c}^{(0)} + \varepsilon \bar{c}^{(1)}(x, t),$$

where $\varepsilon \ll 1$, $\bar{c}^{(0)}$ is constant and $\bar{c}^{(1)}$ satisfies $\bar{c}^{(1)} \to 0$ as $x \to \pm\infty$, $\bar{c}^{(1)} \to 0$ as $t \to \infty$. We apply an initial condition $u(x, 0) = f(x)$ which would lead to a travelling wave solution in closed form if $\bar{c}$ was constant. If $\bar{c}$ is perturbed as in (1.11), then the solution of (1.1) takes the form

$$u(x, t) = u^{(0)}(x, t) + \varepsilon u^{(1)}(x, t) + O(\varepsilon^2),$$

where $u^{(0)}(x, t) = f(x - ct)$ and $c$ depends on $\bar{c}$. The function $u^{(1)}(x, t)$ is the perturbation to the travelling wave solution $u^{(0)}(x, t)$ and it arises as a result of perturbing the constant speed of advection of the medium.

This problem in which the speed of advection of the medium is perturbed arises in certain physical contexts. For example, in the situation where $u$ represents the concentration (or number density) of certain chemical species in the atmosphere and $\bar{c}$ represents the speed of the background wind, interactions between atmospheric waves can give rise to spatially and temporally localized perturbations to the background wind speed $\bar{c}$. The perturbations in the wind speed in turn affect the propagation of the chemical species in the atmosphere. In practice, the concentration of the chemical species also affects the background wind and oscillations and these effects can be represented by means of fluid dynamics
equations which are coupled to the chemical reaction-diffusion equations. In this thesis we consider a simple model where the background wind $\bar{c}$ is perturbed by a specified function and we examine the response of the chemical species given by $u$ but we do not examine the effects of the chemical species on the background wind.

An overview of the thesis is as follows. Chapters 2 and 3 review well-known properties of nonlinear reaction-diffusion equations of Fisher-type. In chapter 2 we review the stability properties of the equilibration solutions of the nonlinear systems of ordinary differential equations associated (1.1) with (1.2) and (1.3).

In chapter 3 we use the transformation of Feng (2007) to derive travelling wave solutions for (1.1) with (1.2), generalizing the analysis of Szozda (2014) with $\gamma = 1$, $\beta = 1$ and $p = 1$ or $p = 2$ to the situation with general $\gamma$, $\beta$ and $p$. The solutions obtained are well-known in the literature (e.g. Ablowitz and Zeppetella (1979), Yuan et al. (2013)).

In chapter 4 we review the convergence theorem of Bramson and then derive asymptotic solutions for perturbations to the travelling wave solutions obtained in chapter 3. In section 4.2 we consider a perturbation to the initial function of the form (1.10) and in section 4.3 we consider a perturbation of the form (1.11) to the advection speed of the background medium.

In chapter 5 we summarize our conclusions. In Appendix A we collect some definitions and theorems concerning the stability of systems of ordinary differential equations. In Appendix B we provide some information about the WKB method.
Chapter 2

Stability of the Equilibrium Solutions

2.1 Nondimensionalization

In this chapter we consider solutions of the form \( u(x,t) = U(x - ct) \) (where \( c \) is constant) for the reaction diffusion equation (1.5) with (1.2) and (1.3). The change of independent variable \( \xi = x - ct \) leads to a system of two nonlinear ordinary differential equations (O.D.Es). We discuss the stability of the equilibrium solutions of the nonlinear system and conditions that allow travelling wave solutions.

Throughout the thesis, we will deal with variants of equation (1.1) or (1.5) written in terms of nondimensional variables and parameters. In terms of dimensional quantities (with asterisks), the advection-diffusion-reaction equation (1.1) with (1.3) is

\[
\frac{\partial u^*}{\partial t^*} + \tilde{c}^* \frac{\partial u^*}{\partial x^*} = \nu^* \frac{\partial^2 u^*}{\partial x^*^2} + u^* \left( \gamma^* - \beta^* u^* - \alpha^* u^*^2 \right),
\]

(2.1)

where \( \nu^* \) is the diffusion coefficient and \( \tilde{c}^* \) is the speed of the background medium, both are considered to be real constants and \( \nu^* > 0 \). In addition, \( \gamma^*, \beta^* \) and \( \alpha^* \) are
real parameters and are assumed to be positive. We introduce the nondimensional quantities

\[ x = \frac{x^*}{X}, \quad t = \frac{t^*}{T}, \quad u = \frac{u^*}{U}, \quad \gamma = \frac{\gamma^*}{D}, \quad \beta = \frac{\beta^*}{B}, \quad \alpha = \frac{\alpha^*}{A}, \quad \nu = \frac{\nu^*}{V}, \quad \bar{c} = \frac{\bar{c}^*}{C}, \]

(2.2)

where \( X \) and \( T \) are reference values of the spatial and temporal variables, \( U \) is a reference value of the dependent variable \( u^* \) and \( D, B, A, V \) and \( C \) are reference values of the parameters \( \gamma^*, \beta^*, \alpha^*, \nu^* \) and \( \bar{c}^* \), respectively.

Substituting (2.2) into (2.1) and multiplying each term by \( \frac{T}{U} \) gives

\[ \frac{\partial u}{\partial t} + \frac{TC}{X} \left( \frac{\partial u}{\partial x} \right) = TV \frac{\partial^2 u}{\partial x^2} + u \left( TD\gamma - TBU\beta u - TA\nu^2\alpha^2 u^2 \right). \]

(2.3)

We consider the situation where the diffusion coefficient in the nondimensional equation is an \( O(1) \) parameter. In order to obtain this, we scale the diffusion coefficient by using a reference value of \( V = \nu^* \) so that the nondimensional coefficient \( \nu = \frac{\nu^*}{V} = 1 \) and we choose a reference length \( X = (TV)^{\frac{1}{2}} \) so that \( \frac{TV^*}{X^2} = 1 \) and choose \( D, B, A \) and \( C \) so that \( TD = 1, \quad TBU = 1, \quad TAU^2 = 1, \quad \frac{TC}{X} = 1 \).

(2.4)

In terms of \( T, U \) and \( \nu^* \), we then have nondimensional quantities

\[ x = \frac{x^*}{\sqrt{TV^*}}, \quad \gamma = T\gamma^*, \quad \beta = T\beta^*U, \quad \alpha = T\alpha^*U^2, \quad \bar{c} = \frac{T\bar{c}^*}{V^{\frac{1}{2}}}, \]

(2.5)

and equation (2.1) can then be written in nondimensional form as

\[ \frac{\partial u}{\partial t} + \bar{c} \frac{\partial u}{\partial x} = \frac{\partial^2 u}{\partial x^2} + u \left( \gamma - \beta u - \alpha u^2 \right). \]

(2.6)

The same choice of reference quantities applied to equation (1.1) with (1.2) gives the nondimensional equation

\[ \frac{\partial u}{\partial t} + \bar{c} \frac{\partial u}{\partial x} = \frac{\partial^2 u}{\partial x^2} + u \left( \gamma - \beta u^p \right). \]

(2.7)
2.2 Stability of the Equilibrium Solutions for the Case with General $p$

In sections 2.2 and 2.3, we summarize the stability properties of the reaction diffusion equation (1.5) with the nonlinear term (1.2) or (1.3) and present some different special cases. These stability properties are well known and can be found for example in the book by Murray (1989).

We consider the nondimensional equation (2.7) with $\bar{c} = 0$ and seek a solution of the form

$$u(x, t) = U(x - ct) = U(\xi), \quad \xi = x - ct. \quad (2.8)$$

This is a travelling wave solution with wave speed $c$. Substituting (2.8) into (2.7) gives the ordinary differential equation (O.D.E.)

$$U_{\xi\xi} + cU_\xi + \gamma U - \beta U^{p+1} = 0, \quad (2.9)$$

where each subscript of $\xi$ denotes ($\frac{d}{d\xi}$), i.e. differentiation with respect to $\xi$. We define

$$y_1(\xi) = U(\xi),$$

$$y_2(\xi) = U_\xi(\xi)$$

and thus rewrite (2.9) as a system of two first-order equations

$$y'_1 = y_2, \quad y'_2 = -cy_2 - \gamma y_1 + \beta y_1^{p+1}, \quad (2.10)$$

where the primes denote differentiation with respect to $\xi$. The system (2.10) can be written in vector form as $\mathbf{y}' = \mathbf{f}(\mathbf{y})$, where $\mathbf{y} = (y_1, y_2)$ and $\mathbf{f}$ is the vector valued function given by $\mathbf{f} = (f_1, f_2)$ with $f_1(y_1, y_2) = y_2$ and $f_2(y_1, y_2) = -cy_2 - \gamma y_1 + \beta y_1^{p+1}$.

The system (2.10) is an example of a nonlinear autonomous system of O.D.Es (A.2). It has one or more critical points which correspond to equilibrium solutions.
of the O.D.E (2.9). If \( p \) is an even integer then there are three critical points, \((0, 0), \left(\frac{\gamma}{\beta} \right)^{\frac{1}{p}}, 0\) and \(-\left(\frac{\gamma}{\beta} \right)^{\frac{1}{p}}, 0\). If \( p \) is not even integer, then there are two critical points are \((0, 0)\) and \(\left(\frac{\gamma}{\beta} \right)^{\frac{1}{p}}, 0\).

We linearize the system (2.10) around each of these critical points and examine the stability of the solution near each critical point. To analyze the stability of solution of the nonlinear system near a critical point \( y_0 = (y_{01}, y_{02}) \), we introduce a new variable \( z = (z_1, z_2) \) where

\[
    z_1 = y_1 - y_{01}, \quad z_2 = y_2 - y_{02}.
\] (2.11)

Then the critical point corresponds to \( z = (0, 0) \) and we can write the nonlinear system as

\[
    z' = Az + g(z)
\] (2.12)

where \( A \) is a \( 2 \times 2 \) matrix and \( g = (g_1(z_1, z_2), g_2(z_1, z_2)) \) is vector-valued function satisfying \( g(0) = 0 \). For each of the critical points of (2.11), we can apply one of the Theorems A.2-A.4 (Appendix A) to determine whether the equilibrium solution is asymptotically stable, unstable or stable.

**The critical point (0,0):**

The nonlinear system (2.10) can be written as \( y' = Ay + g(y) \) with

\[
    A = \begin{pmatrix}
        0 & 1 \\
        -\gamma & -c
    \end{pmatrix}
\] (2.13)

and

\[
    g_1(y_1, y_2) = 0,
\]

\[
    g_2(y_1, y_2) = \beta y_1^{p+1}.
\]

Linearizing (2.10) around the critical point \((0, 0)\) gives

\[
    y'_1 = y_2, \quad y'_2 = -cy_2 - \gamma y_1
\] (2.14)
The eigenvalues of the matrix $A$ are given by the characteristic equation

$$\lambda^2 + c\lambda + \gamma = 0. \quad (2.15)$$

The solutions of (2.15) are

$$\lambda_{1,2} = \frac{-c \pm \sqrt{c^2 - 4\gamma}}{2}. \quad (2.16)$$

For $c > 0$ there are three cases. If $c > 2\sqrt{\gamma}$, then $\lambda_1$ and $\lambda_2$ are both real and negative and the general solution of the linear system (2.14) is

$$y = c_1 v_1 e^{\lambda_1 \xi} + c_2 v_2 e^{\lambda_2 \xi}, \quad (2.17)$$

where $c_1$ and $c_2$ are arbitrary constants and $v_1$ and $v_2$ are the eigenvectors of $A$ corresponding to $\lambda_1$ and $\lambda_2$ respectively. From (2.17), $y \to 0$ as $\xi \to \infty$. The critical point $(0,0)$ is a stable node for the linear system. The phase portrait for this case is shown in Figure 2.1 (a) with $\gamma = 1$, $p = 1$ and $c = 3$ and the eigenvalues are $\lambda_{1,2} = -\frac{2}{\sqrt{6}}, -\frac{3}{\sqrt{6}}$.

If $c = 2\sqrt{\gamma}$, there is a repeated eigenvalue $\lambda_1 = \lambda_2 < 0$. The general solution of the linear system is

$$y = c_1 v_1 e^{\lambda_1 \xi} + c_2 (v_1 \xi + v_2) e^{\lambda_1 \xi} \quad (2.18)$$

where $v_1$ and $v_2$ are generalized eigenvectors and $v_1 = (A - \lambda I_2)v_2$ where $I_2$ is $2 \times 2$ identity matrix and $y \to 0$ as $\xi \to \infty$. The critical point $(0,0)$ is a stable node for the linear system. The phase portrait for this case is shown in Figure 2.1 (b) with $\gamma = 1$, $p = 1$ and $c = 2$.

If $0 < c < 2\sqrt{\gamma}$, then $\lambda_{1,2} = -\frac{c \pm i\sqrt{4\gamma - c^2}}{2}$ are complex with $Re(\lambda_{1,2}) < 0$. The general solution of the linear system is

$$y = c_1 v_1 e^{-\bar{\xi} \xi} \cos(\frac{\sqrt{4\gamma - c^2}}{2} \xi) + c_2 v_2 e^{-\bar{\xi} \xi} \sin(\frac{\sqrt{4\gamma - c^2}}{2} \xi) \quad (2.19)$$

and $y$ is oscillatory and approaches $0$ as $\xi \to \infty$. The critical point $(0,0)$ is a stable spiral point for the linear system. The phase portrait for this case is shown in Figure 2.1 (c) with $\gamma = 1$, $p = 1$ and $c = 1$. 
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The case with $\gamma = 0$ is considered on page 21.

If $c < 0$, there are again three possibilities. If $c < -2\sqrt{\gamma}$, then $\lambda_1$ and $\lambda_2$ are both real and positive and the general solution is given by (2.17) and the critical point is an unstable node. If $c = -2\sqrt{\gamma}$, then $\lambda_1 = \lambda_2 > 0$ and the general solution is given by (2.18) and critical point is an unstable node. If $-2\sqrt{\gamma} < c < 0$, then $\lambda_{1,2} = \frac{-c \pm i\sqrt{4\gamma - c^2}}{2}$ are complex with $Re(\lambda_{1,2}) > 0$ and the critical point is an unstable spiral. In each case with $c < 0$, the phase portrait looks like one of Figures 2.1 (a) (b) and (c) but with the arrows on the trajectories pointing outwards from the critical point.

If $c = 0$, then the solution of (2.7) is independent of time and satisfies the steady equation

$$\frac{\partial^2 u}{\partial x^2} + u(\gamma - \beta u_p) = 0,$$

which can be written as a system of two first-order equations

$$y_1' = y_2, \quad y_2' = -\gamma y_1 + \beta y_1^{p+1}. \quad (2.21)$$

Linearizing around the critical point $(0,0)$ gives $y' = Ay$ with

$$A = \begin{pmatrix} 0 & 1 \\ -\gamma & 0 \end{pmatrix} \quad (2.22)$$

and eigenvalues are $\lambda_{1,2} = \pm i\sqrt{\gamma}$ and so Theorem A.1 tells us that the critical point $(0,0)$ is stable for the linear system (2.21) but not asymptotically stable. The general solution of the linear system is $y = c_1 v_1 \cos(\sqrt{\gamma}x) + c_2 v_2 \sin(\sqrt{\gamma}x)$ which is oscillatory. The critical point is a center. This case is shown in Figure 2.1 (d).

For the nonlinear system (2.10) with $g(0) = 0$, $\lim_{|z| \to 0} \frac{g(z)}{|z|} = 0$ and $\lim_{|z| \to 0} \left| \frac{\partial g(z)}{\partial z_i} \right| = 0$ for $i = 1, 2$. For the case where $c > 0$, Theorem A.2 (Appendix A) thus tells us that the critical point $y = (0,0)$ is asymptotically stable, or the equilibrium solution $y_1 = u = 0$ is asymptotically stable. For the case where $c < 0$ Theorem A.3 (Appendix A) tells us that the zero critical point is unstable.
Figure 2.1: Phase portraits for linear system $\mathbf{y}' = A\mathbf{y}$, with $A$ given by (2.13), linearized around the critical point $(0,0)$ with $\beta = \gamma = 1$. (a) The case where $c = \frac{5}{\sqrt{6}} > 2\sqrt{\gamma}$ and the critical point $(y_1, y_2) = (0, 0)$ is a stable node. (b) The case where $c = 2\sqrt{\gamma}$, with $\gamma = 1$, $c = 2$ and the critical point $(y_1, y_2) = (0, 0)$ is a stable node. (c) The case where $c = 1$, $0 < c < 2\sqrt{\gamma}$ and the critical point $(y_1, y_2) = (0, 0)$ is a stable spiral. (d) The case where $c = 0$ and the critical point $(y_1, y_2) = (0, 0)$ is a center.
For the case where $c = 0$, we can construct a Lyapunov function $V(y_1, y_2)$ as defined in Appendix A and then apply Theorem A.4 to prove that the critical point $(0,0)$ is stable for the nonlinear system (2.21) we define

\[ y'_1 = y_2 = f_1(y_1, y_2), \quad y'_2 = -cy_2 - \gamma y_1 + \beta y_1^{p+1} = f_2(y_1, y_2). \]

Let

\[ V(y_1, y_2) = \frac{y_2^2}{2} + \int_0^{y_1} (\gamma \sigma - \beta \sigma^{p+1}) d\sigma = \frac{y_2^2}{2} + \frac{\gamma y_1^2}{2} - \frac{\beta y_1^{p+2}}{p+2}, \]

which is positive definite in the region $\Omega = \{(y_1, y_2) : |y_1| < (\frac{\gamma}{\beta})^{\frac{1}{p}}, |y_2| < \infty\}$.

According to Definition A.8 in Appendix A, the derivative of $V$ with respect to the system (2.21) is

\[ V^*(y) = \nabla V(y).f(y), \]

where $f(y) = (f_1(y_1, y_2), f_2(y_1, y_2)) = (y_2, -cy_2 - \gamma y_1 + \beta y_1^{p+1})$. We see that

\[ V^*(y) = (\gamma y_1 - \beta y_1^{p+1})y_2 + y_2(-cy_2 - \gamma y_1 + \beta y_1^{p+1}) = -cy_2^2 \leq 0. \]

Thus, the zero solution of the nonlinear system is stable according to Theorem A.4.

**The critical point $(\left(\frac{\gamma}{\beta}\right)^{\frac{1}{p}}, 0)$:**

To analyze the critical point $y_0 = \left(\left(\frac{\gamma}{\beta}\right)^{\frac{1}{p}}, 0\right)$, we define $z = (z_1, z_2)$ according to (2.11), by

\[ z_1 = y_1 - \left(\frac{\gamma}{\beta}\right)^{\frac{1}{p}}, \quad z_2 = y_2 - 0 \]

to obtain the system of equations

\[ z'_1 = z_2, \quad z'_2 = -cz_2 - \gamma \left\{ z_1 + \left(\frac{\gamma}{\beta}\right)^{\frac{1}{p}} \right\} + \beta \left\{ z_1 + \left(\frac{\gamma}{\beta}\right)^{\frac{1}{p}} \right\}^{p+1}. \quad (2.23) \]

Using the binomial theorem, the equation for $z_2$ can be written as

\[ z'_2 = -cz_2 - \gamma z_1 + \gamma(p + 1)z_1 + \sum_{k=0}^{p-1} \frac{(p + 1)!}{k!(p + 1 - k)!} \left(\frac{\gamma}{\beta}\right)^{\frac{k}{p}} z_1^{p+1-k} \]
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The nonlinear system (2.23) can then be written in the form (2.12) with

\[ A = \begin{pmatrix} 0 & 1 \\ p\gamma & -c \end{pmatrix} \]

and

\[ g_1(z_1, z_2) = 0 \]

\[ g_2(z_1, z_2) = \sum_{k=0}^{p-1} \frac{(p+1)!}{\epsilon(p+1-k)!} \left( \frac{z}{\beta} \right)^{\frac{1}{p}} z^{p+1-k} \]

and can linearized to give by \( \mathbf{y}' = A\mathbf{y} \) with \( A \) given by (2.24). The characteristic equation for \( A \) is

\[ \lambda^2 + c\lambda - p\gamma = 0, \]

and thus the eigenvalues are

\[ \lambda_{1,2} = \frac{1}{2}(-c \pm \sqrt{c^2 + 4p\gamma}). \]

We observe that \( \lambda_1 < 0 \) and \( \lambda_2 > 0 \), so the critical point \( \left( \left( \frac{z}{\beta} \right)^{\frac{1}{p}}, 0 \right) \) is a saddle point for the linear system. The solution of the linear system is \( \mathbf{y} = c_1 \mathbf{v}_1 e^{\lambda_1 \xi} + c_2 \mathbf{v}_2 e^{\lambda_2 \xi} \).

Figure 2.2 shows the phase portrait for the linearized system around this critical point for the case where \( p = 2, \beta = 1 \) and \( \gamma = 1 \). The critical point is at \((1,0)\) and the equilibrium solution is \( u = 1 \). The line passing through the critical point in the direction of the eigenvector \( \mathbf{v}_1 \), which corresponds to the negative eigenvalue, is the stable manifold for the critical point, i.e., any solution starting at a point on this line approaches the equilibrium solution as \( \xi \to \infty \). The line passing through the critical point in the direction of the eigenvector \( \mathbf{v}_2 \), which corresponds to the positive eigenvalue, is the unstable manifold, i.e., any solution starting at a point on this line grows exponentially as \( \xi \to \infty \).

For the nonlinear system (2.23), \( \mathbf{g}(0) = 0 \). Thus, \( \lim_{|z| \to 0} \left| \frac{\partial \mathbf{g}(z)}{\partial z_i} \right| = 0 \) and so the zero solution is unstable according to Theorem A.3 (Appendix A).
Figure 2.2: Phase portrait for the linear system $\mathbf{y}' = A\mathbf{y}$ with $A$ given by (2.32), linearized around the critical point $(1, 0)$ with $p = \gamma = \beta = 1$. This point is a saddle point for the linear system.
The critical point \((-\left(\frac{\gamma}{\beta}\right)^{\frac{1}{p}}, 0\)\) for \(p\) even:

If \(p\) is even, then there is an additional critical point \((-\left(\frac{\gamma}{\beta}\right)^{\frac{1}{p}}, 0\)\). To analyze the critical point \(y_0 = (-\left(\frac{\gamma}{\beta}\right)^{\frac{1}{p}}, 0)\), we define \(z = (z_1, z_2)\) according to (2.11).

We write equation (2.14) in the form (2.10) and define \(z = (z_1, z_2)\), according to (2.11), by

\[
\begin{align*}
z_1 &= y_1 + \left(\frac{\gamma}{\beta}\right)^{\frac{1}{p}}, \\
z_2 &= y_2 - 0,
\end{align*}
\]

to obtain

\[
\begin{align*}
z'_1 &= z_2 \\
z'_2 &= -cz_2 - \gamma \left\{ z_1 - \left(\frac{\gamma}{\beta}\right)^{\frac{1}{p}} \right\} + \beta \left\{ z_1 - \left(\frac{\gamma}{\beta}\right)^{\frac{1}{p}} \right\}^{p+1}.
\end{align*}
\]

(2.24)

Using the binomial theorem, the equation for \(z_2\) can be written as

\[
\begin{align*}
z'_2 &= -cz_2 - \gamma z_1 + \gamma \left(\frac{\gamma}{\beta}\right)^{\frac{1}{p}} + (-1)^p \gamma (p+1)z_1 + (-1)^{p+1} \gamma \left(\frac{\gamma}{\beta}\right)^{\frac{1}{p}} \\
&\quad \quad + \sum_{k=0}^{p-1} \frac{(p+1)!}{k!(p+1-k)!} \left(\frac{\gamma}{\beta}\right)^{\frac{k}{p}} (-1)^k z_1^{p+1-k} \quad (2.25)
\end{align*}
\]

The nonlinear system can be written in the form (2.12) with

\[
A = \begin{pmatrix} 0 & 1 \\ p\gamma & -c \end{pmatrix},
\]

and

\[
g_1(z_1, z_2) = 0
\]

\[
g_2(z_1, z_2) = \sum_{k=0}^{p-1} \frac{(p+1)!}{k!(p+1-k)!} \left(\frac{\gamma}{\beta}\right)^{\frac{k}{p}} (-1)^k z_1^{p+1-k}
\]

and can be linearized to give by \(y' = Ay\) with \(A\) given by (2.24). The characteristic equation for \(A\) is

\[
\lambda^2 + c\lambda - p\gamma = 0,
\]

and thus the eigenvalues are
Figure 2.3: Phase portrait for the linear system $y' = Ay$ with $A$ given by (2.34), linearized around the saddle point $(-1,0)$ with $\gamma = \beta = 1$ and $p = 2$.

$$\lambda_{1,2} = \frac{1}{2}(-c \pm \sqrt{c^2 + 4p\gamma}) = 0.$$  

We observe that $\lambda_1 < 0$ and $\lambda_2 > 0$, so the point $\left(-\left(\frac{\gamma}{\beta}\right)^{\frac{1}{p}},0\right)$ is a saddle point for the linearized system. The solution of the linear system is $y = c_1 v_1 e^{\lambda_1 \xi} + c_2 v_2 e^{\lambda_2 \xi}$.

Figure 2.3 shows the phase portrait for the linearized system around this critical point for the case where $p = 2$ and $\beta = \gamma = 1$. The critical point is at $(-1,0)$ and the equilibrium solution is $u = -1$. As before, the line passing through the critical point in the direction of the eigenvector $v_1$, which corresponds to the negative eigenvalue, is the stable manifold for the critical point and the line in the direction of the eigenvector $v_2$, which corresponds to the positive eigenvalue, is the unstable manifold.

For the nonlinear system (2.24), $g(0) = 0$ and $\lim_{|x| \to 0} \left| \frac{\partial g(x)}{\partial x_i} \right| = 0$. Thus, the zero solution is an unstable according to Theorem A.3 (Appendix A). Figures 2.4, 2.5 and 2.6, show the phase portrait for the nonlinear system (2.10) with
\[ \beta = \gamma = 1. \]

In Figure 2.4 (a), \( c = 3 > 2\sqrt{\gamma} \). The saddle point (1,0) has a stable manifold represented by the two trajectories that approach this point as \( \xi \to \infty \). All the trajectories on the left approach the stable node and theses on the right go to infinity as \( \xi \to \infty \). In Figure 2.4 (b), \( c = 0 \) and the point (0,0) is a center. The solutions around this point are oscillatory. This a homoclinic orbit which joins the saddle point (1,0) to itself.

Figure 2.5 (a) shows the same phase portrait as 2.4 (a) with \( c = 3 \), but enlarged to show more details around the critical points. Figure 2.5 (b) shows the corresponding phase portrait with \( c = 2 \). In both cases, there is a heteroclinic orbit from the saddle point (1,0) to the stable node (0,0) lying in the region where \( 0 < y_1 = U < 1 \) and \( y_2 = U_\xi < 0 \). This corresponds to a travelling wave solution which satisfies \( U \to 1 \) as \( \xi \to -\infty \) and \( U \to 0 \) as \( \xi \to \infty \) with \( U_\xi < 0 \). This solution preserves non-negatively. These two Figure 2.5 (a) and 2.5 (b), illustrate the situation where there is a travelling wave solution of equation (1.5) with (1.2). Figure 2.5 (c) shows the case where \( c = 1 < 2\sqrt{\gamma} \). In this case, critical point (0,0) is a spiral point and the solutions around this point are oscillatory and do not preserve non-negatively. Figure 2.5 (b), \( 0 > c = -3 > -2\sqrt{\gamma} \). In this case, there is a heteroclinic orbit from (0,0) to (1,0) which corresponds to a travelling wave solution satisfying \( U \to 0 \) as \( \xi \to -\infty \) and \( U \to 1 \) as \( \xi \to \infty \) with \( U_\xi > 0 \). In summary, the condition for a travelling wave solution (which preserves non-negativity) is that \(|c| \geq 2\sqrt{\gamma}\). If \( c > 0 \), the wave travels to the right and if \( c < 0 \) it travels to the left.

In Figure 2.6, \( p = 2 \) and there is a stable node at (0,0) and two saddle points at (1,0) and (-1,0). In Figure 2.6 (a), \( c = 3 > 2\sqrt{\gamma} \). There is two hereoclinic orbits, one going from the saddle point (1,0) to the stable node and other going from the saddle point (-1,0) to the stable node. These correspond to travelling wave solutions. In Figure 2.6 (b), \( c = 0 \) and the point (0,0) is center. The solutions
around this point are oscillatory.

The case where $\gamma = 0$

Finally, we consider the case where $\gamma = 0$ in (2.7). Setting $\bar{c} = 0$ gives

$$\frac{\partial u}{\partial t} = \frac{\partial^2 u}{\partial x^2} - \beta u^{p+1}, \quad p > 0.$$  \hspace{1cm} (2.26)

The substitution (2.8) gives

$$U_{\xi\xi} + cU_{\xi} - \beta U^{p+1} = 0,$$

which can be written as a system of two first order equations

$$y_1' = y_2, \quad y_2' = -cy_2 + \beta y_1^{p+1}$$  \hspace{1cm} (2.27)

or in vector matrix form as $y' = Ay + g(y)$ with

$$A = \begin{pmatrix} 0 & 1 \\ 0 & -c \end{pmatrix},$$  \hspace{1cm} (2.28)

$$g_1(y_1, y_2) = 0, \quad g_2(y_1, y_2) = \beta y_1^{p+1}.$$  

The eigenvalues of the matrix $A$ are given by the characteristic equation

$$\lambda^2 + c\lambda = 0.$$  \hspace{1cm} (2.29)

The eigenvalues are

$$\lambda_1 = 0 \text{ and } \lambda_2 = -c.$$

The general solution of the linear system $y' = Ay$ is $y = c_1 v_1 + c_2 v_2 e^{-c\xi}$ where $c_1$ and $c_2$ are arbitrary constants and $v_1$ and $v_2$ are the eigenvectors of $A$ corresponding to $\lambda_1$ and $\lambda_2$, respectively. As $\xi \to \infty$ the solution $y \to c_1 v_1$ along a line parallel to $v_2$ as $\xi \to \infty$. The zero eigenvalue means that the linear system $y = Ay$, which corresponds to $\beta = 0$ in (2.27), has infinitely many critical
Figure 2.4: Phase portraits for the nonlinear system (2.14) with \( \beta = \gamma = 1 \). 

(a) The case where \( c = 3 > 2\sqrt{\gamma} \). This corresponds to the Fisher equation (1.4). 

(b) The case where \( c = 0 \). The critical points are (0,0) and (1,0).
Figure 2.5: Phase portraits for the nonlinear system (2.14) with $\beta = \gamma = 1$. This corresponds to the Fisher equation (1.4). The critical points are (0,0) and (1,0) (a) The case where $c = 3 > 2\sqrt{\gamma}$, the same case as Figure 2.4 (a) but enlarged. There is a heteroclinic orbit (a trajectory which joins two different equilibrium points) from (1,0) to (0,0). (b) The case where $c = 2 = 2\sqrt{\gamma}$. There is a heteroclinic orbit from (1,0) to (0,0) (c) The case where $0 < c = 1 < 2\sqrt{\gamma}$. (d) The case where $-2\sqrt{\gamma} < c = -3 < 0$. 
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Figure 2.6: Phase portraits for the nonlinear system (2.31) with $\beta = 0$ and $\alpha = \gamma = 1$. The critical points are (0,0) and (±1,0). (a) The case where $c = 3 > 2\sqrt{\gamma}$. (b) The case where $c = 0$.

points corresponding to the line $y_2 = 0$ and the trajectories are lines with slope \[ \frac{dy_2}{dy_1} = -c. \] The phase portrait for the linear system is shown in Figure 2.7 (a). With $c > 0$ the critical points are stable and the arrows on the trajectories point towards from the line $y_2 = 0$ as shown in the figure. With $c < 0$ the critical points are unstable and the arrows on the trajectories would point away from the line $y_2 = 0$.

For the nonlinear system (2.27) with $\beta \neq 0$, there is only one critical point at (0,0). Phase portraits for the nonlinear system (2.27) are shown in Figures 2.7 (b) (c) and (d) for $c > 0$ and for different values of $\beta$. 
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Figure 2.7: Phase portraits for the nonlinear system for the case where $\gamma = 0$, (2.27) with $c = 3$ and $p = 1$ (a) $\beta = 0$ (linear system), (b) $\beta = 0.03$, (c) $\beta = 0.2$, (d) $\beta = 1$. 
2.3 Stability of the Equilibrium Solutions for the Case with General $\alpha$, $\beta$ and $\gamma$

In this section we consider (2.6) with $\bar{c}$ and $\alpha \neq 0$. If $\alpha = 0$, we obtain the equation from section 2.2 with $p = 1$, which has already been discussed in section 2.2.

As before, we seek a solution of the form (2.8). This gives nonlinear autonomous O.D.E

$$U_{\xi\xi} + cU_{\xi} - \alpha U^3 - \beta U^2 + \gamma U = 0. \quad (2.30)$$

To determine the critical points we define

$$y_1(\xi) = U(\xi),$$

$$y_2(\xi) = U_{\xi}(\xi)$$

and thus rewrite (2.30) as a system of two first-order equations

$$y'_1 = y_2 \quad y'_2 = -cy_2 + \alpha y_1^3 + \beta y_1^2 - \gamma y_1, \quad (2.31)$$

where the primes denote differentiation with respect to $\xi$. The system (2.31) can be written in vector form as $\mathbf{y}' = \mathbf{f(y)}$, where $\mathbf{y} = (y_1, y_2)$ and $\mathbf{f}$ is the vector valued function given by $\mathbf{f} = (f_1, f_2)$ with $f_1(y_1, y_2) = y_2$ and $f_2(y_1, y_2) = -cy_2 + \alpha y_1^3 + \beta y_2 - \gamma y_2$. The system (2.31) is an example of a nonlinear autonomous system of O.D.Es (A.2). It has three critical points.

The critical points of (2.31) are $(0, 0)$, $\left(-\frac{\beta + \sqrt{\beta^2 + 4\alpha\gamma}}{2\alpha}, 0\right)$. These correspond to the equilibrium solutions $u = y_1 = 0$ and $u = y_1 = -\frac{\beta + \sqrt{\beta^2 + 4\alpha\gamma}}{2\alpha}$, one of which is positive and the other negative. We linearize around each critical points.

The critical point $(0,0)$:

Linearizing around the critical point $(0,0)$ gives the same linear system as in section 2.2, $\mathbf{y}' = \mathbf{A} \mathbf{y}$ with $\mathbf{A}$ given by (2.13). For $c \geq 2\sqrt{\gamma}$ the critical point is
stable node, for the case $0 < c < 2\sqrt{\gamma}$ it is a stable spiral point, for $c \leq -2\sqrt{\gamma}$ it is unstable node, for $-2\sqrt{\gamma} < c < 0$ it is an unstable spiral point and $c = 0$ corresponding to the time independent problem. The linear phase portraits are the same as these given in Figure 2.1.

For the nonlinear system (2.31) with $g(0) = 0$, $\lim_{|z| \to 0} \frac{g(z)}{|z|} = 0$ and $\lim_{|z| \to 0} \left| \frac{\partial g(z)}{\partial z} \right| = 0$ for $i = 1, 2$. If $c > 0$, Theorem A.2 (Appendix A) tells us that the zero critical point $y = (0, 0)$ is asymptotically stable, the equilibrium solution $y_1 = u = 0$ asymptotically stable. If $c < 0$, Theorem A.3 (Appendix A) tells us that the zero critical point is unstable.

If $c = 0$, we can construct a Lyapunov function as done in section 2.2 and then apply Theorem A.4 to prove that the zero critical point is stable.

**The critical point** $(\frac{-\beta + \sqrt{\beta^2 + 4\alpha \gamma}}{2\alpha}, 0)$:

To analyze the critical point $y_0 = (\frac{-\beta + \sqrt{\beta^2 + 4\alpha \gamma}}{2\alpha}, 0)$, we define $z = (z_1, z_2)$ by according to (2.11).

The nonlinear system (2.31) can be then written in the form (2.12) with

$$A = \begin{pmatrix} 0 & 1 \\ \frac{\beta^2}{2\alpha} - \frac{\beta \sqrt{\beta^2 + 4\alpha \gamma}}{2\alpha} + 2\gamma \, -c \end{pmatrix}$$

and

$$g_1(z_1, z_2) = 0$$

$$g_2(z_1, z_2) = \alpha z_1^3 - 3\alpha z_1^2 \frac{\beta + \sqrt{\beta^2 + 4\alpha \gamma}}{2\alpha} + \beta z_1^2 - 2\beta z_1 (\frac{-\beta + \sqrt{\beta^2 + 4\alpha \gamma}}{2\alpha})$$

$$- \alpha (\frac{-\beta + \sqrt{\beta^2 + 4\alpha \gamma}}{2\alpha})^3 + \beta (\frac{-\beta + \sqrt{\beta^2 + 4\alpha \gamma}}{2\alpha})^2 + \gamma (\frac{-\beta + \sqrt{\beta^2 + 4\alpha \gamma}}{2\alpha}).$$

(2.33)

and can be linearized to give $y' = Ay$ with $A$ given by (2.32). The characteristic equation for $A$ is

$$\lambda^2 + c\lambda - \left( \frac{\beta^2}{2\alpha} - \frac{\beta \sqrt{\beta^2 + 4\alpha \gamma}}{2\alpha} + 2\gamma \right) = 0,$$

$$27$$
and thus the eigenvalues are

\[ \lambda_{1,2} = \frac{1}{2}(-c \pm \sqrt{c^2 + \frac{2\beta^2}{\alpha} - \frac{2\beta\sqrt{\beta^2 + 4\alpha\gamma}}{\alpha} + 8\gamma}) = 0. \]

We observe that \( \lambda_1 > 0 \) and \( \lambda_2 < 0 \) since

\[ c^2 + \frac{2\beta^2}{\alpha} - \frac{2\beta\sqrt{\beta^2 + 4\alpha\gamma}}{\alpha} + 8\gamma = c^2 + \frac{2\sqrt{\beta^2 + 4\alpha\gamma}}{\alpha} - (\sqrt{\beta^2 + 4\alpha\beta} - \beta) > c. \]

and so the critical point \( y_0 = \left(\frac{-\beta - \sqrt{\beta^2 + 4\alpha\gamma}}{2\alpha}, 0\right) \) is a saddle point for the linear system. Figure 2.2 shows the phase portrait for the linearized system around this critical point for the case where \( \alpha = 1, \beta = 0 \) and \( \gamma = 1 \). The critical point is at \((1,0)\) and the equilibrium solution is \( u = 1 \). This is the case discussed in section 2.2 with \( p = 2 \).

For the nonlinear system (2.31) written in the form (2.12), \( g(0) = 0 \) and

\[ \lim_{|z| \to 0} = \left| \frac{\partial g(z)}{\partial z_i} \right| = 0 \quad (i = 1, 2) \]

and thus the zero critical point \( z = 0 \) is unstable according to Theorem A.3 (Appendix A). This means that the critical point \( y = y_0 \) is unstable.

The critical point \( \left(\frac{-\beta - \sqrt{\beta^2 + 4\alpha\gamma}}{2\alpha}, 0\right) \):

To analyze the critical point \( y_0 = \left(\frac{-\beta - \sqrt{\beta^2 + 4\alpha\gamma}}{2\alpha}, 0\right) \), we define \( z = (z_1, z_2) \) according to (2.11). The nonlinear system (2.31) can be then written in the form (2.12) with

\[ A = \begin{pmatrix} 0 & 1 \\ \frac{\beta^2}{2\alpha} + \frac{\beta\sqrt{\beta^2 + 4\alpha\gamma}}{2\alpha} + 2\gamma & -c \end{pmatrix} \]  

(2.34)

\[ g_1(z_1, z_2) = 0 \]

\[ g_2(z_1, z_2) = \alpha z_1^3 - 3\alpha z_2^2 \beta + \frac{\sqrt{\beta^2 + 4\alpha\gamma}}{2\alpha} + \beta z_2^2 (\frac{\beta + \sqrt{\beta^2 + 4\alpha\gamma}}{2\alpha} - \frac{\beta^2}{4\alpha}) - \frac{\beta\sqrt{\beta^2 + 4\alpha\gamma}}{2\alpha} - \frac{\beta^2}{4\alpha} - \gamma + \frac{\beta^2}{2\alpha} + \frac{\gamma\sqrt{\beta^2 + 4\alpha\gamma}}{2\alpha} + \gamma \]  

(2.35)

and can be linearized to give \( y' = Ay \) with \( A \) given by (2.34). The characteristic equation for \( A \) is
\[ \lambda^2 + c\lambda - \left( \frac{\beta^2}{2\alpha} + \frac{\beta \sqrt{\beta^2 + 4\alpha\gamma}}{2\alpha} + 2\gamma \right) = 0 \]

and thus the eigenvalues are

\[ \lambda_{1,2} = \frac{1}{2}(-c \pm \sqrt{c^2 + 4\left( \frac{\beta^2}{2\alpha} + \frac{\beta \sqrt{\beta^2 + 4\alpha\gamma}}{2\alpha} + 2\gamma \right)}) = 0 \]

We observe that \( \lambda_1 > 0 \) and \( \lambda_2 < 0 \) and so the point \( y_0 = (-\beta + \sqrt{\beta^2 + 4\alpha\gamma}, 0) \) is a saddle point for the linear system. Figure 2.3 shows the phase portrait at the point around this critical point for the case where \( \alpha = 1, \beta = 0 \) and \( \gamma = 1 \). The critical point is at \((-1,0)\) and the equilibrium solution is \( u = -1 \). This is the case discussed in section 2.2 with \( p = 2 \).

For the nonlinear system (2.31) written in the form (2.12), \( g(0) = 0 \) and

\[ \lim_{|z| \to 0} \left| \frac{\partial g(z)}{\partial z_i} \right| = 0, \quad (i = 1, 2) \]

and thus the zero solution \( z \) is unstable according to Theorem A.3 (Appendix A). This means that the critical point \( y = y_0 \) is unstable.

The phase portraits for the nonlinear system (2.31) with \( \gamma \neq 0 \) would look like the phase portrait in Figure 2.6 (a) for \( c > 2\sqrt{\gamma} \) and like the phase portrait2.6 (b) for \( c = 0 \).
Chapter 3

Derivation of Travelling Wave Solutions

3.1 Introduction

In this chapter we derive travelling wave solutions some special cases for the nonlinear reaction-diffusion equation (1.1) with the nonlinear function given by (1.2). This equation is written in nondimensional form as (2.7). For simplicity, we consider the case \( \bar{c} = 0 \). If \( \bar{c} \neq 0 \), then we obtain the same solutions but with the value of \( c \) changed by an increment of \( \bar{c} \). The special case where \( \beta = 1, \gamma = 1 \) and \( p = 1 \) gives the Fisher equation (1.4).

In recent of work of Szozda (2014), the change of variables of Feng (2007) was applied to the Fisher equation (1.4) to obtain the travelling wave solution of Ablowitz and Zeppetella (1979) expressed in terms of the Weierstrass elliptic function. It was shown that a special case, where the constant of integration in the solution procedure is zero, leads to a travelling wave solution written in a simple closed form in terms of exponential functions with a speed of \( c = \frac{5}{\sqrt{6}} \). This solution is well-known; for example, it had been derived earlier by Yuan et al. (2013) using a different method. Szozda (2014) also applied the change of
variable of Feng (2007) to the case of $p = 2$ where equation (1.1) has a third order nonlinear term
\[
\frac{\partial u}{\partial t} = \frac{\partial^2 u}{\partial x^2} + u - u^3.
\] (3.1)

For the special case where the constant of the integration obtained in the solution procedure is zero, a closed form travelling wave with speed $c = \frac{3}{\sqrt{2}}$ expressed in terms of exponential function was obtained.

Here we repeat the solution procedure of Szozda (2014) starting with the change of variables of Feng (2007), but apply it to the general equation (2.7) and obtain an exact solution in closed form for the special case where the constant of the integration is zero. Setting $p = 1$ or $p = 2$ with $\beta = 1$ and $\gamma = 1$ gives the two special cases considered by Szozda (2014). If the advection term $\bar{c} \frac{\partial u}{\partial x}$ is included in equation (2.7), the solution is the same as what we obtain here but with $c$ changed by an increment of $\bar{c}$.

### 3.2 Derivation of an Exact Solution

#### 3.2.1 Exact solution for the case $\gamma \neq 0$

We first consider the case of $\gamma \neq 0$ in equation (2.7). Introducing the new variables $\xi = x - ct$ and $U(\xi) = u(x,t)$ gives the nonlinear ODE
\[
\frac{d^2 U}{d\xi^2} + c \frac{dU}{d\xi} + \gamma U - \beta U^{p+1} = 0.
\] (3.2)

Following Feng (2007), we then introduce a new variable $\tau$ given by
\[
\xi = -\frac{1}{c} \ln \tau,
\] (3.3)

which gives
\[
c^2 \tau^2 \frac{d^2 U}{d\tau^2} + \gamma U - \beta U^{p+1} = 0,
\] (3.4)

followed by the introduction of new variables $q$ and $\rho(q)$ given by
\[
q = \tau^m, \quad U = \tau^{-\frac{1}{2}(m-1)} \rho(q),
\] (3.5)
where \( m \) is a positive real number. This gives

\[
m^2 c^2 \left( \frac{m+1}{2} + \frac{m^2 - 1}{4} \right) \frac{d^2 \rho}{dq^2} + \frac{\gamma}{c^2} \left( \frac{m+1}{2} + \frac{m^2 - 1}{4} \right) \rho \left( \frac{m+1}{2} \right)^{p+1} = 0. \tag{3.6}
\]

We choose a special choice of \( m \) for which the second and third terms cancel each other out in (3.6)

\[
m^2 = 1 - \frac{4\gamma}{c^2}. \tag{3.7}
\]

With \( |c| > 2\sqrt{\gamma} \) and \( \gamma > 0 \), we have \( 0 < 1 - \frac{4\gamma}{c^2} < 1 \) and \( m \) is real as we required. We choose the positive square root \( m = +\sqrt{1 - \frac{4\gamma}{c^2}} \). As shown in section 2.2, \( |c| \geq 2\sqrt{\gamma} \) is the condition to obtain a travelling wave solution.

With the choice (3.7), equation (3.6) can be written in terms of \( \rho \) and \( q \) only as

\[
\frac{d^2 \rho}{dq^2} - \frac{\beta m c^2}{m^2 c^2} q^{-m(\frac{p+4}{2})+\frac{\gamma}{4}} \rho^{p+1} = 0. \tag{3.8}
\]

We examine the special case where the exponent of \( q \) is zero in the second terms of (3.8). In this case, an exact solution in closed form can be derived. The exponent of \( q \) is zero if

\[
m = \frac{p}{p+4}. \tag{3.9}
\]

Since \( p \) is real and positive, this choice also implies that \( m \) is real and positive as well as required and thus \( c > 2\sqrt{\gamma} \) and a travelling wave solution exists. The corresponding value for \( c \) is then obtained by substituting this value of \( m \) (3.9) into (3.7). This gives

\[
c^2 = \frac{(p+4)^2 \gamma}{(2p+4)}. \tag{3.10}
\]

We then substitute the expressions (3.9) and (3.10) into (3.8) and obtain

\[
\frac{d^2 \rho}{dq^2} = \frac{2\beta (p+2)}{\gamma p^2} \rho^{p+1}. \tag{3.11}
\]

In order to solve this, we treat the first derivative \( \frac{d\rho}{dq} = \rho' \) as a function of \( \rho \) by writing \( \rho' = f(\rho) \). In that case, \( \rho''(q) = f(\rho)f'(\rho) \) and equation (3.11) can be written as
\[ \frac{f f'}{2} = \frac{2(p+2)}{p^2} \beta \gamma \rho^{p+1}, \]
\[ \int f df = \frac{2(p+2)}{p^2} \beta \gamma \int \rho^{p+1} d\rho, \]
\[ \frac{f^2}{2} = \frac{2}{p^2} \beta \gamma \rho^{p+2} - \frac{a}{2}, \]

where \( a \) is a constant. This gives
\[ (\rho')^2 = \frac{4}{p^2} \beta \gamma \rho^{p+2} - a. \quad (3.12) \]

For the special case where \( p = \gamma = \beta = 1 \) in equation (2.7), the solution of (3.12) can be expressed in terms of the Weierstrass \( \wp \) function. The Weierstrass \( \wp \) function \( \wp(z; g_2; g_3) \), as described by Abramowitz and Stegun (1964), is the solution of the equation
\[ [\wp'(z)]^2 = 4[\wp(z)]^3 - g_2 \wp(z) - g_3. \quad (3.13) \]

In (3.12), \( g_3 = a \) and \( g_2 = 0 \). So the solution of (3.12) is \( \wp(q - k; 0; a) \) where \( k \) is a constant and the solution of the Fisher equation (1.4) is
\[ u(x, t) = e^{-\frac{1}{2} c(\frac{m-1}{2}) (x - ct)} \wp((e^{-\frac{1}{2} c(\frac{m-1}{2}) (x - ct)}) - k; 0; a), \quad (3.14) \]

where \( c^2 = \frac{25}{6} \). This solution was obtained by Ablowitz and Zeppetella (1979) and Szozda (2014) rederived it using the transformation of Feng (2007), as we have done here.

For general \( p, \gamma \) and \( \beta \), a closed form solution can be obtained for the special case where \( a = 0 \) in (3.12). In that case, equation (3.12) becomes
\[ \rho' = \pm \frac{2}{p} \sqrt{\frac{\beta}{\gamma}} \rho^{\frac{p+2}{2}}, \]
\[ \int \rho^{\frac{-p-2}{2}} d\rho = \pm \frac{2}{p} \sqrt{\frac{\beta}{\gamma}} \int dq, \]
\[ \rho = \frac{1}{(\pm \sqrt{\frac{\beta}{\gamma}} q + b)^{\frac{2}{p}}}, \]

where \( b \) is a constant. From this, we can express \( u \) in terms of \( x \) and \( t \) as
\[ u(x, t) = \frac{e^{-\frac{1}{2} c(\frac{m-1}{2}) (x - ct)}}{(\pm \sqrt{\frac{\beta}{\gamma}} e^{-\frac{1}{2} c(m-1)(x - ct)} + b)^{\frac{2}{p}}}, \quad (3.15) \]
where \( c = \pm (p+4)\sqrt{\gamma} \sqrt{2p+4} \), as given in (3.10),

\[
    u(x, t) = \frac{e^{-\frac{\text{sgn} \ c}{2}\sqrt{\frac{\gamma}{2p+2}}(x-ct)}}{(\pm \sqrt{\frac{\beta}{\gamma}} e^{-\frac{\text{sgn} \ c}{2p+2}\sqrt{\frac{\gamma}{2p+2}}(x-ct)} + b)^\frac{1}{p}}.
\]  

(3.16)

If \( b > 0 \) and we choose the negative sign in the denominator \((-\sqrt{\frac{\beta}{\gamma}})\), then the expression in (3.16) is singular at the point \( \xi \) where \( e^{-c\xi^2} = b\sqrt{\frac{\gamma}{\beta}} \). If \( b < 0 \) and we choose the positive sign in denominator \((\sqrt{\frac{\beta}{\gamma}})\), then the expression in (3.16) is singular at the point where the exponential \( e^{-c\xi^2(x-ct)} = -b\sqrt{\frac{\gamma}{\beta}} \).

If \( p \) is an even integer, then there are two solutions one negative and one positive, because of the power of \( \frac{2}{p} \) in the denominator. If \( p \) is not an even integer, then there is one positive solution. If \( c > 0 \), then \( u \to 0 \) as \( \xi \to \infty \) and \( u \to (\frac{\gamma}{\beta})^\frac{1}{p} \) as \( \xi \to -\infty \). If \( c < 0 \), then \( u(x, t) \to (\frac{\gamma}{\beta})^\frac{1}{p} \) as \( \xi \to \infty \) and \( u \to 0 \) as \( \xi \to -\infty \). That mean for \( t > 0 \) and \( c < 0 \) \( \lim_{x \to \infty} u(x, t) = 0 \) and \( \lim_{x \to -\infty} u(x, t) = (\frac{\gamma}{\beta})^\frac{1}{p} \) and if \( c < 0 \) we have \( \lim_{x \to \infty} u(x, t) = (\frac{\gamma}{\beta})^\frac{1}{p} \) and \( \lim_{x \to -\infty} u(x, t) = 0 \). For the Fisher equation (3.2) with \( p = \beta = \gamma = 1 \), For the singular case, we have positive on one side of the singular point and negative on the other side. Depending on the value of \( p \), we can have \( u \to +\infty \) on one side and \( u \to -\infty \) on the other side or \( u \to +\infty \) on both sides or \( u \to \infty \) on one side and no real solution on the other side.

Singular expressions of this type are shown in Figures 3.1 and 3.2. Figure 3.1 shows the case \( p = \gamma = \beta = 1 \) and \( c = \pm \frac{5}{\sqrt{6}} \). The red (thick) curve corresponds to \( c = \frac{5}{\sqrt{6}} \) and the blue (thin) curve corresponds to \( c = -\frac{5}{\sqrt{6}} \). Figure 3.2 shows the case \( p = 2, \gamma = \beta = 1 \) and \( c = \pm \frac{3}{\sqrt{2}} \). The red line and dotted (thick) curves correspond to \( c = \frac{3}{\sqrt{2}} \) and the blue line and dotted (thin) curves \( c = -\frac{3}{\sqrt{2}} \).

Theses correspond to trajectories in the \( y_1, y_2 \)-plane in Figures 2.5 (a) and (d) and 2.6 (a) that extend to infinity as \( \xi \to \infty \) or as \( \xi \to -\infty \).

In order to obtain a nonsingular travelling wave solution, we must choose the constant \( b \) in the denominator of (3.16) to have the same sign as the square root.
Figure 3.1: The graph of the singular function (3.16) for the case where $b$ has the opposite sign of the square root in the denominator. The parameter values are $p = 1$ and $\beta = \gamma = 1$. The red (thick) solid curve corresponds to $c > 0$. The blue (thin) curve corresponds to $c < 0$.

Figure 3.2: The graph of the singular function (3.16) for the case where $b$ has the opposite sign the square root in the denominator. The parameter values are $p = 2$ and $\beta = \gamma = 1$. The red (thick) curve and the red (thick) dotted curves correspond to $c > 0$ and the blue (thin) solid curve. The blue (thin) dotted curves correspond to $c < 0$. 
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in the denominator. If \( p \) is a multiple of 4, then we must choose the positive square root with \( b > 0 \). In that case, there are two real solutions, one positive and one negative. If \( p \) even is not a multiple of 4, then the positive square root with \( b > 0 \) gives a positive solution and the negative square root with \( b < 0 \) gives a negative solution. If \( p \) is an odd or \( p = \frac{1}{n} \) where \( n \) is integer, we can choose either the positive square root with \( b > 0 \) or the negative square root with \( b < 0 \) and the solution will be positive in both cases. If \( p \) is \( \frac{1}{n} \) where \( n \) is not integer, then we must choose the positive square root with \( b > 0 \). In that case, there is one real positive solution. For the positive solution, for \( c > 0 \), \( u \to 0 \) as \( \xi \to \infty \) and \( u \to (\frac{\gamma}{\beta})^{\frac{1}{2}} \) as \( \xi \to -\infty \). Figure 3.3 shows the solution for the case \( p = \gamma = \beta = b = 1 \) and \( c = \pm \frac{5}{\sqrt{6}} \). The red (thick) curve corresponds to \( c = \frac{5}{\sqrt{6}} \) and the blue (thin) \( c = -\frac{5}{\sqrt{6}} \). Figure 3.4 shows the solution for the case \( p = 2 \), \( \gamma = \beta = b = 1 \) and \( c = \pm \frac{3}{\sqrt{2}} \). The red (thick) solid curve and the red dotted (thick) curve correspond to \( c = \frac{3}{\sqrt{2}} \) and the blue (thin) curve and the blue dotted (thin) curve correspond to \( c = -\frac{3}{\sqrt{2}} \).

These travelling wave solutions correspond to the heteroclinic orbits that connect the saddle points (1,0) and (-1,0) with the stable node (0,0) in Figures 2.5 (a) and (d) and 2.6 (a).

For the case \( c > 0 \), the slope of the tangent line to the curve at \( \xi = 0 \) is

\[
U_\xi(0) = s = \frac{-2b}{\sqrt{6}(1 + b)^2}. \tag{3.17}
\]

An estimate of the width of the wave front (Murray 1989) is

\[
L = \frac{(\frac{\gamma}{\beta})^{\frac{1}{2}}}{|s|}. 
\]

In the case of the Fisher equation

\[
L = \frac{1}{|s|}. 
\]

In the rest of the thesis we will consider the case with the positive square root in
the denominator and with \( c > 0 \). In that case (3.16) becomes
\[
  u(x, t) = \frac{e^{-2\sqrt{\frac{\pi}{2}}(x-ct)}}{\left(\sqrt{\frac{3}{7}} e^{\frac{p}{2} \sqrt{2(p+2)}}(x-ct) + b\right)^\frac{2}{p}}, \quad b > 0.
\] (3.18)

An initial condition that leads to the travelling wave solution (3.18) is
\[
  u(x, 0) = \frac{e^{-2\sqrt{\frac{\pi}{2}}x}}{\left(\sqrt{\frac{3}{7}} e^{\frac{p}{2} \sqrt{2(p+2)}}x + b\right)^\frac{2}{p}}, \quad b > 0.
\] (3.19)

If we consider the advection-diffusion-reaction equation (2.7), with \( \bar{c} \neq 0 \), then we obtain a solution that is of the form (3.8) with speed \( c \) is given by
\[
  c = \bar{c} + \frac{5}{\sqrt{6}}. \quad (3.20)
\]

For example, for the case with \( p = 1 \), \( \gamma = \beta = 1 \) and \( c - \bar{c} > 0 \), the wave speed is \( c = \bar{c} + \frac{5}{\sqrt{6}} \). The function (3.18) is the solution of the nondimensional equation (2.7). The solution \( u^* \) of the dimensional equation (2.1) can be found by substituting (2.5) into (3.18). This gives
\[
  u^*(x^*, t^*) = \frac{e^{-2\sqrt{\frac{\pi}{2}}(x^*-ct^*)}}{\left(\sqrt{\frac{3}{7}} e^{\frac{p}{2} \sqrt{2(p+2)}}(x^*-ct^*) + b\right)^\frac{2}{p}}. \quad (3.21)
\] 3.2.2 Exact Solution for the case \( \gamma = 0 \)

In this subsection, we consider equation (2.7) with \( \gamma = 0 \),
\[
  \frac{\partial u}{\partial t} + \bar{c} \frac{\partial u}{\partial x} = \frac{\partial^2 u}{\partial x^2} - \beta u^{p+1}, \quad p > 0. \quad (3.22)
\]

If \( \bar{c} = 0 \), then the change of variables \( \xi = x - ct \) and \( U(\xi) = u(x, t) \) gives
\[
  \frac{d^2 U}{d\xi^2} + c \frac{dU}{d\xi} - \beta U^{p+1}
\]
Figure 3.3: Travelling wave solution (3.16) for the case where $b$ has the same sign as the square root in the denominator. The parameter values are $p = 1$ and $\beta = \gamma = b = 1$. The red (thick) curve corresponds to $c > 0$ and the blue (thin) curve corresponds to $c < 0$.

Figure 3.4: Travelling wave solution (3.16) for the case where $b$ has the same sign as the square root in the denominator. The parameter values are $p = 2$ and $\beta = \gamma = b = 1$. The red (thick) curve and dotted (thick) curves correspond to $c > 0$ and the blue (thin) curve and dotted (thin) curves correspond to $c < 0$. 
and the change of variable (3.3) gives
\[ \frac{d^2U}{d\tau^2} - \frac{\beta}{c^2} \tau^{-2} U^{p+1} = 0. \]

The choice of \( p = 1 \) gives the case considered by Wilhelmsson (1988). They showed that the substitution \( u = t^{-1} \phi(z) \) with \( z = xt^{-\frac{1}{2}} \) gives
\[ \phi_{zz} = \frac{z}{2} \phi_z + \phi - \phi^2 = 0. \]
This equation has a particular solution \( \phi = \frac{a_1}{a_3 + z^2} + \frac{a_4}{(a_3 + z^2)^2} \) where \( a_1 = 12(4 + \sqrt{6}) \), \( a_2 = -24a_3 \) and \( a_3 = 2(15 + 5\sqrt{6}) \). For the general case when \( p \neq 1 \), we do not have a closed form solution.

If \( \bar{c} \neq 0 \) then the change of variables \( \xi = x - \bar{c}t \) and \( U(\xi) = u(x - \bar{c}t) \) gives
\[ \frac{d^2U}{d\xi^2} - \beta U^{p+1} = 0, \tag{3.23} \]
which is of the same form as (3.11). We can solve this by treating the first derivative \( \frac{dU}{d\xi} \) as a function of \( U \) by writing \( U' = f(U) \). In this case \( U'' = f(U)f'(U) \) and equation (3.23) can be written as
\[ ff' = \beta U^{p+1}, \]
\[ \int f df = \beta \int U^{p+1} dU, \]
\[ f^2 = \frac{2\beta}{p + 2} U^{p+2} - a, \]
where \( a \) is constant. This gives
\[ (U')^2 = \frac{2\beta}{p + 2} U^{p+2} - a. \tag{3.24} \]
For the special case where \( p = 1 \) and \( \beta = 6 \) in the solution (3.24) can be expressed in terms of the Weierstrauss \( \wp \)-function which satisfies (3.13).

In (3.24), \( g_3 = a \) and \( g_2 = 0 \). So the solution of (3.24) is \( \wp(\xi - k; 0; a) \) where is \( k \) is a constant and the solution of the equation (3.23) is
\[ u(x, t) = \wp((x - ct - k); 0; a). \tag{3.25} \]
If \( a = 0 \) in equation (3.24), then the solution is

\[
    u(x, t) = U(\xi) = \frac{1}{(\pm \sqrt{\frac{2\beta}{p+2}} \xi + b)^\frac{2}{p}} = \frac{1}{(\pm \sqrt{\frac{2\beta}{p+2}} (x - \bar{c}t) + b)^\frac{2}{p}}, \tag{3.26}
\]

which is singular at the point \( \xi = \pm b \sqrt{\frac{b+2}{2\beta}} \). We have the same possibilities as in the singular case in section 3.2.1. The solution is positive on one side of the singular point and negative on the other side. Depending on the value of \( p \) we have \( u \to +\infty \) on one side and \( u \to -\infty \) on the other side or \( u \to +\infty \) on both sides or \( u \to \infty \) on one side and no real solution on the other side. Figures 3.5 and 3.6 show the singular function (3.26) with \( p = 1 \) and \( p = 2 \).
Figure 3.5: The solution (3.26) for the equation (3.22) with $p = 1$, $\bar{c} \neq 0$, $\gamma = 0$, $\beta = 1$ and $b = 1$ and the positive square root $\sqrt{\frac{2\beta}{p+2}}$ taken in the denominator of (3.26). This case corresponding to phase portraits in Figure 2.7 if the initial condition to the right of (1,0).

Figure 3.6: The solution (3.26) for the equation (3.22) with $p = 2$, $\bar{c} \neq 0$, $\gamma = 0$, $\beta = 1$ and $b = 1$ and the positive square root $\sqrt{\frac{2\beta}{p+2}}$ taken in the denominator of (3.26).
Chapter 4

Perturbations to the Travelling Wave Solutions

4.1 Introduction

In chapter 3 we presented derivations of some travelling wave solutions of the nonlinear reaction-diffusion equation (2.7). In certain special cases the solution is obtained in a simple closed form in terms of the Weierstrass \( \wp \)-function (3.13) and in terms of exponential functions (3.16). The solution (3.16) is in the form of a wave travelling to the right if \( c > 0 \) or to the left if \( c < 0 \). In the case of the Fisher equation (1.4) with \( \bar{c} \neq 0 \), the wave with \( c - \bar{c} > 0 \) has speed \( c = \bar{c} + \frac{5}{\sqrt{6}} \) and an amplitude that approaches 1 at the left (behind the wave front) and approaches 0 at the right (in front of the wave front). Solutions of this type are well-known and their stability properties have been discussed in a number of texts such as Murray (1989). The conditions necessary for the existence of a travelling wave solution were given by Kolmogorov et al. (1937) and generalized by Fife and McLeod (1977) and Bramson (1983, 1986).

In this chapter we state the theorem as presented by Bramson (1983), then we examine some possible sources that can give rise to a perturbation to the
travelling wave solution. We first consider a configuration where a perturbation is introduced in the initial state and then a configuration where the advection speed $\bar{c}$ of the background medium is perturbed. In each case, we are able to derive an approximate asymptotic expression for the perturbation that arises in the solution. We consider the special case where $\gamma = 1$, $\beta = 1$, $p = 1$ and $\bar{c} \neq 0$ in equation (2.6) which is the Fisher equation with an advection term,

$$\frac{\partial u}{\partial t} + \bar{c} \frac{\partial u}{\partial x} = \frac{\partial^2 u}{\partial x^2} + u(1 - u). \quad (4.1)$$

In section 4.1 a spatially varying perturbation is added to the initial condition and in section 4.2 a perturbation that depends on time and space is added to the constant background flow speed $\bar{c}$.

4.2 Convergence Theorem

In this section we state the theorem of Bramson (1983) written in the wording of our configuration. We define a travelling wave to be a wave function that travels with time in such a way that the shape of the solution is the same for all time and the speed of propagation of this shape is constant (Murray, 1989).

For a solution $u(x, t)$ of the Fisher equation, Bramson defines a function $m(t)$ by

$$m(t) = \max\{x \in \mathbb{R} : e^{t} \int_{-\infty}^{\infty} u(y, 0) e^{\frac{(x-y)^2}{2t}} dy \geq 1\}$$

The integral in this expression is the solution of the heat equation

$$\frac{\partial v}{\partial t} = \frac{1}{2} \frac{\partial^2 v}{\partial x^2}, \quad (4.2)$$

subject to the initial condition

$$v(x, 0) = u(x, 0) = f(x). \quad (4.3)$$

The solution of this initial value problem could be obtained, for example, by taking a Fourier transform and solving the resulting equation by making use of
the Fourier convolution theorem. As an example, if \( u(x, t) \) is the function (3.20), then \( u(x, 0) \) is the function shown in the red curve in Figure 3.3. Using this as an initial condition for the heat equation (4.2) gives

\[
v(x, t) = \int_{-\infty}^{\infty} u(y, 0) e^{-\frac{(x-y)^2}{4\nu t}} \, dy
\]

with \( \nu = \frac{1}{2} \). The function \( e^{-\frac{x^2}{2\nu t}} \) is the heat kernel. As \( x \to \infty \), \( u(x, 0) \to 0 \) and for some value of \( x \), say \( x = x_2 \), the function is close to zero for \( x > x_2 \). The value \( m \) gives a way of defining this number. For \( x > m \), \( u(x, 0) \) is so small that the integral \( v(x, t) \) becomes smaller then \( e^{-t} \). For a function \( u(x, t) \) that changes with \( t \), the location of \( m \) changes with \( t \).

The theorem concerns situation where the initial function \( u(x, 0) = f(x) \) satisfies \( 0 \leq f(x) \leq 1 \) and \( f(x) \) is piecewise continuous (Fife and McLeod, 1977).

**Theorem 4.1** Bramson (1983)

Consider the nonlinear diffusion-reaction equation

\[
\frac{\partial u}{\partial t} = \frac{1}{2} \frac{\partial^2 u}{\partial x^2} + F(u),
\]

(4.4)

where \( F \) is a nonlinear function satisfying

\[
F(0) = F(1) = 0, \quad F(u) > 0 \text{ for } 0 < u < 1,
\]

\[
F'(u) \leq 1, \quad 0 < u < 1, \quad 1 - F'(u) = O(u^n) \text{ as } u \to \infty, \quad \text{where } n > 0.
\]

(4.5)

Let \( u(x, t) \) be a solution of (4.4) and suppose that for some \( h > 0 \)

\[
\lim_{t \to \infty} \frac{1}{t} \log \left( \int_t^{t(1+h)} u(y, 0) \, dy \right) = B,
\]

(4.6)

where \( 0 < |B| < \sqrt{2} \) and for some \( \eta, M, N > 0 \),

\[
\int_x^{x+N} u(y, 0) \, dy > \eta \quad \text{for } x \leq -M.
\]

(4.7)

Then

\[
u(x + m(t), t) \to W^\kappa(x)
\]

(4.8)

uniformly in \( x \) as \( t \to \infty \), where \( \kappa = c = -\frac{1}{B} - \frac{B}{2} \), or equivalently \( B = -c + \sqrt{c^2 - 2} \).
The proof of this theorem is given by Bramson (1983). The theorem says that if $u(x,t)$ is a function satisfying conditions (4.4)-(4.7) then as $t \to \infty$, $u(x + m(t),t)$ becomes a travelling wave $W^\kappa(x)$. In the theorem the travelling wave denoted as $W^\kappa$ is defined such that $e^{-Bx}W^\kappa(x) \to 1$, as $x \to \infty$ for some $B < 0$.

Equation (4.4) corresponds to the dimensional equation (1.1) with diffusion coefficient $\nu = \frac{1}{2}$. In our case, we nondimensionalized (1.1) so that the diffusion coefficient became $\nu = 1$. With $F(u) = u(1-u)$ we obtained the solution
\begin{equation}
 u(x,t) = \frac{e^{-\frac{c^2}{\sqrt{6}}(x-ct)}}{\left(e^{-\frac{1}{\sqrt{6}}(x-ct)} + b\right)^2},
\end{equation}
where $c = \frac{5}{\sqrt{6}}$ and $b > 0$. For general $\nu$, the theorem holds with the same conditions (4.5), (4.6) and (4.7), with $B$ depending on $\nu$ and $0 < |B| < \sqrt{2}$, but in the condition (4.8) we would instead have $\kappa = -B\nu - \frac{1}{B}$. So for $\nu = 1$, we have $\kappa = c = -B - \frac{1}{B}$ or equivalently $B = \frac{-c - \sqrt{c^2 - 4}}{2}$ the eigenvalue expression in (2.16) with $\gamma = 1$. For general $\nu$, $m$ is defined as
\begin{equation}
 m(t) = \max\{x \in \mathbb{R} : e^t \int_{-\infty}^{\infty} u(y,0) e^{-\frac{(x-y)^2}{2\nu t}} dy \geq 1\}
\end{equation}

4.3 Perturbation to the Initial Condition

The exact solutions obtained in the special cases in chapter 3 correspond to some specific initial conditions. With other more general initial conditions, while it may not be possible to obtain exact solution in closed form, it would be desirable to obtain information about the qualitative behaviour of the solution for finite time and for infinite time.

In this section we perturb the travelling wave solution of the Fisher equation (4.1) by adding an $x$-dependent perturbation to the initial condition and we seek to obtain an expression for the resulting perturbation to the solution. We consider the initial-value problem comprising equation (4.1) subject to an initial condition
of the form
\[ u(x, 0) = f(x) = f^{(0)}(x) + \varepsilon f^{(1)}(x), \]  
(4.10)
where
\[ f^{(0)}(x) = \frac{e^{-\frac{2}{\sqrt{6}}x}}{(e^{-\frac{1}{\sqrt{6}}x} + b)^2} \]  
(4.11)
and \( f^{(1)}(x) \) is a specified function that satisfies the limiting conditions \( f^{(1)} \to 0 \) as \( x \to \pm \infty \).

The perturbation \( \varepsilon f^{(1)} \) added to the initial condition gives rise to an \( O(\varepsilon) \) perturbation to the solution and the solution can then be written as an expansion in powers of \( \varepsilon \),
\[ u(x, t) \sim u^{(0)}(x, t) + \varepsilon u^{(1)}(x, t), \quad \varepsilon \to 0, \]  
(4.12)
and substitute this into equation (4.1) to obtain
\[ -c\frac{\partial u^{(0)}}{\partial t} + \bar{c}\frac{\partial u^{(0)}}{\partial x} + \varepsilon\left( \frac{\partial u^{(1)}}{\partial t} + \bar{c}\frac{\partial u^{(1)}}{\partial x} \right) = \frac{\partial^2 u^{(0)}}{\partial x^2} + u^{(0)}(1 - u^{(0)}) + \varepsilon\left( \frac{\partial^2 u^{(1)}}{\partial x^2} - 2u^{(0)}u^{(1)} + u^{(1)} \right) + O(\varepsilon^2). \]  
(4.13)

The leading order term \( u^{(0)}(x, t) \) satisfies the Fisher equation (1.4) with the initial condition \( u^{(0)}(x, 0) = f^{(0)}(x) \) where \( f^{(0)}(x) \) is given by (4.11). This means that
\[ u^{(0)}(x, t) = U^{(0)}(x - ct) = U^{(0)}(\xi) \]  
where \( U^{(0)} \) satisfies
\[ -(c - \bar{c}) \frac{dU^{(0)}}{d\xi} = \frac{d^2 U^{(0)}}{d\xi^2} + U^{(0)}(1 - U^{(0)}), \]  
(4.14)
and thus
\[ u^{(0)}(x, t) = U^{(0)}(\xi) = f^{(0)}(\xi). \]

At \( O(\varepsilon) \) we obtain
\[ \frac{\partial u^{(1)}}{\partial t} + \bar{c}\frac{\partial u^{(1)}}{\partial x} = \frac{\partial^2 u^{(1)}}{\partial x^2} + (1 - 2U^{(0)})u^{(1)} \]  
(4.15)
with initial condition \( u^{(1)}(x,0) = f^{(1)}(x) \). The form of this equation suggests that \( u^{(1)} \) depends on \( \xi = x - ct \). More generally, \( u^{(1)} \) may depend explicitly on \( x \) and \( t \) as well as \( \xi \) and this is examined in section 4.3.2.

If the initial function \( f(x) = f^{(0)}(x) + \varepsilon f^{(1)}(x) \) satisfies conditions (4.6) and (4.7) then the solution \( u \) converge to a travelling wave solution as \( t \to \infty \) according to Theorem 4.1. To determine the conditions on \( f^{(1)} \) for the conclusions of the theorem to hold we consider the integral

\[
\int_t^{t+th} (f^{(0)}(y) + \varepsilon f^{(1)}(y)) \, dy
\]

and note that \( f^{(0)}(y) \sim e^{-\frac{2}{\sqrt{6}}y} \) as \( y \to \infty \). That means that

\[

\int_t^{t+th} (f^{(0)}(y)) \, dy \sim \frac{\sqrt{6}e^{-\frac{2}{\sqrt{6}}t}}{2b^2} (1 - e^{-\frac{2}{\sqrt{6}}th})

\]

\[
\sim \frac{\sqrt{6}e^{-\frac{2}{\sqrt{6}}t}}{2b^2}, \quad t \to \infty.
\]

Taking the logarithm of this, dividing by \( t \) and then taking the limit as \( t \to \infty \) gives the limit \( B = -\frac{2}{\sqrt{6}} \) in the theorem. If

\[
f^{(1)}(x) \ll e^{-\frac{2}{\sqrt{6}}x}, \quad x \to \infty, \quad (4.16)
\]

then \( f^{(0)} + \varepsilon f^{(1)} \) satisfies the condition (4.6) with the same value of \( B = -\frac{2}{\sqrt{6}} \).

We also observe that the condition (4.7) holds for \( f^{(0)} \) because we can choose \( M, N > 0 \) such that for \( x \leq N - M < 0 \), \( f^{(0)}(x) \) is close to 1, i.e., \( 1 - a < f^{(0)}(x) < 1 \) for some \( a > 0 \). In that case \( \int_x^{x+N} f^{(0)}(y) \, dy > N(1-a) \) for \( x \leq -M \) and we can choose \( \eta \) in condition (4.7) such that \( \eta = N(1-a) \). If

\[
f^{(1)}(x) \geq 0 \quad \text{for} \quad x \leq N - M, \quad (4.17)
\]

then \( \int_x^{x+N} f^{(0)}(y) + \varepsilon f^{(0)}(y) \, dy \geq \int_x^{x+N} f^{(0)}(y) \, dy > \eta \). So if \( f^{(1)}(y) \) satisfies (4.17), the perturbed solution will converge to a travelling wave. In section 4.3 we consider different forms of \( f^{(1)} \), some of which give travelling wave solutions and some of which do not.
4.3.1 $\xi$-dependent Perturbation

We consider equation (4.15) and write $u^{(1)}(x,t) = U^{(1)}(\xi)$. In this case the solution $u^{(1)}$ is a travelling wave because it depends on $\xi$ only. This gives

$$U_{\xi\xi}^{(1)} + (c - \bar{c})U_{\xi}^{(1)} + [1 - 2f^{(0)}(\xi)]U^{(1)} = 0.$$  \hspace{1cm} (4.18)

To eliminate the first derivative term in (4.18), we write

$$U^{(1)}(\xi) = h(\xi)e^{-(c-\bar{c})\xi},$$  \hspace{1cm} (4.19)

which transforms (4.18) into

$$h_{\xi\xi} - \left(2f^{(0)}(\xi) + \frac{(c - \bar{c})^2}{4} - 1\right)h = 0.$$  \hspace{1cm} (4.20)

We define

$$Q(\xi) = 2f^{(0)}(\xi) + \frac{(c - \bar{c})^2}{4} - 1.$$  \hspace{1cm} (4.21)

The function $f^{(0)}(\xi)$ is slowly-varying with respect to $\xi$. Thus, as $\xi \to \infty$ and $\xi \to -\infty$ $Q(\xi)$ is slowly varying with respect to $\xi$ as $\xi \to \infty$ and $\xi \to -\infty$ and can be written as

$$Q(\xi) = q(\delta \xi) = q(\tau), \quad |\frac{dQ}{d\xi}| \sim \delta \quad \text{for some} \quad \delta \ll 1$$

we can use the WKB method which described in Appendix B.

Since $(c - \bar{c})^2 = \frac{25}{6}$ and $0 < f^{(0)}(\xi) < 1$ for all $\xi \in \mathbb{R}$,

$$Q(\xi) = 2f^{(0)}(\xi) + \frac{1}{24} > 0$$  \hspace{1cm} (4.22)

for all $\xi \in \mathbb{R}$.

Thus the WKB approximation for the solution of (4.20) takes the form

$$h(\xi) = A_1h_1(\xi) + B_1h_2(\xi),$$  \hspace{1cm} (4.23)

where

$$h_1 \sim \frac{\exp(\int_{\xi_a}^{\xi} \sqrt{Q}d\xi)}{\sqrt{Q}}, \quad h_2 \sim \frac{\exp(-\int_{\xi_a}^{\xi} \sqrt{Q}d\xi)}{\sqrt{Q}}, \quad \text{as} \quad |\xi| \to \infty$$  \hspace{1cm} (4.24)
and $A_1$ and $B_1$ are constants and $a$ is an arbitrary fixed value of $\xi$, and the solution of (4.18) is

$$u^{(1)}(x,t) = U^{(1)}(\xi) \sim \frac{A_1 \exp(\int_a^\xi \sqrt{Q} d\xi) + B_1 \exp(-\int_a^\xi \sqrt{Q} d\xi)}{\sqrt{Q}} \exp\left(-\frac{(c-\bar{c})\xi}{2}\right).$$

(4.25)

The form of the function $f^{(0)}(\xi)$ is such that it can be approximated by 1 for $\xi$ less than some value $\xi_1$ and it can be approximated by 0 for $\xi$ greater than some value $\xi_2$. Setting $f^{(0)}(\xi)$ to 1 gives

$$h_1(\xi) \sim e^{\left(\frac{7}{2\sqrt{6}}\right)\xi}, \quad h_2(\xi) \sim e^{-\left(\frac{7}{2\sqrt{6}}\right)\xi},$$

(4.26)

$$U^{(1)}(\xi) \sim \sqrt{24}(A_1 e^{\frac{1}{\sqrt{6}}\xi} + B_1 e^{-\frac{6}{\sqrt{6}}\xi}), \quad \xi \to -\infty,$$

(4.27)

In order to have a bounded solution as $\xi \to -\infty$, we must have $B_1 = 0$. Setting $f^{(0)}(\xi)$ to 0 gives

$$h_1(\xi) \sim e^{\left(\frac{1}{2\sqrt{6}}\right)\xi}, \quad h_2(\xi) \sim e^{-\left(\frac{1}{2\sqrt{6}}\right)\xi},$$

(4.28)

$$U^{(1)}(\xi) \sim \sqrt{24}(A_2 e^{-\frac{2}{\sqrt{6}}\xi} + B_2 e^{-\frac{2}{\sqrt{6}}\xi}), \quad \xi \to \infty,$$

(4.29)

where $A_2$ and $B_2$ are constants.

For $\xi_1 < \xi < \xi_2$, the functions $f^{(0)}$ and $Q$ are not slowly varying functions of $\xi$, so neither of the expressions (4.27) and (4.29) can be used as approximations. In the interval $\xi_1 < \xi < \xi_2$, we can find a solution to the O.D.E (4.18) as a power series in powers of $\xi$ by expanding $f^{(0)}$ as a power series and substituting it into (4.18). The first few terms of the power series for $f^{(0)}$ give the approximation

$$f^{(0)}(\xi) \approx \frac{1}{(1+b)^2} - \frac{2b}{\sqrt{6}(1+b)^3} \xi + \frac{b(2b-1)}{6(b+1)^2} \xi^2.$$  

(4.30)

The graph of the approximation (4.30) is shown in Figure 4.1 compared with the exact expression $f^{(0)}(\xi)$. Thus,

$$1 - 2f^{(0)}(\xi) = \sum_{k=0}^{\infty} a_k \xi^k \approx a_0 + a_1 \xi + a_2 \xi^2,$$

(4.31)

where $a_0 = 1 - \frac{2}{(1+b)^2}$, $a_1 = \frac{4}{\sqrt{6}(1+b)^3}$ and $a_2 = \frac{2b(3b-2)}{3(b+1)^2}$. 
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Figure 4.1: Illustration of an approximation for the function $f^{(0)}(\xi)$. The red (thin) curve shows the function $f^{(0)}(\xi)$ given by (3.18) and the blue (thick) curve shows the approximation (4.30)

We seek a power series solution for $U^{(1)}$ in the form

$$U^{(1)}(\xi) = \sum_{k=0}^{\infty} C_k \xi^k,$$

(4.32)

where $C_k$ are constants. Substituting (4.31) and (4.32) into (4.18) gives

$$(2C_2 + 6C_3\xi + 12C_4\xi^2 + 20C_5\xi^3 + ...) + (c - \bar{c})(C_1 + 2C_2\xi + 3C_3\xi^2 + 4C_4\xi^3 + ...) + (a_0 + a_1\xi + a_3\xi^2 + ...)(C_0 + C_1\xi + C_2\xi^2 + C_3\xi^3 + ...) = 0.$$

(4.33)
We group together terms with like powers of $\xi$ and find

\[ C_2 = \frac{-(c - \bar{c})C_1 - a_0C_0}{2}, \]

\[ C_3 = \frac{-2(c - \bar{c})C_2 - a_0C_1 - a_1C_0}{6}, \]

\[ C_4 = \frac{-3(c - \bar{c})C_3 - a_0C_2 - a_1C_1 - a_2C_0}{12}, \]

In general, we can see that

\[ C_k = \frac{-(k - 1)(c - \bar{c})C_{k-1} - \sum_{n=2}^{k-2} a_n C_{k-2-n}}{k(k - 1)}, \]

for $k \geq 2$. We can prove this general formula for $C_k$ using mathematical induction.

We observe that each coefficient $C_k$, $k \geq 2$, can be expressed as a linear combination of $C_0$ and $C_1$. Grouping together all the terms involving $C_0$ and grouping together all the terms involving $C_1$, the series can be written as

\[ U^{(1)}(\xi) = C_0 g_0(\xi) + C_1 g_1(\xi) \quad (4.34) \]

where $g_0(\xi) = 1 + \sum_{n=2}^{k-2} \kappa_0 n \xi^n$ and $g_1(\xi) = \xi + \sum_{n=2}^{k-2} \kappa_1 n \xi^n$ and $\kappa_0$ and $\kappa_1$, $n = 2, \ldots, k - 2$ are constants that depend on $(c - \bar{c})$ and on the coefficients $a_0, a_1, a_2, \ldots$.

The constants $C_0$ and $C_1$ depend on the initial condition specified. To determine the interval of convergence of this series solution, we note (4.18) is a variable coefficient O.D.E with coefficients that are analytic function of $\xi$. A standard theorem from the linear O.D.Es (see, for example, Tenenbaum, 1985) tells us that the radius of convergence of the power series solution (4.32) is at least as great as the distance from $\xi = 0$ to the singular point of the equation (4.18) which is closest to $\xi = 0$ in the complex $\xi$-plane. Since the equation (4.18) has no singularity, the radius of convergence is infinite. Thus, (4.34) is valid for all $\xi$.

If the solution (4.34) approximated by the first few terms in the series the resulting error of the approximation is $O(\xi^{n+1})$ according to Taylor’s Remainder
theorem. Figure 4.2 shows the graph of the approximation $U^{(1)} = \sum_{k=0}^{4} C_k \xi^k$ are the interval $-4 < \xi < 4$ for some arbitrary choices of $C_0$ and $C_1$. For $|\xi| > 4$ the graphs of the asymptotic expressions (4.27) and (4.29) are shown for values of the constants $A_1$, $A_2$, $B_2$ and $B_2$ that allow these expressions to match as $\xi \to \xi_2$ and $\xi \to \xi_1$.

Since $u^{(1)}$ is a function of $\xi$ only, it is a travelling wave with speed $c$ and thus $u(x,t) = u^{(0)} + \varepsilon u^{(1)}$ is a travelling wave.

Figure 4.2: Illustration of the form of the asymptotic solution $u^{(1)}(x,t) = U^{(1)}(\xi)$ for $\xi < \xi_1$ (the black dashed curve), $\xi_1 < \xi < \xi_2$ (the blue solid curve) and $\xi < \xi_2$ (the red dash-dot curve)
4.3.2 $\xi$, $t$- and $x$-dependent Perturbation

In section 4.3.1 we found an approximation for the solution $u^{(1)}(x,t) = U^{(1)}(\xi)$ corresponding to the perturbed initial condition (4.11). More generally, $u^{(1)}$ may depend explicitly on $t$ as well as $\xi$, as shown in Murray (1989). In this section we consider a perturbation that depends explicitly on both $t$ and $x$, as well as $\xi$. We consider the case where the solution of equation (4.15) takes the form

$$u^{(1)}(x,t) = \alpha(\xi) \beta(x,t),$$

where $\xi = x - ct$. Substituting this form into (4.15) gives

$$\alpha_{\xi\xi}(\xi) + (c - \bar{c})\alpha_{\xi}(\xi) + \alpha(\xi)(1 - 2U^{(0)})$$

$$= \left[\frac{\beta_t + \bar{c}\beta_x - \beta_{xx}}{\beta}\right] \alpha(\xi) - \frac{2\beta_x}{\beta} \alpha_{\xi}(\xi) \quad (4.35)$$

Since the left hand side depends on $\xi$ only, the function $\beta$ must chosen so that the right hand side also depends on $\xi$ only. This leads to the choice $\beta = e^{-\lambda t} e^{-\mu x}$.

For $x > 0$ then we obtain

$$\alpha_{\xi\xi} + (c - \bar{c} - 2\mu)\alpha_{\xi} + (1 + \lambda + \bar{c}\mu + \mu^2 - 2U^{(0)})\alpha = 0. \quad (4.36)$$

To eliminate the first derivative we perform the change of variable

$$\alpha(\xi) = h(\xi) e^{-\frac{(c - \bar{c} - 2\mu)^2}{4} \xi}, \quad (4.37)$$

Substituting this into (4.36) gives

$$h_{\xi\xi} - Q(\xi)h = 0, \quad (4.38)$$

where

$$Q(\xi) = 2f^{(0)}(\xi) + \frac{(c - \bar{c} - 2\mu)^2}{4} - \mu^2 - \lambda - \bar{c}\mu - 1.$$

Simplifying this expression and setting $(c - \bar{c}) = \frac{5}{\sqrt{6}}$ gives

$$Q(\xi) = 2f^{(0)}(\xi) + \frac{1}{24} - (\lambda + c\mu),$$

or

$$Q(\xi) = 2f^{(0)}(\xi) + \frac{1}{24} - \sigma, \quad (4.39)$$
where \( \sigma = \lambda + c\mu \).

For \( x < 0 \), we obtain the same expression (4.39) for \( Q \) but with \( \sigma = \lambda - c\mu \).

For values of \( \xi \) for which \( Q(\xi) > 0 \), two linearly independent solutions of equation (4.38) are

\[
h_1(\xi) \sim \frac{\exp\left(\int_a^\xi \sqrt{Q} d\tilde{\xi}\right)}{\sqrt{Q}}, \quad h_2(\xi) \sim \frac{\exp\left(-\int_a^\xi \sqrt{Q} d\tilde{\xi}\right)}{\sqrt{Q}}, \quad |\xi| \to \infty. \tag{4.40}
\]

For values of \( \xi \) for which \( Q(\xi) < 0 \), two linearly independent solutions of equation (4.37) are

\[
h_1(\xi) \sim \frac{\cos\left(\int_a^\xi \sqrt{-Q} d\tilde{\xi}\right)}{\sqrt{-Q}}, \quad h_2(\xi) \sim \frac{\sin\left(\int_a^\xi \sqrt{-Q} d\tilde{\xi}\right)}{\sqrt{-Q}}, \quad |\xi| \to \infty. \tag{4.41}
\]

If \( \sigma < \frac{1}{24} \), then \( Q(\xi) > 0 \) for all \( \xi \), and so the solution is a linear combination of the exponential functions (4.40). If \( \sigma = \frac{1}{24} \), then \( Q(\xi) > 0 \), so the solution is a linear combination of the exponential functions (4.40) for \( \xi \to -\infty \), and \( Q(\xi) \to 0^+ \) as \( \xi \to \infty \) and so the solution is asymptotic to a constant for \( \xi \to \infty \). If \( \sigma = \frac{49}{24} \), then \( Q(\xi) < 0 \), so the solution is linear combination of the oscillatory functions (4.41) as \( \xi \to \infty \) and \( Q(\xi) \to 0^- \) as \( \xi \to -\infty \), the solution is asymptotic to a constant. If \( \sigma > \frac{49}{24} \) then \( Q(\xi) < 0 \) for all \( \xi \) so the solution is linear combination of the oscillatory function (4.41).

If \( \frac{49}{24} \geq \sigma > \frac{1}{24} \) then there is a turning point. To find the turning point we solve the equation \( Q(\tilde{\xi}) = 0 \). This can be written as

\[
2f^{(0)}(\xi) = 1 + \lambda + \tilde{c}\mu + \mu^2 - \frac{(c - \tilde{c} - 2\mu)^2}{4}
\]

\[
\frac{e^{-\frac{1}{4\sqrt{b}}\xi}}{(e^{-\frac{1}{4\sqrt{b}}\xi} + b)^2} = \frac{1}{2}(\lambda - \frac{(c - \tilde{c} - 2\mu)^2}{4} + 1),
\]

\[
(1 + be^{-\frac{1}{4\sqrt{b}}\xi}) = \frac{1}{\sqrt{\frac{1}{2}(\lambda - \frac{(c - \tilde{c} - 2\mu)^2}{4} + 1)}}.
\]
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Thus, the turning point is at

$$\bar{\xi} = \sqrt{6} \ln \left( \frac{1}{b} \sqrt{\frac{1}{2} + \frac{\lambda + \bar{c} \mu + \mu^2}{2} - \frac{\lambda - \bar{c} - 2\mu}{8}} - \frac{1}{b} \right),$$

(4.42)

So the solution is a linear combination of the exponential functions (4.40) for \( \xi < \xi_1 \) and a linear combination of the oscillatory functions (4.41) for \( \xi > \xi_2 \).

For \( \xi_1 < \xi < \xi_2 \) an approximation for the solution can be found as a series in powers of \( \xi \) as in section 4.3.1. A summary of the different types of solution corresponding to different values of \( \sigma \) is given in Table 4.1.

<table>
<thead>
<tr>
<th>( \sigma )</th>
<th>Solution ( h(\xi) ) as ( \xi \to -\infty )</th>
<th>Solution ( h(\xi) ) as ( \xi \to \infty )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma &lt; \frac{1}{24} )</td>
<td>exponential</td>
<td>exponential</td>
</tr>
<tr>
<td>( \sigma = \frac{1}{24} )</td>
<td>exponential</td>
<td>approximately constant</td>
</tr>
<tr>
<td>( \frac{1}{24} &lt; \sigma &lt; \frac{49}{23} )</td>
<td>exponential</td>
<td>oscillatory</td>
</tr>
<tr>
<td>( \sigma = \frac{49}{23} )</td>
<td>approximately constant</td>
<td>oscillatory</td>
</tr>
<tr>
<td>( \sigma &gt; \frac{49}{23} )</td>
<td>oscillatory</td>
<td>oscillatory</td>
</tr>
</tbody>
</table>

Table 4.1: Summary of the types of solution \( h(\xi) \) as \( \xi \to -\infty \) and as \( \xi \to \infty \) corresponding to different values of \( \sigma \).

Thus, the solution of (4.15) is

$$u^{(1)}(x, t) = h(x - ct) \exp \left( \frac{-(c - \bar{c} - 2\mu)}{2} \xi - \mu |x| - \lambda t \right),$$

(4.43)

where \( h \) is given by (4.40) or (4.41) and the initial condition is \( u^{(1)}(x, 0) = f^{(1)}(x) = h(x)e^{-\frac{1}{2}(c-\bar{c})x} \). We note that there is no explicit \( x \)-dependence in these expressions. However, the value of the constant \( \mu \) affects the rate of exponential decay with \( t \).
For $x > 0$ the solution (4.43) can be written as

$$u^{(1)}(x, t) = h(x - ct) \exp \left( -\frac{1}{2}(c - \bar{c})\xi - (\lambda + c\mu) t \right). \quad (4.44)$$

For the cases where $h_1$ and $h_2$ are exponential functions we have

$$h \sim A e^{\frac{1}{2\sqrt{6}}\xi} + B e^{\frac{-1}{2\sqrt{6}}\xi} + e^{(\frac{1}{2\sqrt{6}} - \mu) \xi}, \quad \xi \to \infty,$$

which gives

$$u^{(1)} \sim (A e^{\frac{c - \bar{c}}{2\sqrt{6}}t} + B e^{\frac{-c - \bar{c}}{2\sqrt{6}}t} + e^{(\frac{1}{2\sqrt{6}} - \mu)(x - ct)} e^{-\frac{5}{2\sqrt{6}}x} e^{(\frac{5}{2\sqrt{6}} c - (\lambda + c\mu)t)}), \quad (x - ct) \to \infty.$$

For fixed $x$, as $t \to \infty$, we have

$$u^{(1)} \sim (A e^{\frac{c - \bar{c}}{2\sqrt{6}}t} + B e^{\frac{-c - \bar{c}}{2\sqrt{6}}t} + e^{(\frac{1}{2\sqrt{6}} - \mu)(x - ct)} e^{-\frac{5}{2\sqrt{6}}x} e^{(\frac{5}{2\sqrt{6}} c - (\lambda + c\mu)t)} = A e^{\frac{c - \bar{c}}{2\sqrt{6}c} - (\lambda + c\mu)t} + B e^{\frac{-c - \bar{c}}{2\sqrt{6}c} - (\lambda + c\mu)t} + e^{(\frac{2}{\sqrt{6}c} - \lambda)t}.$$

Considering the dominant term, if $\mu < \frac{1}{\sqrt{6}}$ we see that $u^{(1)} \sim e^{(\frac{2}{\sqrt{6}c} - (\lambda + c\mu)t)}$ as $t \to \infty$. In order to have a bounded solution $u^{(1)}$ as $t \to \infty$ we require that $\lambda + c\mu \geq \frac{3}{\sqrt{6}} c$. If $\lambda + c\mu = \frac{3}{\sqrt{6}} c$ then $u^{(1)} \sim O(1)$ as $t \to \infty$. If $\mu > \frac{1}{\sqrt{6}}$ we see that $u^{(1)} \sim e^{(\frac{2}{\sqrt{6}c} - \lambda)t}$ as $t \to \infty$. In order to have a bounded solution $u^{(1)} \to 0$ as $t \to \infty$ we require that $\lambda \geq \frac{2}{\sqrt{6}c}$ which means $\lambda + c\mu \geq \frac{3}{\sqrt{6}} c$.

For fixed $t$, as $x \to \infty$, we have

$$u^{(1)} \sim (A e^{\frac{c - \bar{c}}{2\sqrt{6}c}x} + B e^{\frac{-c - \bar{c}}{2\sqrt{6}c}x} + e^{(\frac{1}{2\sqrt{6}} - \mu)x} e^{-\frac{5}{2\sqrt{6}}x} = (A e^{\frac{c - \bar{c}}{2\sqrt{6}}x} + B e^{\frac{-c - \bar{c}}{2\sqrt{6}}x} + e^{(\frac{2}{\sqrt{6}c} - \mu)x}).$$

Considering the dominant term, we see that $u^{(1)} \sim e^{(-\frac{2}{\sqrt{6}}x)}$ as $x \to \infty$, which means that $u^{(1)} \to 0$ as $x \to \infty$. Thus this solution satisfies the condition (4.16) at $t = 0$.

For the cases where $h_1$ and $h_2$ are oscillatory or approximately constant, we have

$$h \sim O(1) + e^{(\frac{1}{2\sqrt{6}} - \mu)\xi}, \quad \xi \to \infty,$$
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which gives
\[ u^{(1)} \sim (O(1) + e^{\left(\frac{1}{2\sqrt{\pi}} - \mu\right)(x - ct)})e^{-\frac{x}{2\sqrt{\pi}}}e^{\left(\frac{2}{2\sqrt{\pi}}e^{\left(\frac{1}{2\sqrt{\pi}}(\lambda + c\mu)\right)t}\right)}, \quad (x - ct) \to \infty, \]
\[ \sim e^{-\frac{x}{2\sqrt{\pi}}}e^{\left(\frac{2}{2\sqrt{\pi}}e^{\left(\frac{1}{2\sqrt{\pi}}(\lambda + c\mu)\right)t}\right)} + e^{\left(\frac{\mu}{2\sqrt{\pi}} - \mu\right)x}e^{\left(\frac{2}{2\sqrt{\pi}}c - \lambda\right)t}. \]

For fixed \( x \) as \( t \to \infty \), we have \( u^{(1)} \sim e^{\left(\frac{2}{2\sqrt{\pi}}c - \lambda\right)t} \) as \( t \to \infty \). If \( \mu < \frac{1}{2\sqrt{6}} \), then in order to have a bounded solution \( u^{(1)} \) as \( t \to \infty \) require that \( \lambda \geq \frac{2}{\sqrt{6}}c \). If \( \mu > \frac{1}{2\sqrt{6}} \) then we have \( u^{(1)} \sim e^{\left(\frac{2}{2\sqrt{\pi}}e^{\left(\frac{1}{2\sqrt{\pi}}(\lambda + c\mu)\right)t}\right)} \) as \( t \to \infty \). In order to have a bounded solution \( u^{(1)} \) as \( t \to \infty \) we require that \( \lambda + c\mu \geq \frac{5}{2\sqrt{6}}c \).

For fixed \( t \), we have \( u^{(1)} \sim O(1)e^{-\frac{x}{2\sqrt{\pi}}}e^{-\left(\frac{2}{2\sqrt{\pi}}\mu\right)x} \) as \( x \to \infty \), which means that \( u^{(1)} \to 0 \) as \( x \to \infty \).

For \( x < 0 \) the solution (4.43) can be written as
\[ u^{(1)}(x, t) \sim h(x - ct) \exp\left(-\frac{5}{2\sqrt{6}}x\right)\exp\left(\frac{5}{2\sqrt{6}}ct - (\lambda - c\mu)t\right). \quad (4.45) \]

For the cases where \( h_1 \) and \( h_2 \) are exponential functions, we have
\[ h \sim Ae^{\frac{7}{2\sqrt{\pi}}\xi} + Be^{\frac{7}{2\sqrt{\pi}}\xi} + e^{\left(\frac{9}{2\sqrt{\pi}} + \mu\right)\xi}, \quad \xi \to \infty \]

which gives
\[ u^{(1)}(x, t) \sim (Ae^{\frac{7}{2\sqrt{\pi}}\xi} + Be^{\frac{7}{2\sqrt{\pi}}\xi} + e^{\left(\frac{9}{2\sqrt{\pi}} + \mu\right)\xi})e^{-\frac{x}{2\sqrt{\pi}}}e^{\left(\frac{2}{2\sqrt{\pi}}e^{\left(\frac{1}{2\sqrt{\pi}}(\lambda + c\mu)\right)t}\right)} \]
\[ \sim (Ae^{\frac{4}{\sqrt{\pi}}} + Be^{\frac{4}{\sqrt{\pi}}} + e^{\left(\frac{2}{2\sqrt{\pi}}\mu\right)x})\left(Ae^{\left(\frac{1}{\sqrt{\pi}}ct - (\lambda - c\mu)t\right)} + Be^{\left(\frac{5}{\sqrt{\pi}}ct - (\lambda - c\mu)t\right)} + e^{-\left(\frac{2}{\sqrt{\pi}}\mu\right)t}\right), \quad (x - ct) \to \infty \]

For fixed \( x \), as \( t \to \infty \), we have
\[ u^{(1)} \sim Ae^{-\frac{5}{\sqrt{6}}ct - (\lambda - c\mu)t} + Be^{\frac{6}{\sqrt{6}}ct - (\lambda - c\mu)t} + e^{-\left(\frac{2}{\sqrt{6}}\mu\right)t}. \]

The dominant term in \( u^{(1)} \) is \( Be^{\frac{6}{\sqrt{6}}ct - (\lambda - c\mu)t} \). In order to have a bounded solution \( u^{(1)} \), as \( t \to \infty \) we require that \( \lambda - c\mu \geq \frac{6}{\sqrt{6}}c \). If \( \lambda - c\mu < \frac{6}{\sqrt{6}}c \), then this term grows without bound as \( t \to \infty \). In order to have a bounded solution, \( u^{(1)} \) as \( x \to -\infty \) we must set \( B = 0 \). After that, considering the dominant term, we see
that $u^{(1)} \sim A e^{-\frac{1}{\sqrt{6}} t - (\lambda - c \mu) t}$ as $t \to \infty$. In order to have a bounded solution $u^{(1)}$ as $t \to \infty$, we require that $\lambda - c \mu \geq \frac{1}{\sqrt{6}} c$.

For fixed $t$, as $x \to -\infty$, we have

$$u^{(1)}(x, t) \sim A e^{\frac{1}{\sqrt{6}} x} + B e^{-\frac{5}{\sqrt{6}} x} + e^{\left(\frac{1}{\sqrt{6}} + \mu\right) x}.$$ 

The dominant term in $u^{(1)}$ is $B e^{-\frac{5}{\sqrt{6}} x}$, which means that the solution grows without bound as $x \to -\infty$. In order to have a bounded solution $u^{(1)}$ as $x \to -\infty$, we must set $B = 0$. For the cases where $h_1$ and $h_2$ are oscillatory or approximately constant, we have

$$h \sim O(1) + e^{\left(\frac{1}{2\sqrt{6} + \mu}\right) \xi}, \quad \xi \to \infty,$$

which gives

$$u^{(1)}(x, t) \sim (O(1) + e^{\left(\frac{1}{2\sqrt{6} + \mu}\right) x - \frac{5}{2\sqrt{6}} x}) e^{\left(\frac{5}{2\sqrt{6}} - (\lambda - c \mu) t\right)}.$$ 

For fixed $x$, as $t \to \infty$, we have

$$u^{(1)}(x, t) \sim e^{\left(\frac{5}{2\sqrt{6}} - (\lambda - c \mu) t\right)} + e^{-(\frac{5}{2\sqrt{6}} + \lambda) t}.$$ 

In order to have a bounded solution $u^{(1)} \to 0$ as $t \to \infty$ we require that $\lambda - c \mu > \frac{5}{2\sqrt{6}} c$. Alternately, if we set $A = B = 0$, then

$$u^{(1)}(x, t) \sim e^{-(\frac{5}{2\sqrt{6}} + \lambda) t} \quad t \to \infty,$$

which means that $u^{(1)} \to 0$ as $t \to \infty$.

For fixed $t$, as $x \to -\infty$,

$$u^{(1)}(x, t) \sim (A O(1) + B O(1)) e^{\left(\frac{-5}{2\sqrt{6}} x\right)} + e^{\left(\frac{1}{\sqrt{6}} + \mu\right) x}.$$ 

If $A \neq 0$ and $B \neq 0$, then the solution grows without bound as $x \to -\infty$. In order to have a bounded solution $u^{(1)}$ as $x \to -\infty$, we must set $A = B = 0$. In that case $u^{(1)} \sim e^{\left(\frac{1}{\sqrt{6}} + \mu\right) x}$ as $x \to -\infty$.

The conditions for $u^{(1)} \to 0$ as $t \to \infty$ and $u^{(1)} \to 0$ as $x \to \pm \infty$ are summarize in Table 4.2. If $u^{(1)} \to 0$ as $t \to \infty$ then $u(x, t)$ converges to the leading order travelling wave solution $U^{(0)}(x - ct)$ as $t \to \infty$. 
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4.4 Perturbation to the Velocity

In this section we perturb the travelling wave solution of the Fisher equation (1.4) by adding a perturbation that depends on \( x \) and \( t \) to the constant velocity \( \bar{c} \) of the background medium. We write \( \bar{c}(x,t) = \bar{c}(0) + \varepsilon \bar{c}(1)(x,t) \) so that (1.4) becomes

\[
\frac{\partial u}{\partial t} + (\bar{c}(0) + \varepsilon \bar{c}(1)(x,t)) \frac{\partial u}{\partial x} = \frac{\partial^2 u}{\partial x^2} + u (1 - u). \tag{4.46}
\]

Asymptotic expressions for the perturbed solution can be found by making use of the solutions found in section 4.3. As mentioned in chapter 1, this problem where the speed of the background medium is perturbed by a spatially and temporally localized perturbation arises in certain physical situations. For example, in atmospheric fluid flows, wave interactions can perturb the background wind which then affects the advection of chemical species in the atmosphere.

In order to derive an asymptotic solution for this configuration we apply the

<table>
<thead>
<tr>
<th>( x &gt; 0 )</th>
<th>( t \to \infty )</th>
<th>( x \to \infty )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( h_1, h_2 ) exponential</td>
<td>( \frac{1}{24} &gt; \lambda + c\mu &gt; \frac{3}{\sqrt{6}}c ) or ( \lambda + c\mu &lt; \frac{1}{24} )</td>
<td>( \lambda + c\mu &lt; \frac{1}{24} )</td>
</tr>
<tr>
<td>( h_1, h_2 ) oscillatory or approximately constant</td>
<td>( \mu &lt; \frac{1}{2\sqrt{6}}, \lambda &gt; \frac{1}{24} - \frac{1}{2\sqrt{6}}c ) or ( \mu &gt; \frac{1}{2\sqrt{6}}, \lambda + c\mu &gt; \frac{1}{24} )</td>
<td>( \lambda + c\mu &gt; \frac{1}{24} )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( x &lt; 0 )</th>
<th>( t \to \infty )</th>
<th>( x \to -\infty )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( h_1, h_2 ) exponential</td>
<td>( \frac{1}{24} \leq \lambda - c\mu \leq \frac{49}{24} ) or ( B = 0, \frac{1}{24} \leq \lambda - c\mu &lt; \frac{49}{24} )</td>
<td>( B = 0, \frac{1}{24} \leq \lambda - c\mu &lt; \frac{49}{24} )</td>
</tr>
<tr>
<td>( h_1, h_2 ) oscillatory or approximately constant</td>
<td>( \lambda - \mu &gt; \frac{5}{2\sqrt{6}}c ) or ( A = B = 0, \lambda - c\mu \geq \frac{49}{24} )</td>
<td>( A = B = 0, \lambda - c\mu \geq \frac{49}{24} )</td>
</tr>
</tbody>
</table>

Table 4.2: Summary of the conditions that make \( u^{(1)} \to 0 \) as \( t \to \infty \) and \( x \to \pm \infty \) for the solution (4.43)
initial condition
\[ u(x, 0) = \frac{e^{\frac{2}{\sqrt{3}}x}}{(e^{\frac{1}{\sqrt{3}}x} + b)^2} = f^{(0)}(x). \] (4.47)

We write the solution of (4.46) as
\[ u(x, t) = u^{(0)}(x, t) + \varepsilon u^{(1)}(x, t) + O(\varepsilon^2). \] (4.48)

Substituting this into (4.46) gives at \( O(\varepsilon^0) \)
\[
\frac{\partial u^{(0)}}{\partial t} + \bar{c} \frac{\partial u^{(0)}}{\partial x} + \varepsilon \left( \frac{\partial u^{(1)}}{\partial t} + \bar{c}^{(0)} \frac{\partial u^{(1)}}{\partial x} - \bar{c}^{(1)}(x, t) \frac{\partial u^{(0)}}{\partial x} \right)
= \frac{\partial^2 u^{(0)}}{\partial x^2} + u^{(0)}(1 - u^{(0)}) + \varepsilon \left( \frac{\partial^2 u^{(1)}}{\partial x^2} - 2u^{(0)}u^{(1)} + u^{(1)} \right) + O(\varepsilon^2). \] (4.49)

This shows that \( u^{(0)} \) satisfies the Fisher equation (1.4) with the initial condition (4.47). Thus,
\[ u^{(0)}(x, t) = U^{(0)}(\xi) = f^{(0)}(\xi) = f^{(0)}(x - ct). \]

At \( O(\varepsilon) \) we obtain
\[
\frac{\partial u^{(1)}}{\partial t} + \bar{c} \frac{\partial u^{(1)}}{\partial x} + \bar{c}^{(1)}(x, t) \frac{\partial u^{(0)}}{\partial x} = \frac{\partial^2 u^{(1)}}{\partial x^2} + (1 - 2u^{(0)})u^{(1)}. \] (4.50)

The analysis of section 4.3 suggests that there is a solution of (4.50) of the form
\[ u^{(1)}(x, t) = \alpha(\xi)\beta(x, t), \] where \( \xi = x - ct \). Substituting this into (4.50) gives
\[
\alpha_{\xi\xi} + (c - \bar{c})\alpha_{\xi} + (1 - 2f^{(0)})\alpha
= \left( \frac{\beta_t + \bar{c} \beta_x - \beta_{xx}}{\beta} \right) \alpha + \frac{\bar{c}^{(1)}(x, t)}{\beta} f^{(0)}_{\xi} - \frac{2\beta_x}{\beta} \alpha_{\xi}. \] (4.51)

Since the left hand side depends on \( \xi \) only, the right hand side should also depend on \( \xi \) only and hence we must choose \( \beta(x, t) = \bar{c}^{(1)}(x, t) \). We choose \( \bar{c}^{(1)}(x, t) \) to be a product of exponential functions \( e^{-\lambda t} \) and \( e^{-\mu x} \). In order for the solution to satisfy the initial condition (4.47), we must have \( \bar{c}^{(1)}(x, 0) = 0 \). An appropriate choice of \( \bar{c}^{(1)} \) is thus \( \bar{c}^{(1)}(x, t) = e^{-\lambda|t-t_1|}e^{-\mu|x|} \), where \( t_1 \) is a positive constant.

For \( t > t_1 \) and \( x > 0 \), we obtain
\[
\alpha_{\xi\xi} + (c - \bar{c} - 2\mu)\alpha_{\xi} + (1 + \lambda + \bar{c}\mu + \mu^2 - 2f^{(0)})\alpha = f^{(0)}_{\xi}. \] (4.52)
To eliminate the first derivative we make the change of variable

\[ \alpha(\xi) = h(\xi)e^{\frac{(\bar{c} - \bar{c} - 2\mu)}{2}\xi}. \]  

(4.53)

Substituting this into (4.52) gives

\[ h_{\xi\xi} - Q(\xi)h = e^{\frac{(\bar{c} - \bar{c} - 2\mu)}{2}\xi}f^{(0)}_\xi, \]  

(4.54)

where \( Q(\xi) = 2f^{(0)}(\xi) + \frac{(c - \bar{c} - 2\mu)^2}{4} - \lambda - \bar{c}\mu - 1 \). Simplifying this expression and setting \( c - \bar{c} = \frac{5}{\sqrt{6}} \) gives

\[ Q(\xi) = 2f^{(0)}(\xi) + \frac{1}{24} - \sigma, \]

where \( \sigma = (\lambda + c\mu) \). For \( t > t_1 \) and \( x < 0 \), we obtain the same expression for \( Q \) but with \( \sigma = \lambda - c\mu \). For \( t < t_1 \) and \( x > 0 \), we obtain the same expression for \( Q \) but with \( \sigma = -\lambda + c\mu \). For \( t < t_1 \) and \( x < 0 \), we obtain the same expression for \( Q \) but with \( \sigma = -\lambda - c\mu \).

The solution of the nonhomogeneous equation (4.54) is the sum of a linear combination of solutions of the corresponding homogeneous equation and a particular solution of the nonhomogeneous equation. Asymptotic approximations for the solutions \( h_1(\xi) \) and \( h_2(\xi) \) of the homogeneous equation are given by the expressions in section 4.3. For values of \( \xi \) for which \( Q(\xi) > 0 \), two linearly independent solutions are given in (4.40). For values of \( \xi \) for which \( Q(\xi) < 0 \), two linearly independent homogeneous solutions are given in (4.41). As in section 4.3.2, the form of the solutions depends on the value of \( \sigma \). The different possibilities are summarized in Table 4.1.

Once the solutions of the homogeneous equation are determined, a particular solution of the nonhomogeneous equation can be obtained using the method of variation of parameters. The particular solution is

\[ h_p(\xi) = h_2 \int \frac{h_1F(\xi)}{W(h_1, h_2)}d\xi - h_1 \int \frac{h_2F(\xi)}{W(h_1, h_2)}d\xi, \]  

(4.55)
where $F$ is take the form $F(\xi) = e^{\frac{(c-\xi-2\mu)}{2}f_{\xi}^{(0)}}$ if $x > 0$ and $F(\xi) = e^{\frac{(c-\xi+2\mu)}{2}f_{\xi}^{(0)}}$ if $x < 0$, and $W(h_1, h_2)$ is the Wronskian which is defined as $W(h_1, h_2)(\xi) = h_1h_2\xi - h_1h_2$. For the values of $\xi$ for which $Q(\xi) > 0$, $W$ is given by

$$W(h_1, h_2) = -2 + \frac{Q_\xi}{2Q^{\frac{3}{2}}}$$

(4.56)

and for the values of $\xi$ for which $Q(\xi) < 0$,

$$W(h_1, h_2) = 1 + \frac{Q_\xi \sin(\int_0^\xi \sqrt{-Q}d\xi) \cos(\int_0^\xi \sqrt{-Q}d\xi)}{2Q^{\frac{3}{2}}}.$$ 

(4.57)

The solution of the nonhomogeneous equation (4.54) is then

$$h(\xi) = Ah_1(\xi) + Bh_2(\xi) + h_p(\xi),$$

where $A$ and $B$ are constants and the solution of (4.50) is

$$u^{(1)}(x, t) = h(x - ct) \exp \left( -\frac{(c - \bar{c} - 2(\text{sgn} x)\mu)}{2}(x - ct) - \mu|x| - \lambda|t - t_1| \right).$$

(4.58)

For the values of $\sigma$ for which $h_1$ and $h_2$ are exponential functions, as $\xi \to \infty$, \( f^{(0)}(\xi) \sim e^{-\frac{\lambda^2}{2\sigma^2}}, f_{\xi}^{(0)}(\xi) \sim e^{-\frac{\lambda}{\sigma}} \), so $F(\xi) \sim e^{(\frac{\lambda}{2\sigma^2} + \mu)\xi} e^{-\frac{\lambda}{\sigma}\xi} \sim e^{(\frac{1}{2\sigma^2} - \mu)\xi}$ and $h_1(\xi) \sim e^{\frac{1}{2\sigma^2}\xi}$, $h_2(\xi) \sim e^{-\frac{1}{2\sigma^2}\xi}$, according to (4.28). Thus, $W \sim -2$ and $h_p \sim e^{(\frac{1}{2\sigma^2} - \mu)\xi}$. For the values of $\sigma$ for which $h_1$ and $h_2$ are oscillatory or approximately constant so $h_{1,2} \sim O(1)$ and $F(\xi) \sim e^{(\frac{\lambda}{2\sigma^2} + \mu)\xi} e^{-\frac{\lambda}{\sigma}\xi} \sim e^{(\frac{1}{2\sigma^2} - \mu)\xi}$, thus $h_p \sim e^{(\frac{1}{2\sigma^2} - \mu)\xi}$ as $\xi \to \infty$.

For the values of $\sigma$ which $h_1$ and $h_2$ are exponential functions, as $\xi \to -\infty$, \( f^{(0)}(\xi) \sim 1 - e^{\frac{\lambda}{\sigma}} \), so $F(\xi) \sim e^{(\frac{\lambda}{2\sigma^2} + \mu)\xi} e^{\frac{\lambda}{\sigma}\xi} \sim e^{(\frac{\lambda}{2\sigma^2} + \mu)\xi}$ and $h_1(\xi) \sim e^{\frac{\lambda}{2\sigma^2}\xi}$ and $h_2(\xi) \sim e^{-\frac{\lambda}{2\sigma^2}\xi}$, according to (4.26). Thus, $W \sim -2$ and $h_p \sim e^{(\frac{\lambda}{2\sigma^2} + \mu)\xi}$. For the values of $\sigma$ for which $h_1$ and $h_2$ are oscillatory or approximately constant, $h_{1,2} \sim O(1)$ and $F(\xi) \sim e^{(\frac{\lambda}{2\sigma^2} + \mu)\xi} e^{\frac{\lambda}{\sigma}\xi} \sim e^{(\frac{\lambda}{2\sigma^2} + \mu)\xi}$, $h_p \sim e^{(\frac{\lambda}{2\sigma^2} + \mu)\xi}$ as $\xi \to -\infty$.

For $x > 0$ and $t > t_1$, the solution (4.58) can be written as

$$u^{(1)}(x, t) = h(x - ct) \exp \left( -\frac{5}{2\sqrt{6}}x \right) \exp \left( \frac{5}{2\sqrt{6}}ct - (\lambda + c\mu)t + \lambda t_1 \right)$$

(4.59)
This is the same form as the solution (4.44) in Section 4.3.2 and we obtain the same conditions on the constants $\sigma$ and $\mu$ to have $u^{(1)} \to 0$ as $t \to \infty$ and as $x \to \infty$. These conditions are summarized in Table 4.3.

For $x < 0$ and $t > t_1$, the solution (4.58) can be written as

$$u^{(1)}(x, t) \sim h(x - ct) \exp \left( -\frac{5}{2\sqrt{6}} x \right) \exp \left( \frac{5}{2\sqrt{6}} ct - (\lambda - c\mu)t + \lambda t_1 \right).$$

(4.60)

This is the same form as the solution (4.60) in Section 4.3.2 and we obtain the same conditions on the constants $\sigma$ and $\mu$ to have $u^{(1)} \to 0$ as $t \to \infty$ and as $x \to -\infty$. These conditions are summarized in Table 4.3.

For $x > 0$ and $t < t_1$, the solution (4.58) can be written as

$$u^{(1)}(x, t) \sim h(x - ct) \exp \left( -\frac{5}{2\sqrt{6}} x \right) \exp \left( \frac{5}{2\sqrt{6}} ct + (\lambda - c\mu)t - \lambda t_1 \right).$$

(4.61)

In this case for fixed $t$ as $x \to \infty$, we have the same equation (4.59).

For the cases where $h_1$ and $h_2$ are exponential functions, we have

$$h \sim Ae^{\frac{1}{2\sqrt{6}} \sqrt{\xi}} + Be^{-\frac{1}{2\sqrt{6}} \sqrt{\xi}} + e^{\left(\frac{1}{2\sqrt{6}} - \mu\right) \xi}, \quad \xi \to \infty$$

which gives

$$u^{(1)} \sim (Ae^{\frac{(x-c)\xi}{2\sqrt{6}}} + Be^{-\frac{(x-c)\xi}{2\sqrt{6}}} + e^{\left(\frac{1}{2\sqrt{6}} - \mu\right) (x-c)t})e^{-\frac{5}{2\sqrt{6}} x} e^{\left(\frac{5}{2\sqrt{6}} ct + (\lambda - c\mu)t\right)}.$$ 

For fixed $t$, as $x \to \infty$, we have

$$u^{(1)} \sim (Ae^{\frac{1}{2\sqrt{6}} x} + Be^{\frac{-1}{2\sqrt{6}} x} + e^{\left(\frac{1}{2\sqrt{6}} - \mu\right) x})e^{\left(\frac{-5}{2\sqrt{6}} x\right)},$$

$$\sim (Ae^{\frac{1}{2\sqrt{6}} x} + Be^{-\frac{3}{2\sqrt{6}} x} + e^{-\left(\frac{3}{2\sqrt{6}} + \mu\right) x}).$$

Considering the dominant term, we can see that $u^{(1)} \sim e^{-\frac{3}{2\sqrt{6}} x}$ as $x \to \infty$, which means that $u^{(1)} \to 0$ as $x \to \infty$.

For the cases where $h_1$ and $h_2$ are oscillatory or approximately constant we have

$$h \sim O(1) + e^{\left(\frac{1}{2\sqrt{6}} - \mu\right) \xi}, \quad \xi \to \infty,$$
so

\[ u^{(1)} \sim \left( O(1) + e^{\frac{1}{2\sqrt{6}}(x-ct)} \right) e^{-\frac{5}{2\sqrt{6}}x} e^{\left( \frac{5}{2\sqrt{6}}(\lambda+c\mu)t \right)} \]

\[ u^{(1)} \sim e^{-\frac{5}{2\sqrt{6}}x} e^{\left( \frac{5}{2\sqrt{6}}(\lambda+c\mu)t \right)} + e^{\left( \frac{5}{2\sqrt{6}}(\mu) \right)} e^{\left( \frac{5}{2\sqrt{6}}(\lambda+c\mu)t \right)} \]

Considering the dominant term, we have

\[ u^{(1)} \sim \left( AO(1) + BO(1) \right) e^{-\frac{5}{2\sqrt{6}}x} e^{\left( \frac{5}{2\sqrt{6}}(\lambda+c\mu)t \right)} \]

as \( x \to \infty \), which means that \( u^{(1)} \to 0 \) as \( x \to \infty \).

For \( x < 0 \) and \( t < t_1 \), the solution (4.58) can be written as

\[ u^{(1)}(x, t) \sim h(x - ct) \exp \left( -\frac{5}{2\sqrt{6}}x \right) \exp \left( \frac{5}{2\sqrt{6}}ct + (\lambda + c\mu)t - \lambda t_1 \right). \] (4.62)

In this case for fixed \( t \) as \( x \to -\infty \), we have the same equation (4.60).

For the cases where \( h_1 \) and \( h_2 \) are exponential functions, we have

\[ h \sim Ae^{\frac{7}{2\sqrt{6}}x} + Be^{-\frac{7}{2\sqrt{6}}x} + e^{\left( \frac{9}{2\sqrt{6}}(\mu) \right) \xi}, \quad \xi \to -\infty, \]

which gives

\[ u^{(1)}(x, t) \sim \left( Ae^{\frac{7}{2\sqrt{6}}x} + Be^{-\frac{7}{2\sqrt{6}}x} + e^{\left( \frac{9}{2\sqrt{6}}(\mu) \right) \xi} \right) e^{-\frac{5}{2\sqrt{6}}x} e^{\left( \frac{5}{2\sqrt{6}}(\lambda+c\mu)t \right)} \]

For fixed \( t \), as \( x \to -\infty \), we have

\[ u^{(1)} \sim \left( Ae^{\frac{1}{2\sqrt{6}}x} + Be^{-\frac{1}{2\sqrt{6}}x} + e^{\left( \frac{9}{2\sqrt{6}}(\mu) \right) \xi} \right). \]

The dominant term in \( u^{(1)} \) is \( Be^{-\frac{1}{2\sqrt{6}}x} \), which means that the solution grows without bound as \( x \to -\infty \). In order to have a bounded solution \( u^{(1)} \to 0 \) as \( x \to -\infty \), we must set \( B = 0 \).

For the cases where \( h_1 \) and \( h_2 \) are oscillatory or approximately constant, we have

\[ h \sim AO(1) + BO(1) + e^{\left( \frac{9}{2\sqrt{6}}(\mu) \right) \xi}, \]

which gives

\[ u^{(1)}(x, t) \sim \left( AO(1) + BO(1) + e^{\left( \frac{9}{2\sqrt{6}}(\mu) \right) \xi} \right) e^{-\frac{5}{2\sqrt{6}}x} e^{\left( \frac{5}{2\sqrt{6}}(\lambda+c\mu)t \right)} \]
For fixed \( t \), as \( x \to -\infty \),

\[ u^{(1)}(x, t) \sim e^{-\frac{\sqrt{6}}{2\sqrt{\beta}}x} + e^{\left(\frac{2\sqrt{6}}{\sqrt{\beta}} + \mu\right)x}. \]

If \( A \neq 0 \) and \( B \neq 0 \), then the solution grows without bound as \( x \to -\infty \). In order to have a bounded solution we must set \( A = B = 0 \). In that case \( u^{(1)} \sim e^{\left(\frac{2\sqrt{6}}{\sqrt{\beta}} + \mu\right)x} \) as \( x \to -\infty \).

The conditions for \( u^{(1)} \to 0 \) as \( t \to \infty \) and \( u^{(1)} \to 0 \) as \( x \to \pm\infty \) for \( t < t_1 \) are summarize in Table 4.2. These are the same condition as in Table 4.2. for the configuration where the initial condition is perturbed. If \( u^{(1)} \to 0 \) as \( t \to \infty \) then \( u(x, t) \) converges to the leading order travelling wave solution \( U^{(0)}(x - ct) \) as \( t \to \infty \). The conditions for \( u^{(1)} \to 0 \) as \( x \to \pm\infty \) for \( t < t_1 \) also are given in Table 4.2.
<table>
<thead>
<tr>
<th>Condition</th>
<th>$t \rightarrow \infty$</th>
<th>$x \rightarrow \infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h_1, h_2$ exponential</td>
<td>$\frac{1}{24} &gt; \lambda + c\mu &gt; \frac{3}{\sqrt{6}}c$</td>
<td>$\lambda + c\mu &lt; \frac{1}{24}$</td>
</tr>
<tr>
<td>$h_1, h_2$ oscillatory or approximately constant</td>
<td>$\mu &lt; \frac{1}{2\sqrt{6}}, \lambda &gt; \frac{1}{24} - \frac{1}{2\sqrt{6}}c$ or $\mu &gt; \frac{1}{2\sqrt{6}}, \lambda + c\mu &gt; \frac{1}{24}$</td>
<td>$\lambda + c\mu &gt; \frac{1}{24}$</td>
</tr>
<tr>
<td>$x &lt; 0$ and $t &gt; t_1$</td>
<td>$t \rightarrow \infty$</td>
<td>$x \rightarrow -\infty$</td>
</tr>
<tr>
<td>$h_1, h_2$ exponential</td>
<td>$\frac{1}{24} \leq \frac{1}{24} \leq \lambda - c\mu &lt; \frac{49}{24}$ or $B = 0, \frac{1}{24} \leq \lambda - c\mu &lt; \frac{49}{24}$</td>
<td>$B = 0, \frac{1}{24} \leq \lambda - c\mu &lt; \frac{49}{24}$</td>
</tr>
<tr>
<td>$h_1, h_2$ oscillatory or approximately constant</td>
<td>$\lambda - \mu &gt; \frac{5}{2\sqrt{6}}c$ or $A = B = 0, \lambda - \mu c \geq \frac{49}{24}$</td>
<td>$A = B = 0, \lambda - \mu c \geq \frac{49}{24}$</td>
</tr>
<tr>
<td>$x &gt; 0$ and $t &lt; t_1$</td>
<td>$x \rightarrow \infty$</td>
<td>$x \rightarrow \infty$</td>
</tr>
<tr>
<td>$h_1, h_2$ exponential</td>
<td>$-\lambda + c\mu &lt; \frac{1}{24}$</td>
<td>$-\lambda + c\mu &gt; \frac{1}{24}$</td>
</tr>
<tr>
<td>$h_1, h_2$ oscillatory or approximately constant</td>
<td>$-\lambda + c\mu &gt; \frac{1}{24}$</td>
<td>$-\lambda + c\mu &gt; \frac{1}{24}$</td>
</tr>
<tr>
<td>$x &lt; 0$ and $t &lt; t_1$</td>
<td>$x \rightarrow -\infty$</td>
<td>$x \rightarrow -\infty$</td>
</tr>
<tr>
<td>$h_1, h_2$ exponential</td>
<td>$B = 0, \frac{1}{24} \leq -\lambda - c\mu &lt; \frac{49}{24}$</td>
<td>$A = B = 0, -\lambda - \mu c \geq \frac{49}{24}$</td>
</tr>
<tr>
<td>$h_1, h_2$ oscillatory or approximately constant</td>
<td>$A = B = 0, -\lambda - \mu c \geq \frac{49}{24}$</td>
<td>$A = B = 0, -\lambda - \mu c \geq \frac{49}{24}$</td>
</tr>
</tbody>
</table>

Table 4.3: Summary of the conditions that make $u^{(1)} \rightarrow 0$ as $t \rightarrow \infty$ and $x \rightarrow \pm\infty$ for solution (4.58)
Chapter 5

Conclusions

In this thesis we examined some nonlinear advection-diffusion-reaction equations of the Fisher type. First we discussed the stability properties of equations of the form (1.1)-(1.2) by writing each nonlinear equation as a system of two ODEs and then analyzing the stability of their equilibrium solutions and plotting their trajectories in phase portraits.

For equation (1.1) with the nonlinear term (1.2) \( F(u) = u(\gamma - \beta u^p) \) there are three critical points or equilibrium solutions if \( p \) is even and two critical points or equilibrium solutions if \( p \) is not even. There is a zero critical point which is asymptotically stable if \( c > 0 \) and unstable if \( c < 0 \) and there are two saddle points if \( p \) is even and one saddle point if \( p \) is not even. The phase portraits for the linear systems obtained by linearizing around each of these critical points are shown in Figures 2.1-2.3. The phase portraits for the nonlinear system are shown in Figures 2.4-2.7. For equation (1.1) with the nonlinear term (1.3) \( F(u) = u(\gamma - \beta u - \alpha u^2) \), there are three critical points or equilibrium solutions. There is a zero critical point which is asymptotically stable if \( c > 0 \) and unstable if \( c < 0 \) and there are two saddle points.

The rest of the thesis was focussed on the case with equation (1.1) with the nonlinear term \( F(u) = u(\gamma - \beta u^p) \). A number of previous studies derived exact
travelling wave solutions for different variants and special cases of this equation using different methods e.g. Ablowitz and Zeppetella (1979), Abdelkader (1982), Feng (2007) and Yuan et al. (2013).

We used the transformation of Feng (2007) to derive travelling wave solutions which had been obtained other researchers (e.g. Yuan et al. (2013)) using other methods. Szozda (2004) had previously used this transformation for the case where $F(u) = u(1 - u^p)$, with $p = 1, 2$. Here we considered $F(u) = u(\gamma - \beta u^p)$ with general real positive $\gamma$, $\beta$ and $p$.

We then considered the situation where these travelling wave solutions are perturbed. The stability of perturbed travelling wave solutions was examined by Murray (1989). Here we considered some special situations that can lead to perturbations. First we perturbed the initial condition and then derived approximation expressions (4.40) and (4.41) for the perturbations using the WKB approximation.

The goal of the thesis was to investigate the case where the constant speed $\bar{c}$ of propagation of the background medium is perturbed by a small amplitude spatially and temporally localized perturbation. This configuration is relevant in certain situations where atmospheric waves affect the propagation of chemical species in the atmosphere. We added a perturbation by writing $\bar{c} = \bar{c}^{(0)} + \varepsilon \bar{c}^{(1)}(x, t)$, where $\bar{c}^{(1)}(x, t) = e^{-\mu|x|}e^{-\lambda|t-t_1|}$ in (1.4) to obtain equation (4.46). We considered the initial-value problem where (4.46) is subject to the initial condition $u(x, t) = f^{(0)}(x)$. This gave a solution $u(x, t) \sim \bar{u}^{(0)}(x, t) + \varepsilon \bar{u}^{(1)}(x, t)$, where $u^{(1)}$ was written as $u^{(1)}(x, t) = h(\xi)e^{-\mu|x|}e^{-\lambda|t-t_1|}$ with $\xi = x - ct$. We used the WKB method to obtain approximation expressions for the function $h(\xi)$. We found that the form of the solution depends on the value of the constant $\sigma = (\lambda + c\mu)$ as summarized in Table 4.1.

Thus the form of the perturbation, whether it is oscillatory or exponentially decaying, depends on $\lambda$ and $\mu$ which define the width of the perturbation in time.
and space. For the values of $\lambda$ and $\mu$ which are given in Table 4.2 and 4.3 satisfies $u^{(1)} \to 0$ as $x \to \pm \infty$ and $u^{(1)} \to 0$ as $t \to \infty$. In that case, $u \to U^{(0)}$. We found that in all cases the factor $e^{-\mu|x|}$ does not appear explicitly in the solution for $u^{(1)}$ (4.59)-(4.62). However, the parameter $\mu$ determines the rate of exponential decay of the perturbation solution with time.

In order to be able to derive asymptotic solutions, we only considered the special case where $\bar{c}^{(0)}$ is constant and $\bar{c}^{(1)}$ takes the form 

$$\bar{c}^{(1)}(x,t) = e^{-(c-\bar{c}-2\mu)^2}e^{-\mu|x|}e^{-\lambda|t-t_1|}.$$ 

Other more general functions could be used for $\bar{c}^{(0)}$ and $\bar{c}^{(1)}$ (with $\bar{c}^{(1)} \to 0$ as $x \to \pm \infty$) and the solution $u^{(1)}$ could be obtained by numerical computations.
Appendix A

Definitions and Theorems for the stability of systems of ODEs

In this appendix some definition and theorems concerning the stability of systems of ODEs are given. The wording of the definitions follows the presentation of Brauer and Nohel (1969) and Strogatz (2014) and the proofs of the theorems are given there.

We consider a first order system of ordinary differential equations of the form

\[ y' = f(y, t) \]  \hspace{1cm} (A.1)

where \( y \subset \Omega \subset \mathbb{R}^n \) and \( t \in \mathbb{R} \) and \( f \) is a function of \( y \) and \( t \) and the prime donates differentiation of \( y \) with respect to \( t \).

The system (2.31) discussed in chapter 2 is an example of an autonomous system.

Definition A.1: Autonomous system

A system of the form (A.1) is said to autonomous system if \( f \) is function of \( y \) and does not depend explicitly on \( t \) i.e.,

\[ y' = f(y) \]  \hspace{1cm} (A.2)
**Definition A.2: Critical Point (Fixed Point)**

A point \( y = y_0 \in C^n \) is a critical point of the system (A.2) if \( f(y_0) = 0 \). A critical point of the system (A.2) corresponds to an equilibrium solution of the system.

Equilibrium solution can be classified as stable, asymptotically stable or unstable. The wording of these definitions follows that of Brauer and Nohel (1969). For the proof of the theorems the following norm \( |.| \) is used.

**Definition A.3: Definition of the norm**

The length (norm) of a vector \( y = (y_1, y_2, \ldots, y_n) \) is defined as

\[
|y| = |y_1| + |y_2| + \ldots + |y_n| = \sum_{i=1}^{n} |y_i|
\]

**Definition A.4: Stability of an equilibrium solution**

An equilibrium solution \( y_0 \) of (A.2) is said to be stable if for each \( \varepsilon > 0 \) there is a a number \( \delta > 0 \) such that if \( \psi(t) \) is a solution of the linear system (A.2) having \( \|\psi(t) - y_0\| < \delta \), then the solution \( \psi(t) \) exists for all \( t \geq t_0 \) and \( \|\psi(t) - y_0\| \leq \varepsilon \) for \( t \geq t_0 \).

**Definition A.5: Asymptotic stability of an equilibrium solution**

An equilibrium solution \( y_0 \) of (A.2) is said to be asymptotically stable if it is stable and if there exists a number \( \delta_0 > 0 \) such that if \( \psi(t) \) is any solution of the linear system (A.2) having \( \|\psi(t) - y_0\| < \delta_0 \), then \( \lim_{t \to +\infty} \psi(t) = y_0 \).

**Definition A.6: Instability of an equilibrium Solution**

An equilibrium solution \( y_0 \) is unstable if it is neither stable or asymptotically stable.

The simplest general system for which stability questions are easily and completely decided is the linear system

\[
y' = Ay,
\]

where \( A \) is a real constant \( n \times n \) matrix.

**Theorem A.1 Brauer and Nohel (1969)**

If all the eigenvalues of the matrix \( A \) have non-positive real parts and all those eigenvalues with zero real parts are simple, then the solution \( y = 0 \) of the system
(A.3) is stable. If and only if all eigenvalues of $A$ have negative real parts, the
zero solution of the system (A.3) is asymptotically stable. In fact, in this case
if $\Psi(t, t_0)$ denotes the fundamental matrix of the system which is the identity at
$t = t_0$, then $\Psi(t; t_0) = \exp((t; t_0)A)$ and there exist constants $k > 0$ and $\sigma > 0$
such that
\[
|\Psi(t; t_0)| \leq k \exp(-\sigma(t - t_0)).
\] (A.4)
If all eigenvalues of $A$ have negative real parts then $\sigma > 0$. If there are simple
eigenvalues with zero real part, then $\sigma = 0$. If one or more eigenvalue has a
positive real part, the zero solution is unstable.

The following two theorems give condition for determining whether the zero
equation solution $y = 0$ of a nonlinear system
\[
y' = Ay + g(t, y).
\] (A.5)
is asymptotically stable or unstable. We use the wording of Brauer and Nohel
(1969). These results are combined as one theorem Grobman/Hartman (see for
Perko (1991)).

**Theorem A.2 Brauer and Nohel (1969)**
Consider a nonlinear system written in the form (A.5) Suppose all eigenvalues of
the coefficient matrix $A$ have negative real parts $g(t, y)$ and $\frac{\partial g}{\partial y_i}$ ($j = 1; ...; n$) are
continuous in $(t, y)$ for $0 \leq t < \infty$, $|y| < k$ where $k > 0$ is a constant and $g$
is small in the sense that
\[
\lim_{|y| \to 0} \frac{|g(t, y)|}{|y|} = 0
\] (A.6)
uniformly with respect to $t$ on $0 \leq t < \infty$ . Then the solution $y \equiv 0$ of the
system is asymptotically stable.

**Theorem A.3 Brauer and Nohel (1969)**
Consider the system
\[
y' = Ay + g(y),
\] (A.7)
and
\[ A = \begin{pmatrix} -\gamma & 0 \\ 0 & \lambda \end{pmatrix}, \] (A.8)

where \( \lambda, \gamma > 0 \).

Let \( g, \frac{\partial g}{\partial y_j}, (j = 1, 2) \) be continuous for \( |y| < k \) for some constant \( k > 0 \) (\( k \) can be small) and let \( g(0) = 0 \) and \( \lim_{|y| \to 0} \left| \frac{\partial g}{\partial y_i} \right| = 0 \) (\( i = 1, 2 \)). If the eigenvalues of \( A \) are \( \lambda, -\gamma \) with \( \lambda, \gamma > 0 \), then zero solution of (A.7) is unstable.

These theorems do not apply to the case where the zero equilibrium solution is stable but not asymptotically stable. In that case, we can use the Lyapunov method.

Let \( V(y) \) be a scalar continuous real valued function defined for some region \( \Omega \) containing the origin.

**Definition A.7: Positive Definite**

The scalar function \( V(y) \) is said to be positive definite on set \( \Omega \) if and only if \( V(0) = 0 \) and \( V(y) > 0, y \neq 0 \) and \( \forall y \in \Omega \).

**Definition A.8: Derivative \( V^* \) of the Scalar Function \( V \)**

The derivative of \( V \) with respect to the system (A.2) is the scaler product
\[ V^*(y) = \nabla V(y) \cdot f(y) \]

**Theorem A.4 Lyapunov Theorem** (Brauer and Nohel, 1969)

For an autonomous system (A.2) if there exists a scalar function \( V(y) \) that is positive define and for which the derivative of \( V \) with respect (A.2) is nonpositive \( (V^*(y) \leq 0) \) on some region \( \Omega \) containing the origin, then the zero solution of (A.2) is stable.
Appendix B

The WKB Approximation

In chapters 4 and 5 we use the Wentzel-Kramers-Brillouin (WKB) method to obtain approximate expressions for the second term in the asymptotic series solutions for some perturbed travelling wave problems.

The WKB method, also sometimes called the Wentzel-Kramers-Brillouin-Jeffreys (WKBJ) method, is a procedure for finding approximate solutions to homogeneous linear differential equations with variable coefficients that vary slowly with respect to the independent variable. In this appendix we give a derivation of the method and the conditions under which it can be applied. The description follows that given in the texts of Nayfeh (1981) and Bender and Orszag (1999).

Consider differential equation

$$\epsilon^2 y'' = Q(x)y,$$  \hspace{1cm} (B.1)

where $\epsilon$ is a small parameter and $Q$ is a real-valued continuous function of $x$ defined on an interval $I \subset \mathbb{R}$. We seek for a solution for equation (B.1) in the form

$$y(x) \sim \exp \left( \frac{1}{\sigma} \sum_{n=0}^{\infty} \sigma^n S_n(x) \right), \quad \sigma \to 0.$$  \hspace{1cm} (B.2)
Differentiating (B.2) gives

\[ y'(x) \sim \frac{1}{\sigma} \sum_{n=0}^{\infty} \sigma^n S'_n(x) \exp \left( \frac{1}{\sigma} \sum_{n=0}^{\infty} \sigma^n S_n(x) \right), \quad (B.3) \]

\[ y''(x) \sim \left( \frac{1}{\sigma^2} \left[ \sum_{n=0}^{\infty} \sigma^n S'_n(x) \right]^2 + \frac{1}{\sigma} \sum_{n=0}^{\infty} \sigma^n S''_n(x) \right) \exp \left( \frac{1}{\sigma} \sum_{n=0}^{\infty} \sigma^n S_n(x) \right), \quad (B.4) \]

Substituting \( y \) and \( y'' \) into equation (B.1) gives

\[ \frac{\varepsilon^2}{\sigma^2} \left( \sum_{n=0}^{\infty} \sigma^n S'_n(x) \right)^2 + \frac{\varepsilon}{\sigma} \sum_{n=0}^{\infty} \sigma^n S''_n(x) = Q(x). \quad (B.5) \]

Choosing \( \sigma = \varepsilon \) gives

\[ O(1) : S'_0 = Q(x) \quad (B.6) \]
\[ O(\varepsilon) : S''_0 + 2S'_0 S'_1 = 0 \quad (B.7) \]
\[ O(\varepsilon^n) : S''_{n-1} + 2S'_0 S'_n + \sum_{i=1}^{n-1} S'_i S'_{n-i} = 0 \quad (B.8) \]

The solution of (B.6) is

\[ S'_0 = \begin{cases} \pm \sqrt{Q(x)} & \text{if } Q(x) > 0 \\ \pm i \sqrt{Q(x)} & \text{if } Q(x) < 0 \end{cases} \quad (B.9) \]

This gives

\[ S_0 = \begin{cases} \pm \int_x^a \sqrt{Q(\bar{x})} d\bar{x} & \text{if } Q(\bar{x}) > 0 \\ \pm i \int_x^a \sqrt{Q(\bar{x})} d\bar{x} & \text{if } Q(\bar{x}) < 0 \end{cases} \quad (B.10) \]

From (B.7) we can write \( S_1 \) in terms of \( S_0 \) as

\[ S_1 = -\frac{1}{2} \ln S'_0 = -\ln \sqrt{S_0} \quad (B.11) \]

Substituting for \( S_0 \) and \( S_1 \) in (B.2) gives

\[ y(x) \sim \exp \left( \frac{1}{\varepsilon} S_0(x) + S_1(x) + O(\varepsilon) \right), \quad \varepsilon \to 0 \quad (B.12) \]
If \( Q(x) > 0 \) for all \( x \) in the interval under consideration then the asymptotic solution in the interval is a linear combination of functions involving exponentials

\[
y \sim c_1 \exp\left[ \frac{1}{\varepsilon} \int_a^x \sqrt{Q(x)} \, dx \right] + c_2 \exp\left[ -\frac{1}{\varepsilon} \int_a^x \sqrt{Q(x)} \, dx \right] / \sqrt{Q(x)}
\]

where \( c_1 \) and \( c_2 \) are arbitrary constants and \( a \) is an arbitrary fixed value of \( x \).

If \( Q(x) < 0 \) for all \( x \) in the interval under consideration, then the asymptotic solution in the interval is a linear combination of functions involving complex exponentials which can be written in terms of cosine and sine as

\[
y \sim c_1 \cos\left[ \frac{1}{\varepsilon} \int_a^x \sqrt{-Q(x)} \, dx \right] + c_2 \sin\left[ \frac{1}{\varepsilon} \int_a^x \sqrt{-Q(x)} \, dx \right] / \sqrt{-Q(x)}
\]

where \( c_1 \) and \( c_2 \) are arbitrary constants and \( a \) is an arbitrary fixed value of \( x \).

If \( Q(x) = 0 \) at a point \( \bar{x} \in I \), then \( \bar{x} \) is a turning point for the differential equation. The asymptotic solution is given by (B.13) for \( \{ x \in I : Q(x) > 0 \} \) and by (B.14) for \( \{ x \in I : Q(x) < 0 \} \).

This method can be applied to an equation of the form

\[
y'' = Q(\xi)y,
\]

where \( Q \) is a slowly-varying function of \( \xi, |\frac{dQ}{d\xi}| \ll 1 \). We write \( Q \) as \( Q(\xi) = q(\tau) \) where \( \tau = \sigma \xi \) and we seek a solution \( y \) of (B.15) written in terms of the slow variable as

\[
y(\xi) = Y(\tau).
\]

This gives

\[
y' = \frac{dy}{d\xi} = \frac{dY}{d\tau} \frac{d\tau}{d\xi} = \delta \frac{dy}{d\tau}
\]

and

\[
y'' = \delta^2 \frac{d^2Y}{d\tau^2}
\]

and (B.15) can be written as

\[
\delta^2 \frac{d^2Y}{d\tau^2} = q(\tau)Y.
\]
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According to (B.13) and (B.14), the function $Y$ can be written as

$$Y(\tau) \sim \frac{c_1 \exp\left[\frac{1}{2} \int_a^\tau \sqrt{q(\tau)d\bar{\tau}}\right] + c_2 \exp\left[-\frac{1}{2} \int_a^\tau \sqrt{q(\tau)d\bar{\tau}}\right]}{\sqrt{q(\tau)}}, \quad \delta \to 0 \quad (B.19)$$

for $\tau$ in in interval where $q(\tau) > 0$ and

$$Y(\tau) \sim \frac{c_1 \cos\left[\frac{1}{2} \int_a^\tau \sqrt{-q(\tau)d\bar{\tau}}\right] + c_2 \sin\left[\frac{1}{2} \int_a^\tau \sqrt{-q(\tau)d\bar{\tau}}\right]}{\sqrt{-q(\tau)}}, \quad \delta \to 0 \quad (B.20)$$

for $\tau$ in the interval where $q(\tau) < 0$ and where $c_1$ and $c_2$ are arbitrary constants and $a$ is an arbitrary fixed value of $\tau$. We can write (B.19) and (B.20) in terms of $\xi$ as

$$y(\xi) \sim \frac{c_1 \exp\left[\int_a^\xi \sqrt{Q(\xi)d\bar{\xi}}\right] + c_2 \exp\left[-\int_a^\xi \sqrt{Q(\xi)d\bar{\xi}}\right]}{\sqrt{Q(\xi)}}, \quad |\xi| \to 0 \quad (B.21)$$

for $Q(\xi) > 0$ and

$$y(\xi) \sim \frac{c_1 \cos\left[\int_a^\xi \sqrt{-Q(\xi)d\bar{\xi}}\right] + c_2 \sin\left[\int_a^\xi \sqrt{-Q(\xi)d\bar{\xi}}\right]}{\sqrt{-Q(\xi)}}, \quad |\xi| \to 0 \quad (B.22)$$

for $Q(\xi) < 0$, where $Q(\xi) = q(\delta \xi)$, $|\frac{dQ}{d\xi}| \sim \delta \ll 1$ and $c_1$ and $c_2$ are arbitrary constants and $a$ is an arbitrary fixed value of $\xi$. 
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