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Abstract

This thesis is comprised of three essays on the economic impacts of market structure, R&D and advertising activities. The first studies the impact of cooperative R&D on innovation, welfare, and profitability in vertically related industries where products are differentiated. The model incorporates two vertically related industries, with horizontal spillovers within each industry and vertical spillovers between the two industries. Upstream firms produce a homogeneous intermediate good. Downstream firms provide differentiated products. Three types of R&D cooperation are studied: no cooperation, horizontal cooperation, and vertical cooperation. Vertical spillovers always increase R&D, and welfare, whereas horizontal spillovers may increase or decrease them. The comparison of cooperation settings in terms of R&D shows that vertical cooperation dominates the other types of cooperation. Vertical cooperation may lead firms to over-invest in R&D. The ranking of cooperation settings rests on the sign and magnitudes of product differentiation, vertical and horizontal competitive externalities which reflect the impact of R&D of a firm on the profits of other firms. Higher product substitutability increases firms’ concerns about the flow of technological information to the rival, affects firms’ strategies of output and R&D.

The second area of focus is the impact of cooperative R&D and advertising on innovation and welfare in a duopolistic industry. The model incorporates two symmetric firms which produce differentiated products. Firms participate in R&D and advertising activities in the presence of R&D spillovers and advertising spillovers. Advertising spillovers may be positive or negative. Four types of cooperative structures are studied: no cooperation, R&D cooperation, advertising cooperation, R&D and advertising
cooperation. R&D spillovers and advertising spillovers always increase innovation and welfare if products are highly differentiated and (or) spillovers are sufficiently high. The comparison of cooperation settings in terms of R&D shows that no cooperation setting uniformly dominates the others. The ranking of cooperation settings rests on the sign and magnitudes of product differentiation, R&D and advertising externalities. Higher product substitutability affects the externalities. Strategic interaction among firms shows that firms always benefit from higher innovation efforts and advertising activities of the rival if spillovers are high enough and (or) product substitutability is low enough.

Lastly, the effectiveness of R&D and advertising on market share is examined. Advertising and innovation are two major functions to beat the competition and boost profitability. Surprisingly, however, the importance of the qualitative characteristics of the industry and its strategic initiatives has not yet been adequately addressed in the literature. This chapter empirically examines the critical role of innovation and advertising in the marketing strategy of advanced technological companies. The analysis considers a key marketing metric (market share). The focus of the empirical setting is the U.S. Information and Communications Technology industry including 150 manufacturing and nonmanufacturing companies over a 10–year time period. It was shown that R&D has a significant positive effect on companies’ performance. Increasing R&D share in advanced technological companies increases market share and revenue, whereas increasing advertising has no significant effect on market share and revenue. Advertising effectiveness in this industry is systematically moderated over a short time. The results show that maintaining innovation efforts in advanced technological industries is necessary to yield a better performance.
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Chapter 1: Cooperative R&D with Differentiated Products in Vertically Related Industries

1.1 Introduction

The importance of industry clustering for innovation and the economic performance of industrialized countries due to remarkable access to knowledge spillovers has been largely stressed recently by the theoretical and empirical literature (Gilbert et al. 2008). R&D alliances have been widely promoted as a new phenomenon and an effective strategy to enhance economic returns from R&D activities and improve industrial competitiveness. The globalization of the economy and innovation competition trigger catching up East Asia economies like Korea and Taiwan. The growing importance of technological knowledge in the R&D process of companies in certain industries, such as pharmaceuticals, is also a factor supporting R&D alliances, particularly with universities and public research institutions (Motohashi 2005).

The results of several surveys show that small corporations tend to participate in R&D collaborations more than the large corporations because of the lack of in–house management resources. Large companies active in the global market have been actively collaborating with foreign corporations. However, language and geographic barriers restrict the effective collaborations in such activities (Motohashi 2008).

By R&D collaboration, firms not only coordinate their R&D investment, but also share all the results of the research. The collaboration eliminates the wasteful duplication of R&D efforts, mitigates the risk, and distributes fixed costs among participants. Indeed, cooperative R&D has a long history in the U.S. science and technology policy. Major cooperative initiatives in pharmaceuticals manufacture, petrochemicals, synthetic rubber,
and atomic weapons were commenced during World War II, and the National Advisory Committee on Aeronautics, established in 1915 and involved NASA in 1958, made significant contributions to commercial and military aircraft design (Mowery 1998).

Although the theoretical literature implies that potential gains to firms’ cooperation are higher than no cooperation when intra–industry spillovers are sufficiently high, the empirical literature signifies the importance of inter–industry technological information flows. However, knowledge spillovers affect firms differently based on the industry they belong to, their size and their absorptive capacity, their own R&D investment, as well as their technological specialization (Kafouros and Buckley 2008). The linkages between final good manufacturers and the intermediate good producers are important for prosperous innovation (Hippel 1988; Riggs and Hippel 1994; Lee 1996). Descriptive evidence of R&D cooperation between industries and within industries shows that inter–industry agreements are much more frequent than intra–industry agreements.

Upstream industry requires developing and producing the intermediate goods to meet the requirement of downstream which makes inter–industry spillovers inevitable. The bilateral exchanged information on new technology and materials helps R&D participating partners to adopt them quickly. Inter–industry spillovers are called vertical spillovers and usually are desirable and voluntary, whereas intra–industry spillovers known as horizontal spillovers often are undesirable and involuntary (Atallah, 2002). Peters (1995) shows that horizontal spillovers may increase or decrease R&D, whereas vertical spillovers increase R&D, profit, and welfare. According to d’Aspremont and Jacquemin (1988), Kamien et al. (1992), Suzumura (1992), and Yi (1996), if horizontal spillovers are sufficiently high, a horizontal R&D cartel yields higher technological
improvement and higher welfare, whereas vertical R&D cartels yield higher welfare than horizontal R&D cartels if horizontal spillovers between upstream firms are low.

Becker and Peters (1995) study the effect of R&D–competition between two vertically related cooperation networks. They find that vertical spillovers not only stimulate the R&D process and competition between suppliers but also reduce the time of development and increase the probability for the retailers to be the first to introduce the new product to the market. Harhoff (1991), studies a two–industry model of R&D where the upstream industry is a monopolist and supplies an intermediate good to oligopolistic downstream firms, which compete in quantity and quality enhancing R&D. Downstream firms use the vertical spillovers as a substitute for their own R&D. This helps them to reduce their R&D costs, increase the quality of their products and increase their output which results in higher demand for the intermediate good. Thus, both industries benefit from vertical spillovers.

Atallah (2002) and Ishii (2006) study cooperative R&D between vertically related industries with two suppliers and two retailers where both industries provide a homogeneous good. Atallah considers four possibilities for firms: to cooperate horizontally, vertically, generally, or not to cooperate at all. He finds that no setting uniformly dominates other settings in terms of R&D, yet general cooperation yields the highest R&D and welfare when spillovers are high. Ishii compares vertical R&D cartels, horizontal R&D cartels, vertical research joint ventures (RJVs) and non–cooperative R&D. He shows that vertical RJV yields the highest technological improvement. Although they considered a homogeneous product for both industries, in the real world a large variety of differentiated products are produced using a homogeneous intermediate
good. Indeed, product differentiation affects competition between firms and consequently affects firms’ strategies of output and innovation efforts. Indeed, there is no paper to analyse in what extent product differentiation may affect firms’ strategies of R&D in vertically related market.

De Bondt et al. (1992) study a symmetric two-stage setting in which n firms sequentially choose cost-reducing R&D investment. They show that product differentiation is important in a cost-reducing game with spillovers. Product differentiation affects rivals’ reactions with quantity competition, such that the knowledge spillovers of cost-reducing R&D are not inhibited as much as they would be, with homogeneous products. Thus, the benefit of cooperative R&D depends not only on the information flows and the number of rivals but also on the degree of product differentiation.

This chapter completes Atallah’s (2002) and Ishi’s (2006) analysis by considering differentiated products where all previous studies deal with homogeneous goods in both industries. Although previous analyses studied the ranking of cooperation settings in terms of R&D, there is no literature about the ranking of settings in terms of profitability. This chapter makes several contributions to the literature. First, this is the first paper which investigates the impact of product differentiation and R&D cooperation on innovation and welfare in vertically related industries where vertical and horizontal spillovers flow. Second, the chapter studies the impact of cooperative settings, spillovers and product differentiation on firms’ behavior. Third, the chapter studies the strategic interaction of firms’ decision on the R&D investment. Lastly, the chapter studies the ranking of cooperation settings in terms of R&D, and profitability in each industry.
The model studied in this chapter incorporates two vertically related duopolistic industries with horizontal spillovers (within each industry) and vertical spillovers (between the two industries) in a three–stage game theoretical framework. The upstream industry provides a homogeneous intermediate good, whereas the downstream industry produces differentiated products. Firms invest in cost reducing R&D output, under different cooperative structures and then compete in output. Three different types of cooperation are considered: no cooperation, horizontal cooperation and vertical cooperation.

The main findings of the chapter are summarized as follows. Vertical spillovers positively affect R&D expenditures directly due to their cost reducing effect and indirectly due to their effect on horizontal spillovers and cooperative structures. Horizontal spillovers may increase or decrease R&D investments with respect to their magnitude under different cooperation settings. Comparing cooperative structures in terms of R&D shows that vertical cooperation setting dominates the others. Horizontal and vertical cooperation settings yield the same level of R&D if and only if horizontal spillovers are perfect. Comparing cooperative structures in terms of profitability shows that no setting dominates the others. The comparison shows that retailers and suppliers may have different types of cooperation preferences under similar circumstances. The ranking of cooperation settings grounds on the sign and magnitudes of horizontal competitive externalities, vertical competitive externalities, and product differentiation. Product differentiation influences firms’ behavior and affects the ranking of cooperative structures in terms of profitability.
The chapter is organized as follows. Section 1.2 presents a relevant literature review of empirical studies. Section 1.3 provides and solves the model. The effects of spillovers and product differentiation on R&D and welfare are studied in section 1.4. Section 1.5 examines the strategic interaction between firms’ R&D expenditures. Section 1.6 compares cooperation settings in terms of R&D and profitability. Section 1.7 discusses some policy related issues and conclusions.

1.2 Literature Review

The majority of empirical models that analysed R&D cooperation found a positive impact of cooperative R&D on innovation (Brouwer and Kleinknecht, 1999; Vanhaverbeke et al., 2002). Powell and Grodal (2005) provide an extensive analysis showing that cooperative R&D has a positive effect on a firm’s innovation activity. However, a systematic study that would evaluate various types of innovation cooperation simultaneously is lacking. Darby et al. (2003) show that there is a positive effect of R&D cooperation on patenting by U.S. firms. Kremp and Mairesse (2004) show that cooperative R&D significantly and positively affects innovation by French firms. Lokshin et al. (2008) state that R&D cooperation of German firms has a positive effect on innovation while engaging in diversified R&D cooperation settings (different types of partners) affects innovation more significantly and positively. Belderbos et al. (2004) show that horizontal cooperation of Dutch firms and cooperation with universities and research institutes positively affect firm performance. Aschhoff and Schmidt (2008) analyse the annual German innovation survey. They find cooperation with competitors is profitable in terms of cost reductions. Lööf and Heshmati (2002) study the evidence of cooperative R&D in the Swedish manufacturing industry and find that cooperation with
competitors positively affects innovation output, while cooperation with suppliers restricts it. Winters and Stam (2007) show that R&D cooperation has a positive relationship with product and process innovation of high technology SMEs. Arvanitis and Bolli (2009) study the determinants and the effects of R&D cooperation on innovation at the firm level in Belgium, Germany, Norway, Portugal, and Switzerland. They find that international cooperation and cooperation with universities have a positive effect on innovation in three out of five countries.

Adams and Mircea (2004) show that research joint ventures increase innovation by U.S. firms. Röller et al. (1997) analyse the determinants of RJV formation in the U.S. and find that cost–sharing and technological similarities significantly affect firms’ R&D cooperation strategies. Firms’ incentive to join an RJV in vertically related industries significantly increases if innovation between upstream and downstream firms is complementarity and the technology involved in these sectors is similar. Dyer and Ouchi (1993) show that consulting and exchanging information between a downstream firm and an upstream firm have a mutual impact on improving the productivity of both firms. They show that vertical cooperation is a significant advantage of Japanese firms’ style partnership, which leads them to succeed in the global marketplace. Sako (1995) shows that in the Japanese automotive industry, suppliers with superior (inferior) technological efficiencies prefer vertical (horizontal) technological cooperation.

The importance of knowledge spillovers for research success is stressed by most of the empirical models. Indeed, the effects of innovation complementarities, absorptive capacities, and technical similarities reinforce the efficiency of spillovers. Clark et al. (1987) study the impact of vertical spillovers on product development performance in the
auto industry, where products are differentiated. They find that saving time and engineering hours are one of the most important effects of vertical cooperation on product development. Harabi (2010) finds that there is a significant impact of vertical R&D cooperation on innovation in German manufactures. The evidence shows that the impact of informal leakage of technological knowledge on firms’ innovative behaviour is stronger than formal ones such as joint venture or contractual R&D cooperation. The study also highlights the importance of other key determinants of innovative activities, such as technological opportunities, appropriability conditions, and market demand. The evidence shows that the information produced by and transferred from upstream to downstream firms is a substitute for a downstream firm’s own innovation. Cockburn and Henderson (1996) analyse the effects of spillovers on research productivity in the pharmaceutical industry and find that knowledge spillovers between research groups within and across pharmaceutical companies are important determinants of research productivity. Cassiman and Veugelers (1998, 1999) study the Belgian manufacturing industry and find that firms develop their R&D strategies to maximize their benefit from the technological information flows. They find that most of the cooperative agreements are vertical or with research institutes, driven by innovation complementarities between these industries and the search for external knowledge.

Most of the empirical analyses indicate a positive effect, and a mutual reinforcing of internal R&D activities, as well as indicating absorption capacity, and external sources of R&D. Moreover, it is not only that R&D cooperation stimulates a firm’s innovation activity but also, the firm’s innovation activity stimulates its R&D cooperation (Powell and Grodal, 2005). Hou and Mohnen (2011) studied the complementarity of in–house
R&D and external technology acquisition in Chinese manufacturing firms. They find that firms tend to combine internal and external sources of technology and thereby, R&D cooperation has a significant positive effect on internal R&D if and only if firms have sufficient absorptive capacity. Fitjar and Rodriguez-Pose (2011) study the sources of firm product and process R&D in a large sample of Norwegian firms and find that engaging in R&D cooperation positively affects firms’ innovation. Indeed, cooperation with extra-regional partners is more effective to innovation than cooperation with local partners. Becker and Dietz (2004) also study cooperative R&D in the German manufacturing industry and show that vertical R&D cooperation enhances the probability of developing new products. They show that firms tend to cooperate in R&D to complement the internal resources in the innovation process. Svetina and Prodan (2008) study the contribution of different knowledge sources of R&D activities from a sample of Slovenian firms. They find that firms strengthen internal knowledge with external knowledge, mainly obtained from firms and institutions in the global environment. The process of globalization, the convergence of consumer preferences, the pace and scope of technological change, the increasing similarity of technologies across countries, and the cross-fertilisation of technology between industries boost cooperative R&D, which mitigates costs and risks associated with R&D investments (Narula 2003; Veugelers 1997).

Furthermore, there are studies that find no or little evidence for a positive impact of R&D cooperation on firms’ innovation. Kemp et al. (2003) study a large sample of Dutch SMEs and find no significant effect of R&D cooperation on innovation. Janz et al. (2003) study the impact of R&D cooperation of German and Swedish innovative firms on their innovation output. They also find no significant effect of R&D cooperation on
innovation. Frenz and Ietto-Gillies (2009) study a sample of U.K. enterprises. They find that although innovation is affected by intra-firm knowledge sources, own-generation, and bought-in R&D, the benefits of joint innovation in the form of cooperation are less clear.

The results of both the theoretical and empirical studies show that the effect of product substitutability on firms’ strategies of output and R&D has not been explored which implies more theoretical analysis is required. In the next section, the proposed model is presented.

1.3 The Model

There are two identical upstream firms, suppliers (shown by $s_1, s_2$), providing a homogeneous input. There are two symmetric downstream firms, retailers (shown by $r_1, r_2$), transforming the homogeneous input into the final product using a (one to one) fixed coefficient technology and competing a la Cournot. The final good may be differentiated. A consumer uses both of the two goods, $r_1$ and $r_2$. Undertaking no R&D, suppliers acquire a constant unit production cost of $s$ and sell the input to retailers at a unit price of $t$, the wholesale price. Retailers pay the suppliers $t$ for each unit purchased and incur an additional internal production cost of $r$. Lastly, retailers sell the product to consumers at price $p$. Consumers consume goods $y_{r1}$ and $y_{r2}$ and maximize their utility function with respect to their budget constraint ($M = p_1 y_{r1} + p_2 y_{r2} + y_0$) where $y_0$ is a numeraire. The consumer’s utility is given by
\[ U = a(y_{r1} + y_{r2}) - \frac{(y_{r1}^2 + y_{r2}^2)}{2} - b y_{r1} y_{r2} + y_0 \]

where \( y_{ri} \) denotes retailer \( i \)'s output and \( b \in [0,1] \) is an index indicating the degree of product substitutability\(^1\) (negatively related to product differentiation). Final goods are homogeneous if \( b = 1 \), imperfect substitutes if \( 0 < b < 1 \) and independent when \( b = 0 \). Maximizing utility over \( y_{r1} \) and \( y_{r2} \) yields the retailers’ demand functions. Thus, retailers face the following linear inverse demand system.

\[ p_i(y_{ri}, y_{rj}) = a - y_{ri} - b y_{rj} \quad i=1,2 \]

Firms can undertake cost reducing R&D activities. The dollar cost of \( x \) units of R&D for firm \( i \) is \( u x_i^2 \), where \( x_i \) represents the R&D output of firm \( i \), and \( u > 0 \) is a cost parameter. Assuming that \( u \) is sufficiently high for the profit function to be concave, sufficiently low for firms to undertake strictly positive amounts of R&D. The total R&D output is denoted \( X \).

\[ X = x_{r1} + x_{r2} + x_{s1} + x_{s2} \]

Each unit of R&D conducted by a firm reduces its own cost by one dollar, reduces the cost of its competitor by \( h \) dollars (horizontal spillovers) and reduces the cost of each firm in the other industry by \( v \) dollars (vertical spillovers), \( h, v \in [0,1] \). \( h \) and \( v \) can be different for many factors such as different absorptive capacities, different technological similarities, the different efficiency of communication channels, etc. The unit cost for downstream firm \( i \) is:

\[ \text{Note that } b \text{ is different from the slope of the demand curve.} \]

\(^1\) Note that \( b \) is different from the slope of the demand curve.
\[ c_{ri} = t + r - x_{ri} - hx_{rj} - v(x_{s1} + x_{s2}) \]

The unit cost of an upstream firm is:

\[ c_{si} = s - x_{si} - hx_{sj} - v(x_{r1} + x_{r2}) \]

The cost functions show that the final cost of each firm depends on the R&D choices of all firms. Suppliers and retailers mutually benefit from R&D activities of one another through vertical spillovers, while competitors benefit from R&D investments of each other through horizontal spillovers. Higher R&D leads to lower cost and consequently higher output. Moreover, higher output increases the value of R&D to a firm since more units of output benefit from the cost reduction effects.

To satisfy the following non-negativity constraints, parameters are assumed to be as follows:

\[ r > x_{r1} + hx_{r2} + v(x_{s1} + x_{s2}) \]
\[ s > x_{s1} + hx_{s2} + v(x_{r1} + x_{r2}) \]

These constraints ensure that production costs after undertaking R&D are strictly positive.

This game has three stages. In the first stage, each firm decides on its R&D simultaneously. In the second stage, upstream firms choose their output competing a la Cournot, anticipating the derived demand curve of the downstream industry. In the third stage, downstream firms choose their output levels competing a la Cournot, taking the wholesale price as given.
1.3.1 Output Stage

The game begins with the third stage where retailers choose their output to maximize their own profit non-cooperatively.

1.3.1.1 Third Stage

In the third stage, retailer’s problem is:

$$\max_{y_{ri}} \pi_{ri} = (p_i(y_{ri}, y_{rj}) - c_{ri})y_{ri} - ux_{ri}^2 \quad i=1,2$$ (1.3.1)

Given that retailers are symmetric, they have symmetrical behavior. Maximizing and solving the two f.o.c. simultaneously yields:

$$y_{ri} = \frac{(2-b)[(a-r-t) + v(x_{s1} + x_{s2})] + (2-bh)x_{ri} - (b-2h)x_{rj}}{(4-b^2)} \quad i=1,2$$ (1.3.2)

$$p_i = \frac{(2-b)[a+(1+b)(r+t-v(x_{s1} + x_{s2})]-[(2-b^2-bh)x_{ri}+(b+2h-b^2h)x_{rj}]}{(4-b^2)} \quad i=1,2$$

Total output is the sum of downstream firms’ output, $Y = y_{r1} + y_{r2}$.

From Eq. (1.3.2), the inverse demand curve of suppliers is derived as:

$$t(y_{si}, y_{sj}) = \frac{(1+h)(x_{r1}+x_{r2})-(2+b)(y_{si}+y_{sj})+2(1-h+v(x_{s1}+x_{s2}))}{2} \quad i=1,2$$ (1.3.3)

1.3.1.2 Second Stage

In the second stage, each supplier $i$ non-cooperatively chooses its own output, $y_{si}$, to maximize its profit considering the derived inverse demand of retailers, Eq.(1.3.3). Thus, supplier $i$ solves the following problem:
\[
\max_{y_{sl}} \pi_{si} = (t(y_{si}, y_{sj}) - c_{si})y_{si} - ux_{si}^2 \quad i, j = 1, 2 \quad (1.3.4)
\]

Since suppliers are identical and produce a homogeneous intermediate good, they will hold identical positions ex post. Maximizing and solving the two f.o.c. yields:

\[
y_{si} = \frac{2(a-r-s)+(1+h+2v)(x_{r1}+x_{r2})+2(2-h+v)x_{si}+2(2h+v-1)x_{sj}}{3(2+b)} \quad i, j = 1, 2
\]

Considering that each unit purchased from suppliers is transformed into one unit provided by retailers, total output is the same for upstream and downstream industries. Thus, total output is:

\[
Y = \frac{2[a-2r-2s+(1+h+2v)(x_{r1}+x_{r2})+(1+h+2v)(x_{s1}+x_{s2})]}{3(2+b)}
\]

and the final price is:

\[
p = \frac{a(4+b)+2(1+b)(r+s)-(1+b)(1+h+2v)(x_{r1}+x_{r2})-(1+b)(1+h+2v)(x_{s1}+x_{s2})}{3(2+b)}
\]

where the wholesale price charged by suppliers is:

\[
t = \frac{2(a-r+2s)+(1+h-4v)(x_{r1}+x_{r2})-2(1+h-v)(x_{s1}+x_{s2})}{6}
\]

1.3.2 R&D Stage

In the first stage of the game, all firms choose their R&D investments simultaneously. To capture the variety of cooperative structures, three scenarios in the first stage is considered. The first scenario is non–cooperative R&D (NC), so that each firm chooses its R&D to maximize its own profit. The second scenario is horizontal cooperative R&D (HC) where firms cooperate with their competitors. The third scenario is vertical
cooperative R&D \((VC)\), in which suppliers (retailers) cooperate with retailers (suppliers). Denote the R&D set of all firms as \(\beta \equiv \{x_{r1}, x_{r2}, x_{s1}, x_{s2}\}\). The profit of a downstream firm can be rewritten as

\[
\pi_{ri}(\beta) = [p_i(\beta) - c_{ri}(\beta)]y_{ri}(\beta) - u x_{ri}^2
\]

and the profit of an upstream firm is:

\[
\pi_{si}(\beta) = [t(\beta) - c_{si}(\beta)]y_{si}(\beta) - u x_{si}^2
\]

Therefore, welfare is also a function of the R&D set since \(W(\beta) = (\pi_{r1}(\beta) + \pi_{r2}(\beta) + \pi_{s1}(\beta) + \pi_{s2}(\beta)) + CS^2\).

In the first stage, under \(NC\) each firm determines its R&D to maximize its own profit. Each retailer solves the following problem:

\[
\max_{x_{ri}} \pi_{ri}(\beta) \quad i=1,2 \tag{1.3.5}
\]

while each supplier faces the following problem:

\[
\max_{x_{si}} \pi_{si}(\beta) \quad i=1,2 \tag{1.3.6}
\]

Maximizing and simultaneous solving the four f.o.c. of Eqs. (1.3.5) and (1.3.6), we obtain research efforts under \(NC\) by each retailer and supplier:

\[
x_{ri}^{NC} = \frac{(a-r-s)[2(5-h+4u)-b(5h+4v-1)]}{(72u-26-2h(8-5h)-9b^3u-68v+4hv-32v^2+b[(h(4+5h)-1)+36u+2v+14h+8v^2]}-2b^2[h^2+9u+h(v-1)-(2+5v+2v^2)]
\]

2 Consumer surplus is defined as \(CS = U(y_0, y_{r1}, y_{r2}) - (p_1y_{r1} + p_2y_{r2} + y_0)\)
\[ x_{NC}^i = \frac{2(4-b^2)(a-r-s)(2-h+v)}{(72u-26-2h(5h)-9b^3u-68v+4h^2v-32v^2+b((h(4+5h)-1)+36u+2v+14hv+8v^2)-2b^2[h^2+9u+h(v-1)-(2+5v+2v^2)]} \]

\[ i=1,2 \]

Under HC, competitors in each industry choose their R&D to maximize their joint profits. Thus, in the downstream industry, retailers solve

\[ \max_{r_1,r_2} (\pi_{r_1}(\beta) + \pi_{r_2}(\beta)) \quad (1.3.7) \]

and in the upstream industry, suppliers solve

\[ \max_{s_1,s_2} (\pi_{s_1}(\beta) + \pi_{s_2}(\beta)) \quad (1.3.8) \]

Maximizing and simultaneous solving the four f.o.c. of Eqs. (1.3.7) and (1.3.8), we obtain research efforts under HC:

\[ x_{r_i}^{HC} = \frac{4(a-r-s)(1+h+2v)}{(9b^2u-8(h+2v)^2-4(2+4h-9u+8v)-2b(h^2-18u+12v)^2+2h(1+2v))} \quad i=1,2 \]

\[ x_{s_i}^{HC} = \frac{2(a-r-s)(1+h+2v)(2+b)}{(9b^2u-8(h+2v)^2-4(2+4h-9u+8v)-2b(h^2-18u+12v)^2+2h(1+2v))} \quad i=1,2 \]

Under VC each retailer cooperates with one supplier. Given that suppliers are identical and produce a homogeneous intermediate good, it is insignificant which retailer cooperates with each supplier. Without loss of generality, let \( r_i \) cooperates with \( s_i \) (\( i=1,2 \)) undertake their R&D to maximize their joint profits.

\[ \max_{r_i,s_i} (\pi_{r_i}(\beta) + \pi_{s_i}(\beta)) \quad i=1,2 \quad (1.3.9) \]
Following the maximization of Eq (9), we obtain research efforts under $VC$:

$$x^{VC}_{ri} = \frac{(a-r-s)(14+b-b^2+h(2-5b-b^2)+2v(8-2b-b^2))}{72u-34-32h-9b^3u-100v+2(h-16v)(h+2v)+b[5+4h-h^2-18u+2v(7+h)+8v^2]+b[1+h(8+7h)+36u+10v+22hv+16v^2]}$$

$$x^{VC}_{si} = \frac{(a-r-s)(4-2b)[5+2b-h(1+b)+v(b+4)]}{72u-34-32h-9b^3u-100v+2(h-16v)(h+2v)+b[5+4h-h^2-18u+2v(7+h)+8v^2]+b[1+h(8+7h)+36u+10v+22hv+16v^2]}$$

$i=1,2$

1.4 The Impacts of Spillovers and Product Differentiation on R&D and Welfare

This section addresses the effects of vertical and horizontal spillovers on innovation, output, and welfare where products are differentiated and cooperative structures are varied.

**Proposition 1.** The impact of vertical spillovers on R&D, output and welfare are always positive.

An increase in vertical spillovers reduces production costs of all firms under any types of cooperation. Retailers benefit from higher $v$ due to its cost reduction effect and through access to a greater quantity of input. Table 1.1 shows the results of Proposition 1.

$$\frac{\partial c_{ri}(h,v,\beta(h,v))}{\partial v} < 0, \text{ while } \frac{\partial \pi_{ri}}{\partial c_{ri}} < 0 \text{ and } \frac{\partial \pi_{ri}}{\partial y_{ri}} > 0$$

---

3 All the detailed analysis and proofs are in the appendix.
\( i=1,2 \)

\[
\partial c_{si}(h, v, \beta(h, v))^5 / \partial v < 0, \text{ while } \partial \pi_{si} / \partial c_{si} < 0 \text{ and } \partial \pi_{si} / \partial y_{si} > 0 \\
\]

\( i=1,2 \)

This encourages them to increase their output and thereby, increase their demand for the intermediate good which benefits suppliers as well. Higher output increases the net benefit of R&D, induces a further increase in R&D. Higher output is also associated with higher consumer surplus and higher welfare.

Conclusively, an increase in vertical spillovers always increases innovation, output, and welfare. These findings are consistent with those of Peters (1995), Steurs (1994, 1995) and Atallah (2002); however, they only studied homogeneous goods.

**Proposition 2.** The impact of vertical spillovers on firms’ behavior depends on the magnitudes of product substitutability and horizontal spillovers in each equilibria.

Although higher \( v \) increases R&D by all firms, the results show that when final goods are substitutes, retailers increase their R&D less than suppliers. However, firms in both industries tend to increase their R&D equally when goods are independent.

Higher \( b \) increases competition between retailers, reduces \( p \) (a direct and an indirect effect, \( \partial p(b, (\beta(b))^{\epsilon} / \partial b < 0 \)). Higher \( b \) changes the position (the intercept and the slope

\[
\frac{\partial c_{ri}(h, v, \beta(h, v))}{\partial v} = \frac{\partial c_{ri}(h, v, \beta(h, v))}{\partial x_{ri}(h, v)} \frac{\partial x_{ri}(h, v)}{\partial v} \\
+ \sum_{i=1,2} \frac{\partial c_{ri}(h, v, \beta(h, v))}{\partial x_{si}(h, v)} \frac{\partial x_{si}(h, v)}{\partial v} \\
+ \sum_{i=1,2} \frac{\partial c_{si}(h, v, \beta(h, v))}{\partial x_{ri}(h, v)} \frac{\partial x_{ri}(h, v)}{\partial v} \\
+ \sum_{i=1,2} \frac{\partial c_{si}(h, v, \beta(h, v))}{\partial x_{si}(h, v)} \frac{\partial x_{si}(h, v)}{\partial v} \\
+ \sum_{i=1,2} \frac{\partial c_{si}(h, v, \beta(h, v))}{\partial x_{si}(h, v)} \frac{\partial x_{si}(h, v)}{\partial v}
\]
through $x_{ri}$ and $x_{si}$) of the demand curve of the retailers. Indeed, the convexity of the profit function induces retailers to produce less output when the price is low. Thus, retailers reduce their output, their R&D and their demand for the intermediate good. Although higher product substitutability reduces the demand of the intermediate good, it increases the wholesale price ($\partial t(\beta(b))^{\gamma}/\partial b > 0$) which mitigates the negative effect of $b$ on suppliers’ profit. This reflects the power of suppliers. Indeed, retailers suffer from an increase in $b$ more than suppliers. Finally, the sum of the positive effects of higher $v$ and the negative effects of $b$ on the firms’ profits induces retailers to increase their R&D less than suppliers.

Under NC and VC firms are worried about the information leakage to their competitor. When products are independent, retailers may be neglected to $h$, whereas suppliers providing a homogeneous intermediate good are concerned about the flow of the technological information to their competitors. Conclusively, when $h$ is sufficiently high and goods are independent an increase in $v$ induces retailers and suppliers to increase their R&D equally.

Although under HC firms internalize $h$, an increase in $v$ induces suppliers and retailers to increase their R&D equally when goods are independent. Suppliers increase their R&D more than retailers when goods are substitutes since $b$ has a significant negative effect on retailers’ net benefit of R&D.

\[
\frac{\partial p(b,\beta(b))}{\partial b} = \left( \frac{\partial p(b,\beta(b))}{\partial b} + \sum_{i=1,2} \frac{\partial p(b,\beta(b))}{\partial x_{ri}(b)} \frac{\partial x_{ri}(b)}{\partial b} + \sum_{i=1,2} \frac{\partial p(b,\beta(b))}{\partial x_{si}(b)} \frac{\partial x_{si}(b)}{\partial b} \right)
\]

\[
\frac{\partial t(\beta(b))}{\partial b} = \left( \sum_{i=1,2} \frac{\partial t(\beta(b))}{\partial x_{ri}(b)} \frac{\partial x_{ri}(b)}{\partial b} + \sum_{i=1,2} \frac{\partial t(\beta(b))}{\partial x_{si}(b)} \frac{\partial x_{si}(b)}{\partial b} \right)
\]
(1) Under any type of cooperation, \( \frac{\partial x_{ri}}{\partial v} < \frac{\partial x_{si}}{\partial v} \) if \( 0 < b \leq 1 \)

(2) Under NC and VC, \( \frac{\partial x_{ri}}{\partial v} = \frac{\partial x_{si}}{\partial v} \) if \( b = 0 \) and \( h = 1 \)

(3) Under HC, \( \frac{\partial x_{ri}}{\partial v} = \frac{\partial x_{si}}{\partial v} \) if \( b = 0 \)

(4) Under VC, \( \frac{\partial x_{ri}}{\partial v} = \frac{\partial x_{si}}{\partial v} \) if \( b = 1 \)

Moreover, under VC inter–industry partners internalize \( v \) which boosts the benefit of its cost reduction effects, induces suppliers to increase their R&D more than retailers when goods are independent or imperfect substitutes. When both industries produce a homogeneous product, their marginal gain of R&D is equal. Thus, they increase their R&D equally.

**Proposition 3.**

(i) An increase in horizontal spillovers reduces R&D by all firms under NC, increases R&D by all firms under HC, and may increase or decrease R&D under VC.

(ii) An increase in horizontal spillovers increases welfare and output under HC and VC. However, it has an ambiguous effect on welfare and output under NC.

Under NC, an increase in \( h \) has a negative impact on R&D of all firms. Higher \( h \) reduces the net benefit of R&D since it reduces the rival’s cost which is not in favor of any non–cooperative chain. Thus, firms in both industries reduce their R&D. The
reduction in R&D increases firms’ production costs and consequently affects firms’ output and prices. Additionally, higher \( b \) boosts competition between retailers, reduces the price and induces them to reduce their output due to the convexity of the profit function which requires firms to decrease (increase) their output when the price decreases (increases). Ultimately, the sum of these two effects determines the level of output. Higher output is associated with higher consumer surplus and higher welfare. Thus, consumer surplus and welfare are reduced when the sum of effects of \( h \) and \( b \) on output is negative; otherwise, they are increased. Table 1.2 summarizes the results of Proposition 3.

Under \( HC \), firms within each industry decide on their R&D cooperatively and maximize their joint profits. Thus, intra–industry firms, internalizing \( h \), may not worry about the information leakage to the rival, benefit from higher \( h \) and increase their R&D. Higher R&D is associated with lower production cost which induces firms to increase

\[
\frac{\partial c_{ri}(h,v,\beta(h,v))}{\partial h} = \left( \frac{\partial c_{ri}(h,v,\beta(h,v))}{\partial h} + \frac{\partial c_{ri}(h,v,\beta(h,v))}{\partial (h,v,\beta(h,v))} \frac{\partial t(h,v,\beta(h,v))}{\partial h} + \sum_{i=1,2} \frac{\partial c_{ri}(h,v,\beta(h,v))}{\partial x_{ri}(h,v)} \frac{\partial x_{ri}(h,v)}{\partial h} \right) \\
\frac{\partial c_{si}(h,v,\beta(h,v))}{\partial h} = \left( \frac{\partial c_{si}(h,v,\beta(h,v))}{\partial h} + \sum_{i=1,2} \frac{\partial c_{si}(h,v,\beta(h,v))}{\partial x_{ri}(h,v)} \frac{\partial x_{ri}(h,v)}{\partial h} \right)
\]

and

\[
\frac{\partial p(h,v,\beta(h,v))}{\partial h} = \left( \frac{\partial p(h,v,\beta(h,v))}{\partial h} + \sum_{i=1,2} \frac{\partial p(h,v,\beta(h,v))}{\partial x_{ri}(h,v)} \frac{\partial x_{ri}(h,v)}{\partial h} \right)
\]

and

\[
\frac{\partial t(h,v,\beta(h,v))}{\partial h} = \left( \frac{\partial t(h,v,\beta(h,v))}{\partial h} + \sum_{i=1,2} \frac{\partial t(h,v,\beta(h,v))}{\partial x_{ri}(h,v)} \frac{\partial x_{ri}(h,v)}{\partial h} \right)
\]
their output. Higher output is associated with higher consumer surplus and higher welfare.

Under VC, higher $h$ reduces the production cost of the rival and thereby, reduces the net benefit of R&D to the firm. From the retailers’ perspective, when goods are independent, the information leakage is negligible. Thus, retailers increase their R&D since the private gains from R&D offset the negative effects of higher $h$. As $b$ increases, competition between retailers becomes intense, the negative effect of outgoing information to the rival dominates the positive effect of incoming knowledge spillovers which induces retailers to reduce their R&D when $h$ is high and $v$ is low. However, retailers increase their R&D when $v$ is high enough to mitigate the negative impact of $h$. An increase in $h$ affects suppliers significantly since they produce a homogeneous input and are concerned about the information leakage to their competitor. Thus, suppliers increase their R&D when $v$ is high enough to mitigate the negative effects of $h$; otherwise, they reduce their R&D. VC internalizes $v$ which boosts its cost reduction effects, offsets the sum of the effects of higher $h$ and $b$ on output, and thereby induces firms to increase their output. Higher output is associated with higher consumer surplus and higher welfare.

**Proposition 4.** The impact of horizontal spillovers on firms’ behavior depends on the magnitudes of horizontal spillovers and product substitutability in each equilibria.

Although higher $h$ decreases R&D in both industries under NC, the results show that when final goods are independent, retailers decrease their R&D less than suppliers. This result shows that suppliers producing a homogeneous good are worried about the information leakage to their competitors, while retailers providing independent products
are neglected about higher \( h \). Although firms’ profits are negatively affected by \( b \), the effects on retailers’ profits (through lower output and higher \( t \)) are more than the effects on suppliers’ profits (through lower demand, but higher \( t \)). Thus, higher \( h \) reduces retailers’ profit more than suppliers’ and induces retailers to reduce their R&D more than suppliers when goods are substitutes.

(1) Under \( NC \), \[ \left| \frac{\partial x_{rl}}{\partial h} \right| < \left| \frac{\partial x_{sl}}{\partial h} \right| \text{ if } b = 0 \]

(2) Under \( NC \), \[ \left| \frac{\partial x_{rl}}{\partial h} \right| > \left| \frac{\partial x_{sl}}{\partial h} \right| \text{ if } b > 0 \]

Under \( HC \), higher \( h \) increases R&D by all firms. Competitors internalize \( h \) and benefit from higher \( h \). The results show that when final goods are independent suppliers and retailers increase their R&D equally since their marginal benefit from R&D is equal. However, as \( b \) increases, suppliers increase their R&D more than retailers. This result reflects the sum of effects of \( b \) and \( h \) along with the effects of cooperative structures on firms’ behavior. Although higher \( h \) increases firms’ benefit through its cost reduction effect (under \( HC \)), higher \( b \) reduces firms’ net benefit of R&D. Although the sum of the effects of \( h \) and \( b \) on firms’ benefit is positive, the effects on suppliers’ are more than retailers’. Thus, when goods are substitutes, suppliers increase their R&D more than retailers.

(1) Under \( HC \), \[ \frac{\partial x_{rl}}{\partial h} = \frac{\partial x_{sl}}{\partial h} \text{ if } b = 0 \]

(2) Under \( HC \), \[ \frac{\partial x_{rl}}{\partial h} < \frac{\partial x_{sl}}{\partial h} \text{ if } b > 0 \]

Under \( VC \), retailers and suppliers internalize \( v \). Internalizing \( v \) mitigates the negative effects of \( h \) on firms’ marginal profit of R&D. When goods are independent, retailers are neglected to \( h \). Thus, an increase in \( h \) induces retailers to increase their R&D.
Suppliers providing a homogeneous input, are worried about the information leakage to their competitors. Therefore, suppliers increase their R&D only if $h$ is sufficiently low and $v$ is high enough; otherwise, they reduce their R&D. When goods are imperfect substitutes, competition between retailers is severe which affects retailers’ strategies of output, and thereby affects suppliers. Suppliers providing a homogeneous input are worried about the flow of knowledge spillovers to their competitors. Indeed, an increase in $h$ reinforces these effects, such that suppliers reduce their R&D when $v$ is not high enough to mitigate the negative effects of $h$. Conclusively, an increase in $h$ induces retailers to increase their R&D more than suppliers when goods are imperfect substitutes. When goods are homogenous, inter–industry firms’ net benefit of R&D is equal, and thereby higher $h$ induces them to increase (decrease) their R&D equally when $h$ is low (high) and $v$ is high enough (low).

(1) Under $VC$, \( \frac{\partial x_{ri}}{\partial h} > \frac{\partial x_{si}}{\partial h} \) if $b = 0$, $h$ is sufficiently low and $v$ is high enough; otherwise, \( \frac{\partial x_{si}}{\partial h} < 0 \)

(2) Under $VC$, \( \frac{\partial x_{ri}}{\partial h} > \frac{\partial x_{si}}{\partial h} \) if $b > 0$

(3) Under $VC$, \( \frac{\partial x_{ri}}{\partial h} = \frac{\partial x_{si}}{\partial h} \) if $b = 1$

### 1.5 Strategic Interaction

This section analyzes when R&D expenditures are strategic complements or substitutes. As will be shown, the magnitudes of product substitutability, horizontal and vertical spillover affect R&D and strategic interaction.
Proposition 5.

(i) \( x_{ri} \) and \( x_{rj} \) are strategic complements if spillovers are high enough; otherwise, they are strategic substitutes.

(ii) \( x_{si} \) and \( x_{sj} \) are strategic complements if spillovers are high enough; otherwise, they are strategic substitutes.

(iii) \( x_{ri} \) and \( x_{si} \) are always strategic complements.

The result of Proposition 5 shows that R&D expenditures by intra–industry firms are strategic complements when spillovers are high enough (parts i and ii). An increase in R&D by a retailer (supplier) reduces production costs of the rival, increases the marginal gain of R&D within the industry and induces the firm to increase its R&D (\( \frac{\partial^2 \pi_{rl}}{\partial x_{ri} \partial x_{rj}} > 0 \) and \( \frac{\partial^2 \pi_{sl}}{\partial x_{si} \partial x_{sj}} > 0 \)). However, R&D expenditures by intra–industry firms are strategic substitutes when spillovers are sufficiently low (\( \frac{\partial^2 \pi_{rl}}{\partial x_{ri} \partial x_{rj}} < 0 \) and \( \frac{\partial^2 \pi_{sl}}{\partial x_{si} \partial x_{sj}} < 0 \)). In this case, higher R&D expenditures of a retailer (supplier) have no significant impact on production costs of the rival, reduce the marginal benefit of R&D within the industry and induce the firm to reduce its R&D.

R&D expenditures by inter–industry firms are always strategic complements (part iii). An increase in R&D expenditures by a retailer (supplier) reduces production costs of its input provider (its customer), increases the marginal profit of R&D and induces firms in both industries to increase their R&D (\( \frac{\partial^2 \pi_{rl}}{\partial x_{ri} \partial x_{si}} > 0 \) and \( \frac{\partial^2 \pi_{sl}}{\partial x_{si} \partial x_{ri}} > 0 \)).
1.6 Comparison of Cooperative Structures

In this section, cooperation settings are compared in terms of R&D and profitability. This comparison is essential to determine the appropriate choices of R&D cooperation with respect to associated technological improvement, profit, and welfare. This comparison helps firms to decide to cooperate with whom if they tend to engage in the cooperative R&D. This also helps the regulator to introduce policies to encourage firms participating in a cooperative type associated with higher innovation and welfare.

**Proposition 6.** The ranking of cooperation settings in terms of R&D depends on the magnitudes of product substitutability and spillovers.

(i) \(X_{VC} = X_{HC} > X_{NC}\) iff \(h = 1\).

(ii) \(X_{VC} > X_{NC} > X_{HC}\); otherwise \(X_{VC} > X_{HC} > X_{NC}\).

Although ranking the cooperation settings in terms of R&D requires a numerical method for parameter values, the same results are attainable by an analytical study of the sign and magnitudes of competitive externalities internalized by each cooperative structure. Internalizing the effect of a firm’s R&D expenditures on the profit of other firms is the key for this analysis.

Horizontal competitive externalities \((HCEs)^{10}\) represent the marginal effect of a firm’s R&D on the profit of its competitor \((HCE_{ri})^{11} = \partial \pi_{ri}(\beta) / \partial x_{rj}\) and \(HCE_{si}^{12} = \)

---

\(^{10}\) \(HCEri\) (\(HCEsi\)) refers to horizontal competitive externalities of retailers (suppliers).
\( \partial \pi_{si}(\beta) / \partial x_{sj} \) where \( i = 1,2 \). HCEs are positive (negative) when an increase in R&D by a firm increases (decreases) the profit of the competitor. Moreover, an increase in R&D by a firm increases (decreases) the profit of its competitor when \( h \) is high (low). HCE_{ri} is negative if \((10 + b)h + (8 - 4b)v - (2 + 5b) < 0 \) and HCE_{si} is negative if \((2h + v - 1) < 0 \). Although \( h \) and \( v \) have positive effects on HCEs, product substitutability has a negative effect on them. The effect of \( b \) on HCE_{ri} is stronger than its effect on HCE_{si}. Comparing industries’ HCEs shows that HCE_{si} > HCE_{ri}, the difference decreases with \( b \). HC internalizes HCEs.

Vertical competitive externalities (VCEs)\(^\text{13}\) represent the marginal effect of a firm’s R&D on the profits of firms in the other industry \( (VCE_{ri} = \partial \pi_{ri}(\beta) / \partial x_{si} \) and \( VCE_{si} = \partial \pi_{si}(\beta) / \partial x_{ri} = \frac{(10h + 8v - 2 - b(5 - h + 4v))(a - r - s + (1 + h + 2v)(x_{r1} + x_{r2}) + (1 + h + 2v)(x_{s1} + x_{s2})}{9(2 - b)(2 + b)^2} \)

\( \frac{(10h + 8v - 2 - b(5 - h + 4v))(a - r - s + (1 + h + 2v)(x_{r1} + x_{r2}) + (1 + h + 2v)(x_{s1} + x_{s2})}{9(2 - b)(2 + b)^2} \)

\( \frac{2(2h + v - 1)(a - r - s + (1 + h + 2v)(x_{r1} + x_{r2}) + (1 + h + 2v)(x_{s1} + x_{s2})}{9(2 + b)} \)

\( \text{VCE}_{ri} \) (VCE_{si}) refers to vertical competitive externalities of retailers (suppliers).

\( \frac{2(1 + h + 2v)(a - r - s + (1 + h + 2v)(x_{r1} + x_{r2}) + (1 + h + 2v)(x_{s1} + x_{s2})}{9(2 + b)^2} \)
\( \partial \pi_{si}(\beta) / \partial x_{ri} \) where \( i = 1,2 \). This externality is always positive, provided that higher R&D of a firm always increases the benefits of its supplier (customer). Product substitutability has a negative effect on VCEs. The effect on VCE_{ri} is stronger than it is on VCE_{si}. Comparing industries’ VCEs shows that VCE_{si} = VCE_{ri} when goods are independent; otherwise VCE_{si} > VCE_{ri}. Comparing HCEs and VCEs, shows that VCEs ≥ HCEs, such that they are equal when \( h = 1 \).

Conclusively, internalizing a positive externality boosts R&D, whereas internalizing a negative externality reduces R&D. Thus, the cooperation setting which internalizes greater positive competitive externalities yields higher R&D.

The first part of Proposition 6 states that \( X_{VC} = X_{HC} \) iff \( h = 1 \). VC internalizes VCEs which are always positive and increase R&D. No externality is internalized by NC. Thus, for any parameter values, VC always yields higher R&D than NC does. HC internalizes HCEs which may be positive or negative. If and only if \( h \) is perfect (\( h = 1 \)), VCEs = HCEs and thereby, VC and HC yield the same level of R&D. However, VC yields higher R&D than HC if \( h < 1 \). Ultimately, comparing these settings shows that \( X_{VC} = X_{HC} > X_{NC} \) when \( h = 1 \).

Part ii of Proposition 6 state that \( X_{VC} > X_{NC} > X_{HC} \) when spillovers are low. Obviously, VC yields the highest R&D by internalizing the positive VCEs for any values of \( h \) and \( v \). Compare NC and HC, in which NC internalizes no externalities and HC.

\[
\frac{15}{\partial x_{ri}} \frac{\partial \pi_{si}(\beta)}{\partial x_{ri}} = \frac{\partial \pi_{si}(\beta)}{\partial y_{si}(\beta)} \frac{\partial y_{si}(\beta)}{\partial x_{ri}} + \frac{\partial \pi_{si}(\beta)}{\partial t(\beta)} \frac{\partial t(\beta)}{\partial x_{ri}} - \frac{\partial \pi_{si}(\beta)}{\partial c_{si}(\beta)} \frac{\partial c_{si}(\beta)}{\partial x_{ri}} =
\]

\[
\frac{(1+h+2v)(a-r-s+(1+h+2v)(x_{r1}+x_{r2})+(1+h+2v)(x_{s1}+x_{s2}))}{9(2+b)}
\]
internalizes $HCEs$ which can be positive or negative. When $h$ is sufficiently low, $HCEs$ are negative. Internalizing these negative externalities reduces the joint profits and induces firms to decrease their R&D. Therefore, when $h$ is sufficiently low $NC$ yields higher R&D and $X_{VC} > X_{NC} > X_{HC}$ is observed. When $h$ is high, its externalities are positive. These positive $HCEs$ are still less than the positive $VCEs$ for any value of the parameters. Internalizing the positive $HCEs$ induces competitors to increase their R&D and yields $X_{VC} > X_{HC} > X_{NC}$. Higher R&D is associated with a higher output which reflects a higher value of cost reduction. Thus, we can conclude that the same ranking is observed for welfare.

Moreover, higher $b$ reduces competitive externalities, increases the required threshold of spillovers\(^1\) to turn $HCEs$ positive. Note that $VCEs$ are always positive and greater than $HCEs$. Thus, higher $b$ has no significant effect on the ranking of cooperation settings in terms of R&D and just influences the required threshold of $h$ and $v$ to keep the ranking unchanged. Now, this question arises that whether firms tend to form a vertical cooperation voluntarily? Is $VC$ associated with the highest profit for all firms? To answer these questions we study the ranking of cooperation settings in terms of profitability. The following Proposition summarizes the ranking of cooperation settings in terms of profitability in each industry.

**Proposition 7.**

\(^1\) For example: If $b = 0$, $(13h + 8v < 5)$ then $X_{VC} > X_{NC} > X_{HC}$; otherwise $X_{VC} > X_{HC} > X_{NC}$; if $b = 0.5$, $(h + 0.53v < 0.47)$ then $X_{VC} > X_{NC} > X_{HC}$; otherwise $X_{VC} > X_{HC} > X_{NC}$ and if $b = 1$, $(23h + 10v < 13)$ then $X_{VC} > X_{NC} > X_{HC}$; otherwise $X_{VC} > X_{HC} > X_{NC}$. 
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(i) If products are independent: $\pi_{ri}^{VC} > \pi_{ri}^{NC} > \pi_{ri}^{HC}$ when $h = 0$ and $v = 0$; $\pi_{ri}^{VC} > \pi_{ri}^{HC} > \pi_{ri}^{NC}$ when $0 \leq h < 1$ and $v > 0$; $\pi_{ri}^{VC} = \pi_{ri}^{HC} > \pi_{ri}^{NC}$ when $h = 1$.

(ii) If products are imperfect substitutes: $\pi_{ri}^{NC} > \pi_{ri}^{VC} > \pi_{ri}^{HC}$ when $h = 0$ and $v = 0$; $\pi_{ri}^{VC} > \pi_{ri}^{HC} > \pi_{ri}^{NC}$ when $h = 0$ and $v = 1$; $\pi_{ri}^{HC} > \pi_{ri}^{VC} > \pi_{ri}^{NC}$ when $h = 1$ and $v = 0$.

(iii) If products are homogenous: $\pi_{ri}^{HC} > \pi_{ri}^{NC} > \pi_{ri}^{VC}$ when $h = 0$ and $v = 0$; $\pi_{ri}^{VC} > \pi_{ri}^{HC} > \pi_{ri}^{NC}$ when $h = 0$ and $v = 1$; $\pi_{ri}^{HC} > \pi_{ri}^{VC} > \pi_{ri}^{NC}$ when $h = 1$ and $v = 0$.

The analytic results to rank the cooperation settings in terms of profitability are attained by focusing on the impact of $h$, $v$, and $b$ on firms’ R&D strategies along with the effects of internalized competitive externalities on the profit. The comparison rests on the sign and magnitudes of $h$, $v$, and $b$ as well as $HCEs$ and $VCEs$. Although firms benefit from knowledge spillovers through their cost reduction effects, the benefit is substantial when they are large, such that the incoming knowledge spillovers dominate the outgoing technological information. Additionally, higher $b$ boosts competition between retailers, negatively affects the market demand and reduces retailers’ profits.

Part i of Proposition 7 states that retailers’ profit producing independent goods is ranked as $\pi_{ri}^{VC} > \pi_{ri}^{NC} > \pi_{ri}^{HC}$ if $h = 0$ and $v = 0$. When products are independent, retailers are neglected to the information leakage to their competitors and increase their R&D to benefit from its cost reduction effect. Note that $VCE_{ri}$ is positive, whereas $HCE_{ri}$ is negative when $h = 0$ and $v = 0$. Indeed, suppliers providing a homogeneous input are strongly sensitive to the knowledge spillovers to their rivals. When $h = 0$, suppliers
increase their R&D which benefits retailers through the positive $VCE_{ri}$. Thus, retailers benefit from $VC$, whereas they suffer from $HC$ internalizing the negative $HCE_{ri}$. $NC$ internalizes no externality. Thus, $\pi_{ri}^{VC} > \pi_{ri}^{NC} > \pi_{ri}^{HC}$ is concluded. As spillovers increase, $HCE_{ri}$ turns positive, yet $VCE_{ri} > HCE_{ri}$. Thus, $\pi_{ri}^{VC} > \pi_{ri}^{HC} > \pi_{ri}^{NC}$ is attained. Moreover, $HCE_{ri} = VCE_{ri}$ when $h = 1$ which results in $(\pi_{ri}^{VC} = \pi_{ri}^{HC}) > \pi_{ri}^{NC}$.

Part $ii$ of Proposition 7 states that $\pi_{ri}^{NC} > \pi_{ri}^{VC} > \pi_{ri}^{HC}$ when products are imperfect substitutes, $h = 0$ and $\nu = 0$. When products are substitutes, competition between retailers is strong. Thus, retailers reduce their output and demand of the intermediate good which negatively affects suppliers’ profit and thereby, influences suppliers’ R&D strategies. Thus, $VC$ may lead firms to over–invest in R&D. Indeed, $HCE_{ri}$ is negative when spillovers are low, and thereby leads firms to under–investing in R&D. Although $VC$ yields higher profit than $HC$, the highest profit is attained by $NC$ internalizing no externality since $NC$ prevents retailers from over–investing in R&D which may occur by $VC$. Thus, $\pi_{ri}^{NC} > \pi_{ri}^{VC} > \pi_{ri}^{HC}$ is concluded. Higher $\nu$ benefits firms and mitigates the negative effects of $b$ on the profit. When $\nu = 1$, firms benefit from R&D activities of one another and increase their R&D which turns $HCE_{ri}$ positive, such that $VCE_{ri} > HCE_{ri}$.

Moreover, $HCE_{ri}$ is positive up to the point that $b \leq 2/3$ if $h = 0$ and thereby, $\pi_{ri}^{VC} > \pi_{ri}^{HC} > \pi_{ri}^{NC}$ is attained. When $h = 1$ and $\nu$ is sufficiently low, retailers gain higher profit by internalizing $HCE_{ri}$ than they do by internalizing $VCE_{ri}$ since $HCE_{ri} > VCE_{ri}$ up to the point that $b \leq 2/3$, and thereby, $\pi_{ri}^{HC} > \pi_{ri}^{VC} > \pi_{ri}^{NC}$ is observed.

Part $iii$ of Proposition 7 states that $\pi_{ri}^{HC} > \pi_{ri}^{NC} > \pi_{ri}^{VC}$ when goods are homogenous, $h = 0$ and $\nu = 0$. When goods are homogenous, competition between
retailers is intense which induces retailers to reduce their output and demand for the intermediate good which negatively affects suppliers’ profit and influences their R&D strategies. In this context, VC may lead firms to over–invest in R&D. NC also may lead them to over–invest in R&D due to the strong competition; however, VC is associated with a greater over–investing in R&D which reduces retailers’ profits. HC internalizes the negative $HCE_{ri}$ which is mitigated by $b$ when products are homogenous. Thus, retailers benefit from HC since it prevents them from over–investing in R&D by other settings. Comparing the settings shows that $\pi_{ri}^{HC} > \pi_{ri}^{NC} > \pi_{ri}^{VC}$. When $v = 1$, internalizing $v$ reinforces its positive effects, increases the net benefit of R&D to all firms. Thus, VC is more profitable to both industries since $VCE_{ri} > HCE_{ri}$ and $\pi_{ri}^{VC} > \pi_{ri}^{HC} > \pi_{ri}^{NC}$ is attained.

Proposition 7 shows that retailers attain the highest profit under VC when goods are independent and spillovers are sufficiently low. Higher $b$ affects firms’ strategies of R&D due to its effects on output. Higher $b$ mitigates the effects of horizontal competitive externalities. NC is associated with higher profits by preventing retailers from over–investing in R&D when goods are imperfect substitutes and spillovers are sufficiently low. Furthermore, NC and VC may induce retailers to over–invest in R&D when products are homogeneous and spillovers are sufficiently low. In this case, retailers gain higher profit under HC. The results show that the negative effects of over–investing in R&D on retailers’ profit more than offset the gains associated with the cost reduction effects of the R&D. VC leads retailers to the highest profit when $v$ is high enough.

Now, consider the profit of suppliers providing a homogeneous intermediate good where their output level is affected by retailers’ strategies of output. Although higher $b$ reduces
the demand of the intermediate good, higher \( b \) increases the wholesale price which reflects the power of suppliers.

**Proposition 8.**

(i) If goods are independent: \( \pi^H > \pi^N > \pi^V \) when \( h = 0 \) and \( v = 0 \); \( \pi^V > \pi^H > \pi^N \) when \( h = 0 \) and \( v = 1 \); \( \pi^V = \pi^H > \pi^N \) when \( h = 1 \).

(ii) If goods are imperfect substitutes: \( \pi^N > \pi^V > \pi^H \) when \( h = 0 \) and \( v = 0 \);
    otherwise, \( \pi^V > \pi^H > \pi^N \).

(iii) If goods are homogenous: \( \pi^V > \pi^N > \pi^H \) when \( h = 0 \) and \( v = 0 \); otherwise, \( \pi^V > \pi^H > \pi^N \).

Part i of Proposition 8 states that \( \pi^H > \pi^N > \pi^V \) when final products are independent and spillovers are sufficiently low. In this case, suppliers benefit from higher demand and have enough incentive to increase their R&D and benefit from its cost reduction effects when \( h \) is sufficiently low. Retailers also increase their R&D to benefit from its cost reduction effects. Although \( HCE \) is negative when \( h = 0 \), suppliers benefit from internalizing these negative \( HCE \) since it mitigates suppliers’ concerns about the flow of the knowledge spillovers to the competitor, prevents them from over-investing in R&D by other settings. This result shows that \( VC \) may induce suppliers to over-invest in R&D which reduces the profits. Although \( NC \) internalizes no externality, suppliers benefit from \( NC \) since it also prevents them from over-investing in R&D. The over-investment under \( VC \) is stronger than it is under \( NC \). Thus, \( \pi^V > \pi^N > \pi^V \) is achieved. As \( v \) increases, yet \( h \) is sufficiently low, firms increase their R&D further.
Additionally, when \( v = 1 \), inter–industry firms benefit from internalizing \( VCE_{si} \) which reinforces the cost reduction effects of \( v \). Vertical spillovers also mitigate the negative \( HCE_{si} \), such that \( \pi_{si}^{VC} > \pi_{si}^{HC} > \pi_{si}^{NC} \) is attained. Ultimately, \( HCE_{si} = VCE_{si} \) when \( h = 1 \) which results in \( (\pi_{si}^{VC} = \pi_{si}^{HC} > \pi_{si}^{NC}) \).

Part ii of Proposition 8 states that \( \pi_{si}^{NC} > \pi_{si}^{VC} > \pi_{si}^{HC} \) when products are imperfect substitutes, \( h = 0 \) and \( v = 0 \). When products are substitutes, competition between retailers is strong. Thus, retailers reduce their output which affects suppliers’ strategies of output as well. These effects reduce firms’ incentive to increase their R&D and thereby, \( VC \) leads inter–industry firms to over–investing in R&D. Furthermore, \( HCE_{si} \) is negative due to the low levels of spillovers. Internalizing these negative competitive externalities leads suppliers to under–invest in R&D which reduces suppliers’ profit. In this case, \( VC \) yields higher profit than \( HC \), while \( NC \) internalizing no externality yields the highest profit to the suppliers since \( NC \) prevents them from over–investing and (or) under–investing in R&D. Thus, \( \pi_{si}^{NC} > \pi_{si}^{VC} > \pi_{si}^{HC} \) is concluded. Higher \( h \) and \( v \) increase the net benefit of R&D, more than offset the effects of \( b \) on firms’ profit, and positively affect firms’ incentive to increase their R&D. Thus, \( \pi_{si}^{VC} > \pi_{si}^{HC} > \pi_{si}^{NC} \) is concluded when spillovers are high enough.

Part iii of Proposition 8 states that \( \pi_{si}^{VC} > \pi_{si}^{NC} > \pi_{si}^{HC} \) when products are homogenous, \( h = 0 \) and \( v = 0 \). When products in both industries are homogenous, competition between firms in both industries is intense. This reduces firms’ incentive to increase their R&D. \( NC \) internalizes no externality, yet boosts competition and induces suppliers to over–invest in R&D. \( HC \) internalizes the negative \( HCE_{si} \), induces suppliers to
under–invest in R&D. HC reduces suppliers’ profit (by under–investing in R&D) more than NC does (by over–investing in R&D). In this case, VC prevents suppliers from over–investing in R&D associated with NC and thereby, suppliers attain the highest profit under VC. Thus, $\pi_{si}^{VC} > \pi_{si}^{NC} > \pi_{si}^{HC}$ is concluded. As spillovers increase, firms have enough incentive to increase their R&D, $HCE_{si}$ turns positive and $\pi_{si}^{VC} > \pi_{si}^{HC} > \pi_{si}^{NC}$ is concluded.

Proposition 8 shows that when goods are independent and spillovers are sufficiently low, VC leads suppliers to over–invest in R&D. To avoid over–investing in R&D, suppliers tend to HC. However, HC leads suppliers to under–invest in R&D when products are imperfect substitutes, yet spillovers are sufficiently low. These results reflect the effects of $b$ on firms’ strategies of R&D. VC yields the highest profit of suppliers when products are homogenous. The results show that forming an appropriate cooperative setting under different levels of spillovers and product substitutability is critical to profit maximizing firms to choose the adequate innovation efforts.

1.7 Conclusion

This chapter aims to study the impact of cooperative R&D on innovation, welfare, and profitability in vertically related industries where products are differentiated, horizontal and vertical spillovers are present. A two industry framework under a symmetric scenario is considered, where upstream firms produce a homogeneous intermediate good and sell it to downstream firms. Downstream firms produce differentiated products.

Although vertical spillovers always increase R&D expenditures, horizontal spillovers may increase or decrease them. Vertical spillovers have a multiplied positive
impact on R&D by stimulating horizontal spillovers and through the cooperative structure. Inter–industry firms always benefit from higher innovation efforts of one another. The impact of horizontal spillovers on R&D depends on the cooperative structure, the level of horizontal and vertical spillovers and product substitutability. Firms’ behavior is affected by cooperative structure and the magnitudes of spillovers and product substitutability. Retailers and suppliers have different responses to a change in the level of spillovers and product substitutability. Although higher product differentiation mitigates retailers’ concerns about horizontal spillovers, it has no significant effect on suppliers’ stress.

Higher product substitutability always increases competition between retailers, affects the position of the demand curve, induces retailers to reduce their output and the demand of the intermediate good. Although the reduction in demand affects suppliers’ net benefit of R&D, the power of suppliers mitigates the effect by increasing the wholesale price.

Comparing cooperative settings in terms of R&D, shows that vertical cooperation always dominates the others. When horizontal spillovers are perfect, horizontal cooperation and vertical cooperation yield the same level of R&D. The second best cooperation setting in terms of R&D and welfare is non–cooperative R&D if spillovers are sufficiently low; otherwise, horizontal cooperation leads to the second best. Horizontal cooperation decreases R&D and welfare when spillovers are sufficiently low. This result does not necessarily hold when one of the spillovers is high. The ranking of cooperation settings rests on the sign and magnitudes of competitive externalities, spillovers and product substitutability. Product substitutability affects the required
threshold of spillovers. Higher product differentiation yields higher output and R&D by
all firms under any type of cooperation setting.

An important question that arises in the study of the productive cooperation
settings is its relative importance to firms’ decisions. Cooperation settings were compared
in terms of profitability in each industry. It was shown that profitability is affected by the
sign and magnitudes of competitive externalities, product substitutability, as well as
horizontal and vertical spillovers. The result indicates that retailers and suppliers have no
common interest to voluntarily form vertical cooperation under similar circumstances.
Although suppliers always gain the highest profit under vertical cooperation when final
goods are homogenous, retailers attain the highest profit under vertical cooperation only
if vertical spillovers are sufficiently high. Moreover, vertical cooperation may induce
firms to over–invest in R&D. Over–investing in R&D reduces firms’ profits.

The study of cooperative R&D and of protecting innovation certainly increases
substantial science and technology policy issues. Drawing policy recommendations
requires prudence since it deals with many practical issues like asymmetric information
between firms and regulators. However, the model suggests some considerations on R&D
policy with respect to the incentives of cooperation settings’ perspective.

The model suggests that the selection of cooperation settings and of incentives to
cooperation is imperative to the conclusion of R&D levels. The model indicates that
vertical cooperation is associated with the highest innovation and welfare. The regulator
requires introducing policies to direct inter–industry firms to this goal. The optimal
policy varies based on the magnitudes of spillovers and product substitutability. To
encourage innovation efforts, a series of legislative actions to strengthen industrial technological capabilities should be strongly supported. The regulator should introduce policies to make the profits for each firm to be at least as large as the profits of the firm in the non–cooperative scenario to encourage them to cooperate in R&D activities. In this way, firms would vertically cooperate since it is profitable to them.

The model has many possible extensions. A critical determinant of cooperative R&D is the level of knowledge spillovers. The importance of differentiating between outgoing technical knowledge and incoming technological information has not been addressed by the paper. It was assumed that the flow of horizontal (vertical) spillovers between firms in both industries is the same. In the real world, absorptive capacity, the pace and scope of technological change, and communication channels are different among firms (industries) which leads to different levels of knowledge spillovers. Moreover, downstream firms dealing with the final consumer may bear more vertical spillovers, whereas upstream firms providing a homogenous intermediate good may develop more horizontal spillovers. This, in turn, may affect the symmetry of horizontal and vertical spillovers.
Table 1.1: The impact of vertical spillovers

<table>
<thead>
<tr>
<th></th>
<th>No Cooperation</th>
<th>Horizontal Cooperation</th>
<th>Vertical Cooperation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\partial x_{ri}/\partial v$</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>$\partial x_{si}/\partial v$</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>$\partial X/\partial v$</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>$\partial Y/\partial v$</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>$\partial W/\partial v$</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
</tbody>
</table>
Table 1.2: The impact of horizontal spillovers

<table>
<thead>
<tr>
<th></th>
<th>No Cooperation</th>
<th>Horizontal Cooperation</th>
<th>Vertical Cooperation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\partial x_{ri}/\partial h$</td>
<td>$-$</td>
<td>$+$</td>
<td>$+$ if $b = 0$</td>
</tr>
<tr>
<td>$\partial x_{si}/\partial h$</td>
<td>$-$</td>
<td>$+$</td>
<td>$\pm$</td>
</tr>
<tr>
<td>$\partial X/\partial h$</td>
<td>$-$</td>
<td>$+$</td>
<td>$\pm$</td>
</tr>
<tr>
<td>$\partial Y/\partial h$</td>
<td>$\pm$</td>
<td>$+$</td>
<td>$+$</td>
</tr>
<tr>
<td>$\partial W/\partial h$</td>
<td>$\pm$</td>
<td>$+$</td>
<td>$+$</td>
</tr>
</tbody>
</table>
Chapter 2: The Impact of Cooperative R&D and Advertising on Innovation

2.1 Introduction

Advertising and innovation are two major instruments for firms to beat the competition, improve their future returns effectively and earn extraordinary profits (Askenazy et al. 2015; Hirschey and Weygandt 1985; Drucker 1954). The recent studies show that the strategic interaction between advertising and R&D depends on the returns associated with these activities (Kaiser 2005). Advertising and R&D can be strategic substitutes; firms may substitute advertising for R&D when the returns associated with advertising are higher than the returns on R&D. However, advertising and R&D can also be strategic complements. The literature has taken the view that cooperative R&D and advertising have positive effects on firm value.

Advertising enables firms to introduce their products to potential consumers, to encourage consumers to purchase the products, to distinguish their products from competitors’ and conclusively to increase profits. Advertising cooperation between two competitors increases advertising expenditures and profits. Horizontal advertising cooperation between companies that operate at the same level of supply chain identifies and develops successful strategies to improve a variety of metrics of performance. Competitors share certain common interests and objectives like the joint development of new products, the evolution of advanced technology and the achievement of high levels of R&D. The cooperation leverages the strengths of each partner to open up new consumer markets or enhance common target markets (Gou et al. 2014).
Additionally, cost reducing R&D increases firms’ efficiency and profits. Cost reducing R&D investments reduce firms’ production costs, induce firms to increase their output and R&D further. Horizontal cooperative R&D yields higher innovation efforts and profits when the information leakage to the rivals (horizontal R&D spillovers) is high enough. Cooperative R&D affects innovation efforts and profitability through cost sharing effects (Atallah 2002).

Although R&D activities are always associated with positive spillovers, which are desirable to the rivals, advertising may generate positive or negative spillovers. Advertising spillovers are positive (negative) if they increase (decrease) the demand for the rivals’ products. Sahni (2015) shows that online advertising positively affects competitors’ markets. In particular, he finds that the effects are more severe when product differentiation is low. An instance of positive advertising spillovers can be considered by the impact of advertising of Pepsi on the demand of its rival, Coca-Cola due to their positive correlation and the strong substitutability. Shapiro (2018) shows that there are positive spillovers from television advertising of prescription psychic–energizers. Advertising activities have positive externalities on the market size of all rivals if all firms invest in advertising activities and compete à la Cournot (Cellini and Lambertini 2002).

Friedman (1983) incorporates positive and negative advertising spillovers in an oligopolistic model. He shows that when advertising spillovers are negative, the cost of advertising is increased and profit is reduced. An illustration of negative advertising spillovers can be modified by providing specific information, counterfeiting a well–known prestigious brand (sub–brand), and recalling products. For example, advertising a
product as GMO\textsuperscript{17} free brings new information to light about health risks associated with GMO products. This advertising not only decreases the demand of the competitors’, but also it influences the demand for other products (imperfect substitutes or independent products), which may contain GMOs in their ingredients. Another example of negative advertising spillovers is advertising counterfeit products as genuine ones which negatively affects the market of the premium brand. Premium brands attract consumers with their associated exclusive prestige. However, counterfeiting a premium brand enables a variety of consumers to take advantage of the brand name. Thus, the self–respect and aristocracy of the consumers of genuine items induce them to either abandon the premium brand, or cheapening and degrading the items (Commuri 2009). Although marketers create a bridge between relevant brands in their brand portfolios to increase marketing efficiency through positive spillovers of brand equity, negative spillovers may occur and affect relative brands that are not directly involved (Lie et. al. 2008). For example, prompting a recall of Nescafé products due to a severe quality problem encourages the consumers to update their evaluations not just for Nescafé but also for other Nestlé’s sub–brands.

To succeed in the marketplace, corporations require engaging in cooperative R&D and marketing activities (Griffin and Hauser 1996). Firms hire scientists to maintain and develop technology, hire marketing experts to sell the products, speak to consumers, and promote products. If there is no connection between these groups, their ability to synthesize skills, develop and produce successful products decreases which

\textsuperscript{17} Genetically modified \textit{Organisms (GMOs)} are living organisms whose genetic material has been artificially manipulated in a laboratory through genetic engineering.
cause firms to suffer. Marketing and R&D activities in new innovative products are neither independent nor static and they should not be analyzed separately.

Previous theoretical studies focused on the effects of cooperative advertising and cooperative R&D on firms’ value. There are many analyses investigating the effects of R&D spillovers and cooperative R&D strategies on innovation. However, there is no analysis to address the impact of cooperating in R&D and advertising on innovation and welfare. However, investigating these effects is essential and helps the regulator to introduce required policies to protect innovation and welfare notably, where horizontal mergers are prohibited. This chapter makes several contributions to the existing literature. First, it is the first paper to model the simultaneous presence of R&D and advertising spillovers, by allowing each firm to participate in cost reducing R&D and advertising activities simultaneously. The advertising spillovers may be positive or negative. Second, the chapter studies the effect of cooperative R&D or (and) cooperative advertising by allowing firms to choose their R&D and advertising expenditures to maximize their joint profits (where firms cooperate which is not the same as non–cooperative equilibria). Third, the strategic interaction between R&D and advertising activities of competitors is analyzed. Finally, this chapter studies the ranking of cooperative structures in terms of R&D.

In a two–stage game, two symmetric duopolists producing differentiated products invest in R&D and advertising in the first stage and then compete in output in the second stage. The cost reducing R&D decreases the production cost of the participating firm and its competitor through R&D spillovers. Advertising increases own demand and increases (reduces) the demand of the rival through positive (negative) advertising spillovers.
It is found that higher R&D and advertising spillovers always increase innovation, output and welfare when goods are independent. When goods are imperfect substitutes or homogeneous, the effects of R&D and (or) advertising spillovers on innovation, output, and welfare depend on the sign and magnitude of advertising spillovers, R&D spillovers, product differentiation and cooperative structures. The study of the ranking of cooperation settings in terms of R&D shows that cooperative advertising always reduces innovation when advertising spillovers are negative. Indeed, internalizing positive externalities always promotes innovation and thereby, the type of cooperation which internalizes larger positive externalities yields higher innovation efforts. The study of the strategic interaction between competitors’ decisions on R&D and advertising shows that the advertising of a firm complements its competitor’s investment in R&D and advertising when advertising spillovers are positive and large enough. Although R&D of a firm always complements its competitor’s investments in R&D and advertising when goods are independent, that complements the competitor’s R&D and advertising expenditures solely if R&D spillovers are high enough when goods are substitutes.

The chapter is organized as follows. A relative literature review of empirical studies is provided in section 2.2. The model is presented in section 2.3. The impact of spillovers\(^{18}\) on innovation, output and welfare are studied in section 2.4. Section 2.5 examines the strategic interaction between competitors’ advertising and R&D expenditures. The four scenarios (no cooperation, R&D cooperation, advertising

---

\(^{18}\) Spillovers refer to R&D and advertising spillovers.
cooperation, R&D and advertising cooperation) in terms of R&D are compared in section
2.6. Section 2.7 provides a brief summary and conclusion.

2.2 Literature Review

The majority of empirical analyses study the cost sharing effects of advertising and R&D cooperation and find a positive impact of cooperative advertising and R&D on profits (Gasmi et al. 1992; Vanhaverbeke et al. 2002). Sridhar et al. (2014) study data of a sample of the U.S. high technology manufacturing firms. They find that, firms’ investments in R&D, advertising, and inventory affect firms’ performance as well as their future expenditures in each of these three areas. Focusing on the long-term effects, they find that investments in advertising and inventory holding increase sales, whereas investment in R&D does not. Advertising and R&D increase a firm’s value, whereas inventory holding does not. Furthermore, investments in all three functions are positively affected by sales, yet negatively affected by firm value.

Most of the R&D intensive industries, like the pharmaceutical industry and automotive industry have large advertising expenditures (Matraves 1999; Kwong and Norton 2007; Kaiser 2005). Focusing on the competitive roles of advertising and R&D expenditures, evidence shows that advertising and R&D expenditures are critical to the price competition and the formation of market structure in the global pharmaceutical industry (Matraves 1999).

A large volume of literature in economic management has been produced that argues various motives that encourage firms to collaborate on R&D (Nielsen 2002; Nooteboom 1999). A number of empirical studies explore the determinants of R&D
cooperation (Kleinknecht and Reijnen 1992; Fritsch and Lukas 2001; Tether 2002; Belderbos et al. 2004). A major finding of recent contributions is that the goals and, the determinants of R&D cooperation differ depending on the type of R&D and cooperation partner. Fritsch and Lukas (2001) study a sample of the German manufacturing firms and find that innovative effort directed at process improvement is associated with cooperation with suppliers; however, product innovations are associated with customer cooperation. Tether (2002), studies a sample of innovating firms from the UK. He finds that R&D cooperation is followed by firms pursuing disruptive innovations rather than incremental innovations.

Siebert (1996) studies the effect of R&D alliances on firm economic performance using the data of a sample of the U.S. joint ventures. He shows that cooperation has no direct impact on profit margin. Indeed, the effect of R&D investment on the profit margin is larger for cooperating than for non-cooperating firms. Aschhoff and Schmidt (2008), from the study of firm level data of the annual German innovation survey, find that cooperative R&D strengthens cost reductions, which are determinant to the innovation processes. Cooperative R&D has a positive impact on a firm’s economic success with market novelties. The positive effects of cooperative R&D are reinforced if firms cooperate in the introduction and marketing of innovative products, which are still at the beginning of their life cycle.

Kwoka (1993) studies the data of a sample of the U.S, auto industry and finds that advertising in the auto industry positively affects a car’s model sales; however, the effect is temporary and limited. Seldon and Doroodian (1989) study the impact of advertising on the cigarette industry. They find that although advertising positively affects the
demand for the cigarette in the U.S., the health warnings mitigates the effect. They show that the industry responds to the health warnings by increasing the advertising activities. Nerlove and Waugh (1961) find a positive impact of advertising on the U.S. orange industry.

Despite the importance of the effectiveness of advertising alliances, few empirical studies address the effectiveness of alternative strategies for cooperative advertising. Gasmi et al (1992) study potential marketing coordination in the Cola market (Nash behaviour, Stackelberg leadership and several potential coordination of collusion) using data for two decades. They find evidence which confirms joint marketing alliances. In similar studies, Wang et al. (2004) find a similar conclusion for the U.S. butter and margarine industry. Kadiyali (1996) studies the U.S. photographic film industry where evidence shows cooperation on both advertising and price. Roberts and Samuelson (1988) address the joint profit maximizing choice of advertising in the U.S. cigarette market.

Cooperative advertising enhances target markets when advertising spillovers are positive and (or) advertising is not comparative. Anderson et al. (2016), from the study of the data of all TV advertising expenditures from the U.S. over–the–counter analgesics, find that there are negative effects of comparative advertising on the competitors. Engaging in comparative advertising negatively affects the market of the rival and reduces the joint profits where firms cooperate in advertising. The comparative advertising causes more damage to the targeted competitor than benefit to the advertiser.
Matraves (1999) and Kwong and Norton (2007) find that industry specifications, R&D intensity of the industry, returns on R&D and marketing activities determine how the strategic interaction of advertising and R&D between firms may vary. Advertising and R&D expenditures may be either strategic substitutes or strategic complements. If the returns associated with advertising are higher than returns on R&D, firms may substitute advertising for R&D investment. This mechanism is more significant when firms face credit constraints or have to pursue short-run objectives. However, evidence shows that advertising and R&D can also be complements, such that some R&D intensive industries like pharmaceuticals also have high advertising expenditures. Askenazy et al. (2015) study the data of a sample of firms from the French manufacturing industry. They employed a model including both static and dynamic interactions between R&D, advertising, and competitive environment. They find that for a given competitive environment, quality leaders invest more in advertising to extract more rents. Additionally, the inverted-U relation between competition and R&D remains with the introduction of advertising. Indeed, more competition is associated with more advertising expenditures.

Although there is a large theoretical and empirical literature analyzing the importance of R&D and marketing along with the effects of cooperative R&D and advertising on firms’ value, firms’ performance, and firms’ strategies, there is no theoretical or empirical literature to study the impact of R&D and advertising cooperation on innovation, output, and welfare. This paper contributes to the literature by its unique approach.
2.3 The Model

There are two symmetric firms producing differentiated products and competing a la Cournot. Firms interact in two stages. In the first stage, they choose their expenditures on R&D ($x$) and advertising ($a$). In the second stage, they decide on their output ($y$). Good $i$ is produced by firm $i$, where $i=1,2$. In this model, advertising increases the market demand for the good, has some feature of “complementary”$^{19}$ advertising (Bagwell, 2007), may or may not provide information. The considered advertising in this chapter does not provide hard information on price or product characteristics, it also does not affect product differentiation. This model shares some features with the model by Becker and Murphy (1993). A consumer consumes two goods, 1 and 2. Consumers have a stable set of preferences and advertising is complementary to consumption. The consumer’s utility function is given by

$$U(y_0, y_1, y_2) = k(y_1 + y_2) - \frac{(y_1^2 + y_2^2)}{2} - by_1y_2 + (a_1 + \theta a_2)y_1 + (\theta a_1 + a_2)y_2 + y_0$$

(2.3.1)

where $y$ is output, $a$ denotes advertising, $\theta \in [-1,1]$ is a parameter measuring the advertising spillover, $b \in [0,1]$ is a parameter indicating the degree of product substitutability (negatively related to product differentiation). Final goods are homogeneous if $b = 1$, imperfect substitutes if $0 < b < 1$ and independent if $b = 0$. $y_0$ is the numeraire, given by the budget constraint as $y_0 = M - p_1y_1 - p_2y_2$, where $M$ is

---

$^{19}$ The complementary view admits that the advertising may contain information and influence consumer behaviour accordingly. However, the consumer may value “social prestige,” and advertising by a firm may be an input that contributes toward the prestige that increases satisfaction when the firm’s product is consumed.
income and \( p \) is the price. Advertising by a firm generates a positive (negative) spillover (\( \theta \)) for the value of the other product to the consumer.

Maximizing the utility over \( y_1 \) and \( y_2 \) yields the following demand functions:

\[
p_i(y_i, y_j, a_i, a_j) = k - y_i - b y_j + a_i + \theta a_j \quad i=1,2
\]

The inverse demand function shows that the demand of each firm depends on the advertising choices of all firms. In this setting, advertising causes a parallel shift in the demand curve, no slope effect. Advertising improves value (by increasing the vertical demand intercept of the inverse demand curve). The demand of the rival is negatively affected by a firm’s advertising when \( \theta < 0 \) and it is positively affected when \( \theta > 0 \).

Each firm participates in advertising and cost reducing R&D activities. The dollar cost of \( x \) units of R&D for firm \( i \) is \( \gamma x_i^2 / 2 \), where \( x_i \) represents the R&D output by firm \( i \), and \( \gamma > 0 \) is a cost parameter. The dollar cost of \( a \) units of advertising for firm \( i \) is \( \lambda a_i^2 / 2 \), where \( a_i \) represents the advertising by firm \( i \), and \( \lambda > 0 \) is a cost parameter. Assuming that \( \gamma \) and \( \lambda \) are sufficiently high for the profit function to be concave, sufficiently low for firms to undertake strictly positive amount of R&D and advertising. The total R&D output is denoted by \( X \) and total advertising is denoted by \( a \).

\[
X = x_1 + x_2
\]

\[
a = a_1 + a_2
\]

Each unit of R&D conducted by a firm reduces its own cost by one dollar, reduces the cost of its competitor by \( \beta \) dollars, \( \beta \in [0,1] \). The magnitude of \( \beta \) depends on different factors such as different absorptive capacities, different technological
similarities, the different efficiency of communication channels, etc. Undertaking no R&D, firms acquire a constant unit production cost of $\alpha$. The unit cost for firm $i$ is:

$$c_i = \alpha - x_i - \beta x_j$$

The cost function shows that the final cost of each firm depends on the R&D choices of all firms. This game has two stages. In the first stage, each firm decides on its R&D and advertising simultaneously. In the second stage, firms choose their output competing a la Cournot, anticipating the market demand.

2.3.1 Output stage

The game begins with the second stage where firms choose their output to maximize their own profit non–cooperatively.

In the second stage, firms’ problem is:

$$\max_{y_i, a_i, a_j} \pi_i = (p_i(y_i, y_j, a_i, a_j) - c_i)y_i - \gamma \frac{x_j^2}{2} - \lambda \frac{a_j^2}{2}$$

Given that firms are symmetric, they follow a symmetric behavior. Maximizing and solving the two f.o.c. simultaneously yields:

$$y_i = \frac{2(k-a+a_i+\theta a_j+x_i+\beta x_j)-b(k-a+\theta a_i+a_j+\beta x_i+x_j)}{4-b^2}$$

$$p_i = \frac{(2-b) k+2(\alpha+a_i-x_i)+2\theta a_j-2\beta x_j+b(\alpha-\theta a_i-a_j-\beta x_i-x_j)-b^2(\alpha-x_i-\beta x_j)}{4-b^2}$$

2.3.2 Advertising and R&D Stage

In the first stage of the game, firms choose their R&D and advertising expenditures simultaneously. One noticeable feature of cooperative R&D and advertising is the great
variety of possible linkages between firms. Firms may participate in R&D cooperation on one project, while in advertising cooperation on another project. To capture the variety of cooperative structures, four scenarios for firms’ behavior in the first stage are considered.

The first scenario is non–cooperative R&D and advertising (NN) so that each firm chooses its own R&D and advertising to maximize its own profit. The second scenario is cooperative R&D (RN) where firms choose their R&D cooperatively, but each firm chooses its own advertising non–cooperatively. The third scenario is cooperative advertising (NA), in which firms choose their advertising cooperatively, but each firm chooses its R&D non–cooperatively. The fourth scenario is cooperative R&D and advertising (RA), where firms determine their R&D and advertising cooperatively. Define the R&D and advertising set of all firms as \( \varphi \equiv \{x_1, x_2, a_1, a_2\} \). Therefore, the profit of each firm can be rewritten as:

\[
\pi_i(\varphi) = (p_i(\varphi) - c_i(\varphi))y_i(\varphi) - \gamma \frac{x_i^2}{2} - \lambda \frac{a_i^2}{2} \quad i=1,2
\]

Thus, welfare is also a function of R&D and advertising set, defined as:

\[
W(\varphi) = (\pi_1(\varphi) + \pi_2(\varphi)) + CS
\]

In the first stage, under NN each firm determines its R&D and advertising to maximize its own profit. Each firm solves the following problem:

\[
\max_{x_i,a_i} \pi_i(\varphi) \quad i=1,2 \tag{2.3.2}
\]

\[\text{Consumer surplus is defined as } CS = U(y_0, y_1, y_2) - (p_1y_1 + p_2y_2 + y_0).\]
Simultaneously solving the four first order conditions of Eq. (2), shows research and advertising efforts that each firm chooses under $NN$:

\[ x_i^{NN} = \frac{2\lambda(k-\alpha)(2-b\beta)}{2\gamma(1+\theta)(2-b\theta)+2\lambda(1+\beta)(2-b\beta)-\gamma\lambda(2-b)(b+2)^2} \quad i=1,2 \]

\[ a_i^{NN} = \frac{2\gamma(k-\alpha)(2-b\beta)}{2\gamma(1+\theta)(2-b\theta)+2\lambda(1+\beta)(2-b\beta)-\gamma\lambda(2-b)(b+2)^2} \quad i=1,2 \]

Under $RN$, firms choose their R&D to maximize their joint profits, but each firm chooses its own advertising level to maximize its profit.

\[ \max_{x_1, x_2} \pi_1(\phi) + \pi_2(\phi) \quad (2.3.3) \]

\[ \max_{a_i} \pi_i(\phi) \quad i=1,2 \quad (2.3.4) \]

Simultaneously solving the four f.o.c. of Eqs. (3) and (4), shows research and advertising efforts that each firm undertakes under $RN$:

\[ x_i^{RN} = \frac{2\lambda(k-\alpha)(\beta+1)(2-b)}{\lambda(2-b)[\gamma(b+2)^2-2(1+\beta)^2]-2\gamma(1+\theta)(2-b\theta)} \quad i=1,2 \]

\[ a_i^{RN} = \frac{2\gamma(k-\alpha)(2-b\theta)}{\lambda(2-b)[\gamma(b+2)^2-2(1+\beta)^2]-2\gamma(1+\theta)(2-b\theta)} \quad i=1,2 \]

Under $NA$, firms decide on their advertising level to maximize their joint profits, but each firm chooses its R&D investment to maximize its own profit.

\[ \max_{a_1, a_2} \pi_1(\phi) + \pi_2(\phi) \quad (2.3.5) \]

\[ \max_{x_i} \pi_i(\phi) \quad i=1,2 \quad (2.3.6) \]
Simultaneously solving the four f.o.c. of Eqs. (5) and (6), shows research and advertising efforts that each firm undertakes under NA:

\[ x_i^{NA} = \frac{2\lambda(k-\alpha)(2-b\beta)}{\gamma(2-b)[\lambda(b+2)^2-2(1+\theta)^2]-2\lambda(1+\beta)(2-b\beta)} \quad i=1,2 \]

\[ a_i^{NA} = \frac{2\gamma(k-\alpha)(2-b)\gamma}{\gamma(2-b)[\lambda(b+2)^2-2(1+\theta)^2]-2\lambda(1+\beta)(2-b\beta)} \quad i=1,2 \]

Under RA, firms determine their R&D and advertising cooperatively to maximize their joint profits.

\[ \max_{x_1,x_2,a_1,a_2} \pi_1(\varphi) + \pi_2(\varphi) \]  \hspace{1cm} (2.3.7)\]

Simultaneously solving the four f.o.c. of Eq. (7), determines the research and advertising efforts that each firm undertakes under RA:

\[ x_i^{RA} = \frac{2\lambda(k-\alpha)(\beta+1)}{2\gamma(1+\theta)^2+2\lambda(1+\beta)^2-\lambda\gamma(b+2)^2} \quad i=1,2 \]

\[ a_i^{RA} = \frac{2\gamma(k-\alpha)(\theta+1)}{2\gamma(1+\theta)^2+2\lambda(1+\beta)^2-\lambda\gamma(b+2)^2} \quad i=1,2 \]

### 2.4 The Impact of Spillovers on R&D and Welfare

This section addresses the effects of R&D and advertising spillovers on innovation, output, and welfare where products are differentiated and cooperative structures are varied.

---

21 All the detailed analysis and proofs are provided in the appendix.
Proposition 1.

(i) Under $NN$ and $NA$, an increase in R&D spillovers increases innovation, output, and welfare if they are low enough.

(ii) Under $RN$ and $RA$, an increase in R&D spillovers always increases innovation, output, and welfare.

An increase in $\beta$ reduces production costs of the rival and is not desirable. Under $NN$ and $NA$, higher $\beta$ increases innovation when the benefit from incoming technological knowledge dominates the negative effects of outgoing information. In this context, higher $\beta$ increases the net benefit of R&D, yields higher innovation and output. Higher output increases the net benefit of advertising and induces firms to increase their advertising expenditures. Higher advertising increases the demand and thereby yields a higher profit. Higher output also increases consumer satisfaction and welfare. As product substitutability increases, competition becomes intense which requires firms’ carefulness about the effect of their innovation efforts on their rival. Indeed, firms reduce their innovation efforts when the sum of the effects of $\beta$ and $b$ on the profit is negative. Table 2.1 summarizes the results of Proposition 1.

Under $RN$ and $RA$, firms decide on their R&D cooperatively to maximize their joint profits. In this case, firms may not worry about the leakage of the technical information to the competitor. Higher $\beta$ increases innovation. Higher innovation reduces production costs and induces firms to increase their output. Higher $b$ increases competition, imposes some pressure on the demand, and induces firms to reduce their output which is more than offset by higher $\beta$, and thereby firms increase their output. Higher output increases
the net benefit of advertising and induces firms to increase their advertising. Consumers benefit from higher output and welfare increases as the result.

Under $RN$, an increase in $\beta$ increases profit if $\theta$ is low ($\theta \leq b/2$) such that the benefit from incoming advertising spillovers dominates the negative effect of the outgoing advertising spillovers. $RN$ does not internalize $\theta$. Thus, under $RN$ competitors suffer from $\theta$ when it is high, whereas they benefit from $\theta$ under $RA$, where they decide on their R&D and advertising expenditures cooperatively.

**Proposition 2.**

(i) Under $NN$ and $RN$, an increase in advertising spillovers increases innovation, output, and welfare when advertising spillovers are low enough; otherwise, that decreases them.

(ii) Under $NA$ and $RA$, an increase in advertising spillovers always increases innovation, output, and welfare.

Table 2.2 summarizes the results of Proposition 2.

An increase in $\theta$ increases the demand of the competitor’s products which is not desirable. $NN$ and $RN$ do not internalize $\theta$. Higher $\theta$ increases the profit if the gains from incoming advertising spillovers dominate the negative effects of outgoing advertising spillovers on the demand. Indeed, firms may worry about the effect of higher $\theta$ on the demand of the competitor’s products. This reduces the net benefit of advertising. Indeed, higher $b$ boosts competition, induces firms to reduce their output, and thereby increases firms’ concerns about the impact of $\theta$ on the demand of the rival. Thus, higher $\theta$ benefits firms and induces them to increase their output and innovation when products are highly
differentiated and $\theta$ is sufficiently low. In this context, higher innovation reduces production cost and benefits firms (this effect is significant when firms also cooperate in R&D) and induces firms to increase their output further. Higher output increases the net benefit of advertising and induces firms to increase their advertising expenditures. Conclusively, higher output increases consumer surplus and welfare.

Under $NA$ and $RA$, firms choose their advertising expenditures cooperatively to maximize their joint profits. An increase in $\theta$ provokes the demand of the rival, benefits the rival. This enhances the competitor’s incentive to increase its output and advertising efforts. Higher advertising boosts the market size, benefits both of the firms, and induces them to increase their output further. Higher output highlights the value of cost reducing R&D and induces firms to increase their R&D. Higher R&D benefits both of the firms and induces them to develop their innovation further to benefit from the value of its cost reduction effects (this effect is significant when firms cooperate in R&D). Higher $b$ increases competition, induces firms to reduce their output which increases firms’ concerns about the effects of $\theta$ on the demand. However, cooperating in advertising and internalizing the effects of $\theta$ mitigate these concerns, offset the negative effects of $b$ on output and profits specifically when firms also cooperate in R&D. Ultimately, higher $\theta$ induces firms to increase their output and innovation. Consumers benefit from higher output and welfare improves.

Note that under $NA$, where firms choose their own R&D non–cooperatively, an increase in $\theta$ increases the profit if $\beta$ is low ($\beta \leq b/2$); otherwise, it reduces the firm’s profit.
2.5 Strategic Interaction of R&D and Advertising

This section studies when R&D and advertising expenditures are strategic complements or strategic substitutes.

**Proposition 3.**

(i) \( x_j \) and \( x_i \) are strategic complements when R&D spillovers are high enough and (or) product substitutability is low enough; otherwise, they are strategic substitutes.

(ii) \( x_j \) and \( a_i \) are strategic complements when R&D spillovers are high enough and (or) product substitutability is low enough; otherwise, they are strategic substitutes.

(iii) \( a_j \) and \( x_i \) are strategic complements when advertising spillovers are high enough and (or) product substitutability is low enough; otherwise, they are strategic substitutes.

(iv) \( a_j \) and \( a_i \) are strategic complements when advertising spillovers are high enough and (or) product substitutability is low enough; otherwise, they are strategic substitutes.

Table 2.3 shows a summary of the results.

Part i of Proposition 3 states that when \( \beta \) is high enough and products are highly differentiated, an increase in R&D by a firm always increases the marginal profit of R&D to its rival. Higher R&D of a firm reduces the firm’s production cost as well as the rival’s (through \( \beta \)), benefits both, induces them to increase their output and R&D further. Thus, R&D expenditures are strategic complements when \( \beta \) is high enough and (or) \( b \) is
low. Higher product substitutability increases competition between firms, increases firms’ concerns about the cost reduction effects of their R&D on the rival. Thus, firms increase their R&D when the benefit of incoming technological information dominates the negative effects of outgoing knowledge spillovers. The gain is significant when $\beta$ is high enough and $b$ is low. When $\beta$ is low and (or) $b$ is sufficiently high, an increase in R&D by a firm reduces the net benefit of R&D to the rival due to the intense competition, induces the rival to reduce its R&D. In this case, R&D activities of the competitors are strategic substitutes.

Part ii of Proposition 3 states that an increase in R&D by a firm always increases the marginal profit of advertising to the rival when $\beta$ is high enough and products are highly differentiated. A firm benefits from R&D of the rival through $\beta$. When products are highly differentiated, firms may not worry about the cost reduction effects of their R&D activities on the rival. Thus, the firm increases its R&D. This benefits the rival, reduces its production costs, and induces that to increase its output. Indeed, higher output increases the net benefit of advertising and induces the rival to increase its advertising. When goods are substitutes, competition is intense which requires firms’ carefulness about the effects of their activities on the rival. Thus, $x_j$ and $a_i$ are strategic substitutes when $\beta$ is low and (or) $b$ is high.

Part iii of Proposition 3 states that an increase in advertising expenditures by a firm increases the marginal benefit of R&D to the rival when $\theta$ is high enough and products are highly differentiated. Higher advertising increases the demand of the competitor’s products through $\theta$, benefits the competitor, and induces the competitor to increase its
output. Higher output increases the net benefit of R&D and induces the competitor to increase its R&D. Thus, $a_j$ and $x_i$ are strategic complements when $\theta$ is high enough and (or) $b$ is low enough. Moreover, when $\theta$ is sufficiently low (negative) and (or) $b$ is sufficiently high, a firm suffers from higher advertising of the competitor, reduces its output and R&D. Thus, in this case, $a_j$ and $x_i$ are strategic substitutes.

Part iv of Proposition 3 states that an increase in advertising expenditures by a firm increases the net benefit of advertising to the rival when goods are highly differentiated and $\theta$ is high enough. In this context, firms benefit from the advertising activities of one another due to its positive effect on the demand. Indeed, higher advertising of a firm reduces the demand of the competitor if $\theta$ is negative. When products are substitutes, firms are worried about the effects of their advertising on the demand of the rival. Thus, firms increase their advertising activities when $b$ is low and $\theta$ is high enough such that the gains from incoming advertising spillovers more than offset the negative effects of outgoing spillovers on the demand. Otherwise, firms reduce their advertising.

### 2.6 Comparison of Cooperative Structures

In this section, the different types of cooperation are compared in terms of R&D. This comparison is important given that in the literature, there is no study focused on comparing these types of cooperation in terms of R&D. Certainly, the choices that firms face with respect to cooperative structures are more complex than this binary decision. Firms require deciding not only whether to cooperate or not, but also to cooperate in which activities. The four types of cooperation are studied: no cooperation, R&D
cooperation, advertising cooperation, R&D and advertising cooperation. They have been explained in detail in Section 2.3.

Before proceeding with the analysis, it will be helpful to restate that the advertising spillovers may be positive or negative in this chapter. The negative advertising spillovers have a negative impact on the demand of the rival. Consequently, the cooperation setting which internalizes this negative effect yields lower R&D. However, internalizing the positive advertising spillovers may increase (decrease) the innovation efforts with respect to the sign and magnitudes of spillovers and product substitutability. Moreover, when R&D and advertising spillovers are low, the private gain from R&D and advertising is substantial and boosts firms’ incentive to increase their investment in them. This may induce firms to overinvest in R&D when firms decide on their R&D and advertising non–cooperatively due to the strong competition. Additionally, under no cooperation, the importance of outgoing spillovers may induce firms to underinvest in R&D when spillovers are sufficiently high.

The following Proposition summarizes the ranking of cooperation settings.

**Proposition 4.**

(i)  If \( \theta < 0, \beta = 0 \) and \( b = 0 \), then \( X_{NN} = X_{RN} > X_{NA} = X_{RA} \)

(ii) If \( \theta < 0, 0 < \beta < 0.1 \) and \( b = 0 \), then \( X_{RN} > X_{NN} > X_{RA} > X_{NA} \)

(iii) If \( \theta < 0, \beta > 0.1 \) and \( b = 0 \), then \( X_{RN} > X_{RA} > X_{NN} > X_{NA} \)

(iv) If \( \theta < -b/2, \beta < b/2 \) and \( b > 0 \), then \( X_{NN} > X_{RN} > X_{NA} > X_{RA} \)

(v) If \( \theta < -b/2, \beta > b/2 \) and \( b > 0 \), then \( X_{RN} > X_{RA} > X_{NN} > X_{NA} \)

(vi) If \( \theta < b/2 \) and \( \beta < b/2 \) where \( \theta < \beta \), then \( X_{NN} > X_{RN} > X_{NA} > X_{RA} \)
(vii) If $\theta < b/2$ and $\beta < b/2$ where $\theta > \beta$, then $X_{NN} > X_{NA} > X_{RN} > X_{RA}$

(viii) If $\theta > b/2$ and $\beta > b/2$ where $\theta < \beta$, then $X_{RA} > X_{RN} > X_{NA} > X_{NN}$

(ix) If $\theta > b/2$ and $\beta > b/2$ where $\theta > \beta$, then $X_{RA} > X_{NA} > X_{RN} > X_{NN}$

To better understand the ranking of cooperation settings, it is helpful to review the competitive externalities and the effects of internalizing them. Cooperative R&D induces firms to internalize the effect of the R&D investment on the profits of the competitor. In other words, the competitive externality associated with R&D reflects the marginal impact of the R&D of a firm on the profits of other firms. In this model there are two types of competitive externalities: the advertising externality ($AE$) and the R&D externality ($RE$). $AE$ represents the marginal effects of a firm’s advertising on the profit of its competitor. This externality is internalized under $NA$ and $RA$. $AE$ can be positive or negative; depending on whether an increase in the advertising of a firm increases or decreases the profit of the other firms. $AE$ increases with spillovers, advertising and R&D activities of the competitor and reduces with product substitutability. $RE$ represents the marginal effects of a firm’s R&D on the profit of the other firm. This externality is internalized under $RN$ and $RA$. $RE$ can be positive or negative; depending on whether an increase in R&D by a firm increases or decreases the profit of the other firm. $RE$ increases with spillovers, advertising and R&D

\[ AE = \frac{\partial \pi_1}{\partial a_2} = \frac{2(2\theta - b)[(k - a) + (1 + \theta)a_2 + (1 + \beta)x_2]}{(2 - b)(2 + b)^2} \]

\[ RE = \frac{\partial \pi_1}{\partial x_2} = \frac{2(2\beta - b)[(k - a) + (1 + \theta)a_2 + (1 + \beta)x_2]}{(2 - b)(2 + b)^2} \]

\[ RA \text{ internalizes the sum of } AE \text{ and } RE, \text{ such that } \frac{\partial \pi_1}{\partial x_2} + \frac{\partial \pi_1}{\partial a_2} = \frac{4(\theta + \beta - b)[(k - a) + (1 + \theta)a_2 + (1 + \beta)x_2]}{(2 - b)(2 + b)^2} \]
investments of the competitor and reduces with product substitutability. No competitive externalities are internalized under NC.

Part $i$ of Proposition 4 states that $X_{NN} = X_{RN} > X_{NA} = X_{RA}$ if $\theta$ is negative, $\beta$ reaches zero and goods are independent. Competition between firms is affected by advertising and cost reducing R&D activities. When $\theta$ is negative, $AE$ is negative. Internalizing the negative advertising externality reduces the net benefit of advertising, reduces firms’ incentive to increase their output and R&D. $NA$ internalizes the negative $AE$. Additionally, when $\beta = 0$, internalizing $RE$ is not effective since $RE$ also reaches zero. $RN$ internalizes $RE$ which is not effective (since $\beta = 0$ and $b = 0$), while $RA$ internalizes the sum of $AE$ and $RE$ which is negative. Under $NN$, no competitive externality is internalized. Thus, $NN$ and $RN$ yield the highest level of R&D. $NA$ and $RA$ yield the same level of R&D which is lower than the R&D under $RN$ and $NN$.

Part $ii$ of Proposition 4 states that $X_{RN} > X_{NN} > X_{RA} > X_{NA}$ when $\theta$ is negative, $\beta$ is sufficiently low, and goods are independent. The negative $\theta$ is associated with negative externalities. When $\beta$ is sufficiently low, its externality is low yet positive since $\beta > 0$. $RN$ internalizes $RE$, whereas $RA$ internalizes the sum of $RE$ and $AE$. Although firms may weakly benefit from internalizing $RE$, internalizing the negative advertising externalities ($RE + AE < 0$) may more than offset the benefits. Thus, the highest innovation is achieved under $RN$. $NN$ internalizes no externality and takes second place of the ranking. $NA$ just internalizes $AE$ which is negative and yields lower R&D than $RA$ does.
Part *iii* of Proposition 4 states that $X_{RN} > X_{RA} > X_{NN} > X_{NA}$ when $\theta$ is negative, $\beta$ is intermediate, and goods are independent. The negative $\theta$ is associated with negative $AE$, whereas $\beta$ is associated with positive $RE$. $RN$ internalizes the positive $RE$. Thus, the highest R&D is achieved under $RN$. $RA$ internalizes the sum of $RE$ and $AE$ which is positive ($RE + AE > 0$), yet it is less than $RE$. In fact, the effects of negative $AE$ mitigate the effects of the positive $RE$ and thereby, $RA$ takes the second place in the ranking. Compare $NN$ and $NA$, where $NA$ internalizes the negative $AE$ which reduces firms’ incentive to increase their R&D, while $NN$ internalizes no externality. Conclusively, $NN$ yields higher R&D than $NA$ does.

Part *iv* of Proposition 4 states that $X_{NN} > X_{RN} > X_{NA} > X_{RA}$ when $\theta$ is negative, $\beta$ is sufficiently low, and goods are substitutes. When goods are substitutes, competition is intense. Thus, firms are worried about the effects of their R&D and advertising on the rival through spillovers. The negative $\theta$ and the sufficiently low $\beta$ are both associated with negative competitive externalities when $b > 0$. However, the negative effects of $AE$ are stronger than the effects of $RE$. $NN$ internalizes no externality, yields the highest innovation efforts. $RN$ takes the second place of the ranking by internalizing the weakly negative $RE$. $NA$ internalizes the negative externality of advertising ($AE > RE$) and takes the third place. $RA$ internalizes the sum of the negative competitive externalities and yields the least R&D.

Part *v* of Proposition 4 states that $X_{RN} > X_{RA} > X_{NN} > X_{NA}$ when $\theta$ is negative, $\beta$ is high and goods are substitutes. Although the negative $\theta$ is associated with negative competitive externalities, $\beta$ is associated with positive externality if it is high enough. Thus, internalizing $RE$ benefits firms and induces them to increase their R&D. $RN$
internalizes the positive competitive externality of R&D and increases the net benefit of R&D to the firms. RA internalizes the sum of $AE$ and $RE$ where the negative effects of $AE$ partially offset the positive effect of $RE$. Thus, the highest innovation efforts are achieved under $RN$, whereas the second best is achieved under $RA$. Comparing $NN$ and $NA$ shows that $NN$ which internalizes no externality yields a higher R&D investment than $NA$ which internalizes the negative competitive externalities of advertising.

Part $vi$ of Proposition 4 states that $X_{NN} > X_{RN} > X_{NA} > X_{RA}$ when $\theta$ and $\beta$ are positive and sufficiently low, yet $\beta > \theta$. When $\theta$ and $\beta$ are sufficiently low, they are associated with negative competitive externalities. Since $\theta$ is less than $\beta$, the negative effects of internalizing $\theta$ are more than the effects of internalizing $\beta$. Thus, $RA$ yields the least innovation efforts by internalizing the sum of these negative externalities. However, the highest innovation effort is achievable under $NN$ since $NN$ internalizes no externality. Comparing $RN$ and $NA$ where $\beta > \theta$ shows that $RN$ yields higher innovation efforts than $NA$ does.

Part $vii$ of Proposition 4 states that $X_{NN} > X_{NA} > X_{RN} > X_{RA}$ when $\theta$ and $\beta$ are positive and sufficiently low yet $\theta > \beta$. Note that $\theta$ and $\beta$ are associated with negative competitive externalities when they are sufficiently low. Internalizing any negative externality reduces the net benefit of R&D and induces firms to reduce their R&D efforts. The negative competitive externality of advertising is less than the negative competitive externality of R&D when $\theta > \beta$. Therefore, $NA$ yields higher innovation efforts by internalizing $\theta$ than $RN$ internalizing $\beta$. Indeed, $RA$ yields the least innovation efforts by internalizing the sum of these negative externalities. However, the highest innovation effort is achieved by $NN$, which does not internalize any externality.
Part *viii* of Proposition 4 states that $X_{RA} > X_{RN} > X_{NA} > X_{NN}$ when $\theta$ and $\beta$ are positive and high yet $\beta > \theta$. When $\theta$ and $\beta$ are high enough, they are associated with positive competitive externalities. Internalizing the positive competitive externalities benefits firms, increases the net benefit of R&D, and induces firms to increase their output and R&D. RA internalizes the sum of positive competitive externalities of advertising and R&D. Thus, RA yields the highest innovation efforts. Comparing RN and NA shows that although both internalize a positive competitive externality, RN yields higher innovation efforts than NA does since $RE > AE$. Moreover, NN yields the least innovation effort by internalizing no externality.

Part *ix* of Proposition 4 states that $X_{RA} > X_{NA} > X_{RN} > X_{NN}$ when $\theta$ and $\beta$ are positive and high, yet $\theta > \beta$. Internalizing positive externalities increases the net benefit of R&D and induces firms to increase their innovation effort. Thus, RA yields the highest innovation efforts by internalizing the sum of positive competitive externalities. Indeed, NA internalizes a larger positive competitive externality than RN does, since $AE > RE$. Thus, NA takes the second place of the ranking and RN takes the third place of that. Finally, NN internalizes no externality and yields the least innovation efforts.

Considering the fact that higher cost reducing R&D reduces firms’ production cost and yields a higher output. Ultimately, higher output yields higher consumer surplus and higher welfare. Thus, the same ranking is concluded for cooperative settings in terms of welfare.
2.7 Conclusion

This chapter aims to study the impact of cooperative R&D and advertising on innovation and welfare by duopolists, producing differentiated products in the presence of R&D and advertising spillovers. Firms choose R&D and advertising expenditures in the first stage and compete in output in the second stage. Four types of cooperation are considered: no cooperation, R&D cooperation, advertising cooperation, R&D and advertising cooperation. The effects of cooperation strategies, product differentiation, and spillovers on innovation, advertising, output, welfare, and profit are considered. Additionally, strategic interaction between R&D and advertising is studied. Finally, cooperation settings in terms of R&D are classified. It is shown that no type of cooperation uniformly dominates the others. The type of cooperation yielding more innovation efforts depends on R&D spillovers, advertising spillovers, and product differentiation. The ranking of cooperative structures rests on the sign and magnitude of R&D and advertising externalities which capture the effect of the R&D or (and) advertising activities of a firm on the profit of the other firm. The cooperative structure inducing firms to internalize higher positive competitive externalities yields higher innovation efforts.

The impact of R&D spillovers on innovation efforts, output, profit, and welfare are positive when firms cooperate in R&D. However, the impact on innovation, output, profit, and welfare depends on the sign and magnitudes of spillovers and product substitutability when firms do not cooperate in R&D. Additionally, the effects of advertising spillovers on innovation efforts, output and welfare are always positive when firms cooperate in advertising. However, the effect on innovation, output, profit, and
welfare depends on the sign and magnitudes of spillovers and product substitutability when firms do not cooperate in advertising.

Strategic interaction among firms shows that firms’ innovation efforts and advertising activities are strategic complements when spillovers are high enough and (or) product substitutability is low enough. Firms’ innovation and advertising expenditures are strategic substitutes when spillovers are low and (or) product substitutability is sufficiently high.

The ranking of cooperative structures in terms of R&D rests on the sign and magnitudes of spillovers, product differentiation, and the prevailed cooperative structure. No cooperation setting dominates the other settings when spillovers are sufficiently low. However, cooperative R&D and advertising yield the highest level of innovation when spillovers are sufficiently high. The same ranking is concluded for cooperative settings in terms of welfare since a larger cost reducing R&D reduces firms’ production cost and yields a higher output and thereby, higher consumer surplus and higher welfare are attained.

One of the basic results of the strategic cooperative R&D and (or) advertising is the effects of cost sharing between competitors which enables firms to invest in more advertising and R&D activities, positively affects innovation efforts and (or) the market size through internalizing spillovers when they are high enough. However, the model shows that these results do not necessarily hold when advertising and (or) R&D spillovers are sufficiently low. In particular, cooperative advertising between competitors decreases R&D when advertising spillovers are negative. Moreover, when R&D
spillovers are high enough, yet advertising spillovers are negative (sufficiently low), R&D cooperation still benefits competitors.

The results of this chapter can be tested empirically. Effects of spillovers and product substitutability on innovation efforts, output, profit and welfare, the effect of collusion on innovation and advertising expenditures, and how firms respond to different R&D and advertising strategies of their competitors can be addressed by empirical studies.

To protect innovation, the study of cooperative R&D and of cooperative advertising raises important science, technology, and marketing policy issues. Since this model abstracts from many real world issues, especially asymmetric information between the regulators and firms, drawing policy recommendations from the model requires carefulness. The model provides some considerations of R&D policy and advertising regulation from the point of view of the incentives of cooperation and mergers.

The model points to an interaction between R&D cooperation policy, patent policy, and advertising cooperation procedures. To take advantage of internalizing the beneficial advertising and (or) technological spillovers where firms are allowed to cooperate, a slack patent and (or) advertising policy is recommended. However, innovation should be protected where cooperation is prohibited.

The model shows that the optimal R&D and advertising policy varies according to R&D spillovers, advertising spillovers, product substitutability and the prevailing cooperative structure. The model suggests that R&D cooperation is more often socially beneficial than advertising cooperation when advertising spillovers are negative. If,
however, advertising spillovers are positive the cooperative structure which internalizes the most positive competitive externalities is more socially beneficial.

The results have suggestions for merger analysis. To maximize joint profits, mergers usually require the use of R&D and marketing. Economists usually focus on the output and efficiency effects of mergers, nevertheless, the innovation effects of mergers require more attention. The results show that the innovation effects of mergers in duopolistic industries depend on the level of R&D and advertising spillovers. The appropriability conditions, technology absorptive capacities, the prevailed cooperative structure, the levels of spillovers, product substitutability, and market structure before the merger, are the key elements that lead the merger to reinforce or mitigate the negative effect of output reduction by increasing or decreasing in R&D and (or) advertising. In other words, this analysis points toward strict merger policy where output decisions are joint, yet R&D decisions and (or) advertising decisions remain separate.

Ultimately, to support innovation the regulator should introduce policies to protect and access intellectual properties through a comprehensive strategy. Higher innovation translates to higher output and higher welfare and should be one of the most important focuses of the government. Although companies, businesses, and entrepreneurs should be supported, creators and inventors also should have enough incentive to continue. Cooperative R&D allows companies to share the cost of the R&D and have access to the technological information of one another which may be encouraged through subsidizing or tax cut upon cooperative R&D specifically where products are substitutes and competition is strong. This is a key step to solidify encouraging innovation.
### Table 2.1: The impact of R&D spillovers

<table>
<thead>
<tr>
<th></th>
<th>No Cooperation</th>
<th>R&amp;D Cooperation</th>
<th>Advertising cooperation</th>
<th>R&amp;D and Advertising Cooperation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{\partial X}{\partial \beta}$</td>
<td>$+\text{if } b &lt; 2/(1 + 2\beta)$</td>
<td>+</td>
<td>$+\text{if } b &lt; 2/(1 + 2\beta)$</td>
<td>+</td>
</tr>
<tr>
<td></td>
<td>$-\text{if } b &gt; 2/(1 + 2\beta)$</td>
<td>$-\text{if } b &gt; 2/(1 + 2\beta)$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\frac{\partial a}{\partial \beta}$</td>
<td>$+\text{if } b &lt; 2/(1 + 2\beta)$</td>
<td>+</td>
<td>$+\text{if } b &lt; 2/(1 + 2\beta)$</td>
<td>+</td>
</tr>
<tr>
<td></td>
<td>$-\text{if } b &gt; 2/(1 + 2\beta)$</td>
<td>$-\text{if } b &gt; 2/(1 + 2\beta)$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\frac{\partial Y}{\partial \beta}$</td>
<td>$+\text{if } b &lt; 2/(1 + 2\beta)$</td>
<td>+</td>
<td>$+\text{if } b &lt; 2/(1 + 2\beta)$</td>
<td>+</td>
</tr>
<tr>
<td></td>
<td>$-\text{if } b &gt; 2/(1 + 2\beta)$</td>
<td>$-\text{if } b &gt; 2/(1 + 2\beta)$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\frac{\partial \pi_0}{\partial \beta}$</td>
<td>$+\text{if } \theta \leq b/2 &amp; \beta \leq b/2$</td>
<td>$+\text{if } \theta \leq b/2$</td>
<td>$+\text{if } \beta \leq b/2$</td>
<td>+</td>
</tr>
<tr>
<td></td>
<td>$-\text{if } \theta &gt; b/2 &amp; \beta &gt; b/2$</td>
<td>$\pm \text{if } \theta &gt; b/2$</td>
<td>$\pm \text{if } \beta &gt; b/2$</td>
<td></td>
</tr>
<tr>
<td>$\frac{\partial W}{\partial \beta}$</td>
<td>$+\text{if } b &lt; 2/(1 + 2\beta)$</td>
<td>+</td>
<td>$+\text{if } b &lt; 2/(1 + 2\beta)$</td>
<td>+</td>
</tr>
<tr>
<td></td>
<td>$-\text{if } b &gt; 2/(1 + 2\beta)$</td>
<td>$-\text{if } b &gt; 2/(1 + 2\beta)$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 2.2: The impact of advertising spillovers

<table>
<thead>
<tr>
<th></th>
<th>No Cooperation</th>
<th>R&amp;D Cooperation</th>
<th>Advertising cooperation</th>
<th>R&amp;D and Advertising Cooperation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\partial X / \partial \theta$</td>
<td>$+ if \ b &lt; 2/(1 + 2\theta)$</td>
<td>$+ if \ b &lt; 2/(1 + 2\theta)$</td>
<td>$+$</td>
<td>$+$</td>
</tr>
<tr>
<td></td>
<td>$- if \ b &gt; 2/(1 + 2\theta)$</td>
<td>$- if \ b &gt; 2/(1 + 2\theta)$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\partial a / \partial \theta$</td>
<td>$+ if \ b &lt; 2/(1 + 2\theta)$</td>
<td>$+ if \ b &lt; 2/(1 + 2\theta)$</td>
<td>$+$</td>
<td>$+$</td>
</tr>
<tr>
<td></td>
<td>$- if \ b &gt; 2/(1 + 2\theta)$</td>
<td>$- if \ b &gt; 2/(1 + 2\theta)$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\partial Y / \partial \theta$</td>
<td>$+ if \ b &lt; 2/(1 + 2\theta)$</td>
<td>$+ if \ b &lt; 2/(1 + 2\theta)$</td>
<td>$+$</td>
<td>$+$</td>
</tr>
<tr>
<td></td>
<td>$- if \ b &gt; 2/(1 + 2\theta)$</td>
<td>$- if \ b &gt; 2/(1 + 2\theta)$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\partial \pi / \partial \theta$</td>
<td>$+ if \ \theta \leq b/2 &amp; \beta \leq b/2$</td>
<td>$+ if \ \theta \leq b/2$</td>
<td>$+ if \ \beta \leq b/2$</td>
<td>$+$</td>
</tr>
<tr>
<td></td>
<td>$- if \ \theta &gt; b/2 &amp; \beta &gt; b/2$</td>
<td>$- if \ \theta &gt; b/2$</td>
<td>$- if \ \beta &gt; b/2$</td>
<td></td>
</tr>
<tr>
<td>$\partial W / \partial \theta$</td>
<td>$+ if \ b &lt; 2/(1 + 2\theta)$</td>
<td>$+ if \ b &lt; 2/(1 + 2\theta)$</td>
<td>$+$</td>
<td>$+$</td>
</tr>
<tr>
<td></td>
<td>$- if \ b &gt; 2/(1 + 2\theta)$</td>
<td>$- if \ b &gt; 2/(1 + 2\theta)$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 2.3: Strategic interaction

<table>
<thead>
<tr>
<th></th>
<th>b = 0</th>
<th>b &gt; 0</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \frac{\partial^2 \pi_i}{\partial x_i \partial x_j} )</td>
<td>+</td>
<td>+ if ( \beta &gt; b/2 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- if ( \beta &lt; b/2 )</td>
</tr>
<tr>
<td>( \frac{\partial^2 \pi_i}{\partial a_i \partial x_j} )</td>
<td>+</td>
<td>+ if ( \beta &gt; b/2 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- if ( \beta &lt; b/2 )</td>
</tr>
<tr>
<td>( \frac{\partial^2 \pi_i}{\partial x_i \partial a_j} )</td>
<td>+ if ( \theta &gt; 0 )</td>
<td>+ if ( \theta &gt; b/2 )</td>
</tr>
<tr>
<td></td>
<td>- if ( \theta &lt; 0 )</td>
<td>- if ( \theta &lt; \pm b/2 )</td>
</tr>
<tr>
<td>( \frac{\partial^2 \pi_i}{\partial a_i \partial a_j} )</td>
<td>+ if ( \theta &gt; 0 )</td>
<td>+ if ( \theta &gt; b/2 )</td>
</tr>
<tr>
<td></td>
<td>- if ( \theta &lt; 0 )</td>
<td>- if ( \theta &lt; \pm b/2 )</td>
</tr>
</tbody>
</table>
Chapter 3: The Impact of R&D and Advertising on Firm Performance

3.1 Introduction

Research and development (R&D) and advertising are the most important marketing strategy elements (Mizik and Jacobson 2003). Marketing and innovation are the two fundamental functions of a business enterprise where they are translated to investment in two major aspects, R&D as part of the company’s innovation activities and advertising as part of its marketing mix (Drucker 1954). Firms’ R&D strategies seek to generate knowledge assets that allow a firm to develop either superior products or more efficient methods of production, while advertising attempts to differentiate the firm’s product from competitors’ products (Erickson and Jacobson 1992). Recent studies show that R&D expenditures have grown faster than advertising expenditures. Although R&D expenditures have grown among all types of firms, advertising expenditures have become more concentrated among larger firms (Hirschey et al. 2012).

Wernerfelt (1984) states that in advanced technology industries, R&D investment offers benefits (p. 174) – “similar to a high tree in a small forest; because it obtains more sun, it will grow faster and remain taller”. The technology intense industries are characterized by the continuous introduction of new innovative generation of products. Although potential return rewards motivate investment in R&D and (or) marketing activities, the returns are significantly affected by the industry characteristics. For example, over the past three decades, the Information and Communications Technology industry (ICT) has witnessed several distinct developed generations, each pushing the technological frontier further. Given that bringing new products to market involves various elements of the marketing mix, how does management allocate resources to R&D
when investment in advertising also carries over to affect future success? What significantly governs the choice of a company to invest in R&D and (or) advertising when the main focus is on strategic advantages in instruments that affect the success of new products?

Firms decide on R&D and advertising investment with respect to their resource constraints. The intensities of investment in R&D and (or) marketing activities are strongly affected by the future returns of these activities. Additionally, industry competition drives profitability and therefore competitive strategy (Porter 1979). Previous analyses have shown that a company’s specifications, R&D intensity of the industry, returns on R&D and marketing activities determine how the strategic interaction of advertising and R&D between firms may vary (Matraves 1999, Kwong and Norton 2007). Motivated by these findings, industry research scientists are becoming increasingly interested in the linkage between industry characteristics and marketing strategy instruments. R&D and advertising expenditures are the important concern for industry analysts, who use them as proxies for innovation inputs and consider them to be a determinant of growth, productivity, and competitiveness. Moreover, a growing volume of empirical work shows that, in many instances, these strategy differences are related to the company’s specifications or the industry characteristics.

This chapter examines the effectiveness of R&D and advertising investments on market share for a panel of 150 manufacturing and non–manufacturing companies (Tables 3.1 and 3.2 show the list of them) concentrated in the U.S. information and communications technology industry. The focus on the set of active companies in an advanced technology industry rather than companies in a few different industries with
different characteristics is a significant contribution to the existing literature on R&D and advertising investment. The goal of the empirical analysis is to measure the impact of R&D share and advertising share on market share of high tech companies. In the literature, the choice of the empirical model applied has relied on whether one focuses on firms’ value or firms’ performance. For studies incorporating a few companies, authors have looked at the impact of R&D and (or) advertising expenditures on the stock market performance. However, this chapter looks at the impact of R&D and advertising expenditures on the revenue share of high tech companies. Additionally, the use of more recent (up to 2016) data makes this study different from others. Moreover, this chapter adopts a key marketing metric (market share). The focus on revenue share rather than firms’ value is deliberate. Firstly, this is in line with most of the literature. Secondly, firms’ revenue share is more interesting from a policy perspective, given the focus on the most advanced technology companies (manufacturers and non–manufacturers), results from this chapter may be able to indicate the potential role for R&D policy in stimulating R&D investment by high tech companies.

The following section contains the existing literature on the topic. Section 3.3 presents the conceptual framework of the analysis. The proposed model, data, methodology and other estimation issues are presented in section 3.4. Empirical results are presented in Section 3.5. Section 3.6 concludes the study.

3.2 Literature Review

The empirical studies show that although R&D intensive industries are associated with large advertising expenditures, advertising intensive industries also require new
innovative products. R&D and advertising are costly and highly risky activities and require the participating companies to have strong financial stability. To have the required incentive to participate in R&D, a firm must be able to set aside enough returns to make the investment profitable (Levin et al. 1987). Productive investment in R&D results in an innovative product or service which enables a firm to differentiate its products from the competitors and to capture a greater market share. Indeed, firms require engaging in marketing activities to promote innovative products. Thus, there is a positive relationship between R&D investment, advertising expenditures, and firm performance (Chauvin and Hirschey 1993). Additionally, taking full advantage of advertising requires a firm to have innovative and attractive products to take full advantage of advertising (Dugal and Morbey 1995; Morbey 1988). In other words, advertising investment is considered as an appropriation mechanism for investment in R&D.

Conclusively, the result of R&D and advertising investment is reflected in the firm value (Chauvin and Hirschey 1993). Indeed, there is a bilateral relationship between firm value and firm performance. An improvement in the firm performance will push the company's stock price up, while the higher stock market price (firm value) establishes the higher reputation and makes the products more attractive which yields higher profits (Sudiyatno et al. 2012). R&D and advertising increase firm performance due to the comparative advantage they create when used as a differentiation strategy which develops new products or processes and enhances the reputation of the brand name for the firm while its competitors cannot easily imitate them (Erickson and Jacobson 1992).
Previous analysis shows that when an industry leader possesses higher research and development (R&D) competence, it tends to invest more in R&D than competitors to maintain its leadership position. The leader’s investment in R&D displays an inverse–U pattern as this advantage increases. However, the leader invests less than its followers when it benefits from the persistence of reputation. Market uncertainty and consumers’ incomplete information provide more attention to the market leader because of its innovative reputation. Followers and competitors require spending millions of dollars to obtain attention in asymmetrically informed consumer markets (Ofek and Sarvary 2003). The value of the investment that must be spent on advertising to overcome the established brand loyalty of the incumbent may discourage the potential competitors from entering an advertising intensive market (Dugal and Morbey 1995; Morbey 1988).

Furthermore, there is a positive correlation between industry accounting profits and advertising intensity. An alternative interpretation of the relationship is that advertising allows firms to make monopoly profits which can be a cause of allocative inefficiency and thereby, should be considered as a potential area for legislation. The other alternative, explaining the relationship, is that the large advertising activities are the results of profitability through productive efficiency. Firms with high quality products (making higher profits per unit than they would make with low quality products) advertise more to signal this quality differentiation. Thus, high advertising expenditures are a quality premium rather than indicative of any monopoly power (Paton and Vaughan Williams 1999).

Iansiti and West (1997) state that although firms in high technology markets emphasize the role of R&D and marketing in enhancing a firm’s performance, the role of
marketing is rarely acknowledged. This view of high technology industries is insufficient since a firm may have a strong R&D ability but, due to its poor marketing ability, be incapable of exploiting it through commercially feasible products (Dutta et al. 1999). This argument highlights the importance of considering advertising, R&D and operational capabilities together to understand the significant role of inter–firm differences in performance. The main issue in observing the effect of innovation on firm performance is that it may require a firm a long time to convert economically valuable research and development growth into economic performance. Even after an important invention has been discovered, a firm is required to invest heavily in product development. In fact, converting a product idea into a set of successful manufacturing procedures and routines is often costly and difficult. Even after a valuable discovery has been patented, a firm in an uncertain market environment may treat the patent as a future option and postpone required investment and development costs (Bloom and Van Reenen 2002).

In high tech sectors, innovation is associated with sales growth for incumbent firms. A firm, on average, experiences a limited growth and may grow for a number of reasons that may or may not be related to R&D activity. However, innovation is of crucial importance for a few of ‘superstar’ fast–growth firms (Coad and Rao 2008). It can be reasonable to expect that successful innovators grow more than other firms. Mansfield (1962) studies the data of a sample of the steel and petroleum sectors over a 40–year period and finds that successful innovators grow faster than other firms, especially if they were initially small. He states that the higher growth rate cannot be referred to their pre–innovation behavior.
There are many ambiguous theoretical and empirical results about the effectiveness of R&D and advertising on firm value and (or) firm performance. Hirschey and Weygandt (1989) state that a firm’s marketing efforts and R&D expenditures have a positive impact on the market value of the firm. However, Jose et al. (1986) state that marketing intensity as well as deviations of R&D intensity from industry norms, above or below, reduce firm value. Demir (2005) states that the main goal of management is to increase the market value of the firm, not just profit, which is accomplished via the sales revenue of firms. Osinga et al. (2011) state that firm value represents the expected future value that is mostly based on the marketing activities of the firm. Marketing and advertising expenditures are the instruments which affect the profitability negatively in the short–run, whereas they add value in the long–run.

Chan et al. (2001) state that investment in R&D is considered an investment in intangible assets that contributes to the company’s long–term growth and firm performance. Indeed, firm performance reflects the contribution of intangibles as well as tangible assets–in–place. However, Hall (1993) states that intangible assets are the important products of advertising investments. Intangible assets consist of the value of brand names, product differentiation, and goodwill arising from product differentiation. There is a positive relationship between advertising expenditures and stock returns such that the annual percentage changes in advertising expenditures are consistent with changes in stock prices (Reilly et al. 1977).

Scherer (1965) analyzes a small set of the largest U.S. industrial corporations and observes that inventions have a positive effect on company profits via sales growth. Interestingly, he shows that innovations typically do not increase profit margins but
instead increase companies’ profits via increased sales at constant profit margins. This suggests that sales growth is a meaningful indicator of post–innovation firm performance. Mowery (1983) considers the dynamics of the U.S. manufacturing companies over a 25–year period and observes that R&D employment has a significantly positive impact on firm value (in terms of assets) regardless of firm size.

Geroski and Machin (1992) study a sample of large U.K. firms over an 11–year period, of which 18 percent of these firms produced an innovation during the period of study. They notice that innovating firms (i.e. firms that produced at least one ‘major’ innovation) not only are more profitable, but also grow faster than non–innovators. The effect of specific innovations on sales growth, however, does not last for long (p. 81) – “the full effects of innovation on corporate growth are realized very soon after an innovation is introduced, generating a short, sharp one–off increase in sales turnover.” They find that innovativeness has a more significant effect on profit margins than on sales growth; these findings are in contrast to Scherer’s. Geroski and Toker (1996) study a sample of leading U.K. firms in different manufacturing industries and find that innovation has a significant positive effect on sales growth. Roper (1997) analyzes survey data of a large sample of small businesses in the U.K., Ireland, and Germany and finds that innovative products introduced by firms have a positive effect on sales growth. Freel (2000) studies the data of a sample of small U.K. manufacturing companies categorized by level of innovation and finds that although it is not necessarily true that innovators have experienced some form of sales or employment growth (i.e. sales per employee – the measure of productivity used), yet innovators are likely to grow more. Finally, Bottazzi et al. (2001) study the dynamics of the worldwide pharmaceutical sector where
there is no significant effect of a firm’s innovation (i.e. the discovery of new chemical entities and (or) the proportion of patented products in a firm’s product portfolio) on sales growth.

The ambiguity in both the theoretical and empirical results supports the requirement for more empirical analysis. It is within this context that I explore the effect of R&D and advertising on market share in the advanced technology companies. In the next section, the proposed conceptual framework and hypotheses are presented.

3.3 Conceptual Framework and Hypotheses

The effectiveness valuation of R&D and advertising comes with a number of caveats including uncertainty about the type and strategies of R&D and advertising expenditures. The focus is on aggregate (R&D and advertising) spending. There is no information on the type of advertising applied by firms (for example, price–oriented or differentiation–focused advertising). Additionally, there is no information on the type of R&D projects (for example, process or product innovation). This information is not available for a large number of firms across the time period of study.

In the approach and evaluation of advertising and R&D, the analysis is guided by Reibstein and Wittink (2005), who propose the use of measures relative to that of competitors. This paper uses “advertising share” and “R&D share” rather than using absolute dollar expenditure. Reibstein and Wittink (2005) state that relative marketing metrics are more useful than absolute measures. They argue that the important question to ask is, “How are we doing relative to our competitors who operate under the same economic conditions” (Reibstein and Wittink 2005, p.8). Tubbs (2007, p.23) states that “a
company that under-invests in R&D relative to its principal sector competitors will see a
decline in the relative competitiveness of its products and services and this will soon be
reflected in its business performance.”

3.3.1 R&D and Advertising Expenditures

There is an extensive agreement that the duration of the effects of advertising tends to be
relatively short. Most analyses of advertising effects show that the primary effects of
advertising do not last more than one year (Erickson and Jacobson 1992). The short
length of advertising effects indicates that advertising has no significant effect on firm
performance. Wiggins and Lane (1983) show that high advertising efforts reduce quality
risk to customers. They state that risk-averse consumers purchase highly advertised
products. Thus, firms with higher advertising efforts relative to their competitors should
attract more customers. However, a normal population group consists of all types of
behavior groups (risk-averse, risk-neutral, and risk-lover). Moreover, the proportion of
the risk-averse population is insignificant when the economy is doing well. On the other
hand, higher advertising may increase the cost and thereby reduces marginal profits.
Therefore, the following hypothesis is examined.

Hypothesis 1 (H1): Increasing advertising share has no significant effect on market
share.

There is also a general agreement that the duration of effects of R&D is
considerably longer than the duration of advertising’s effects. However, there is a minor
agreement on the length of the R&D lag structure (Boulding and Staelin 1995;
Ravenscraft and Scherer 1982). This paper follows Erickson and Jacobson (1992), who
state that a three–year lagged structure captures nearly 80% of the total effect of R&D. The long lasting R&D effects show that R&D may have a significant effect on the profit, revenue, market share, and sales growth (Rubera and Kirca 2012).

Considering R&D activities requires distinguishing between process and product innovations. Process innovations are revelations of new cost reducing methods for producing existing products, whereas product innovation focuses on the production of new goods and services (Pepall et al. 2008). Process innovations can contribute to the profit (the net revenue) by reducing firms’ production costs as well as to market share by maintaining price competitive. Product innovations also contribute to market share and revenue by satisfying existing demand and (or) launching new demand. Conclusively, a strategy of increasing R&D is associated with higher firm performance. Following the logic, the following is posited.

Hypothesis 2 (H2): Increasing R&D share has a positive effect on market share and revenue.

Since the effect of R&D can last over time, competitors are willing to copy successful innovations. The duplication process may be faster and more accessible for non–manufacturers. Thus, R&D activities by non–manufacturing companies come into operation faster than they do by manufacturing companies. Indeed, R&D investments by non–manufacturers can be more effective on their market share. Regarding the comparison between the impacts of R&D on market share by manufacturers and non–manufacturers, the following is posited:
Hypothesis 3 (H3): Increasing R&D share has a greater effect on market share and revenue of non-manufacturing companies.

3.4 The Model, Data, and Methodology

This section is divided into three parts. The first part describes the model. The second one defines the data and the variables in the research model. The estimation preparation and research method which is used to test the formulated hypothesis will be described in the third part.

3.4.1 The Model

The model follows some features of Boulding’s and Staelin (1995), who provide an approach for assessing generalizable effects of strategic actions on firm performance and theorize a multiplicative performance model:

\[
Y_{i,t} = \prod_{a=0}^{1}(ADV_{i,t-a}) \times \prod_{b=0}^{3}(R&D_{i,t-b}) \times e^{\theta_{i,t}}
\]

(3.4.1)

\[
\theta_{i,t} = \theta_0 + \theta_1 Size_{i,t} + \theta_2 Concentr_{i,t} + \epsilon_{i,t}
\]

(3.4.2)

where \(i\) indicates firm \(i\) and \(t\) indicates year \(t\). Firm performance (market share or revenue share) is \(Y\), advertising (R&D) share is \(ADV (R&D)\), \(Size\) is (log) firm size, and \(Concentr\) shows the degree of concentration in the primary industry where the firm is active.

Equation (3.4.1) shows contemporary and carryover effects applying the well-known finite distributed lag (FDL \([K_{ADV}, K_{R&D}]\)) model of Hanssens et al. (2001), where \(K\) implies the number of lags. The literature review led the analysis to indicate \(K_{ADV} = 1\) and \(K_{R&D} = 3\).
Coefficients $\theta_1$ and $\theta_2$ (Eq. 3.4.2) indicate the effects of the control variables (firm size and concentration based on the firm’s primary industry). Ultimately, the error term, $\varepsilon$, controls for random contemporaneous unobserved factors.

Substituting Equation (3.4.2) in Equation (3.4.1) and taking logs, the following theoretical model is obtained which will be examined in this empirical analysis:

$$\ln Y_{i,t} = \theta_0 + \sum_{a=0}^{1} \ln (ADV_{i,t-a}) + \sum_{b=0}^{3} \ln (R&D_{i,t-b}) + \theta_1 Size_{i,t} + \theta_2 Concen_{i,t} + \varepsilon_{i,t}$$

(3.4.3)

3.4.2 Data

Rather than focusing on a large set of companies in different industries with different characteristics over a long time horizon like the bulk of the literature, this chapter uses data for a panel of advanced technology companies concentrated in an industry over a number of years. The panel is “short and wide” in that there are many industry specific companies (150 companies including 62 manufacturers and 88 non–manufacturers) but fewer years. The focus on companies operating in the high tech industry is deliberate. First, it allows access to a sample with similar R&D and advertising intensity. More importantly, while previous studies have focused on the stock market value of companies across industries the estimation procedure employed in this paper focuses on the market share (revenue share) of the companies.

25 Most of the manufacturing companies provide equipment for different businesses in the information and communications industry (B2B). However, most of the non–manufacturing companies provide services to the final consumers (B2C).
The panel setting is publicly traded U.S. companies which are active in the information and communications technology industry for the period of 2007–2016. The data were obtained from the Electronic Data Gathering, Analysis, and Retrieval system (EDGAR) that compiles datasets from company filings maintained by the U.S. Securities and Exchange Commission and Mergent Online industry annual database. Since some key variables such as advertising expenditures are just available on an annual basis, the Mergent annual database is used. The summary of statistics is given in Table 3.3.

The data shows that in average the manufacturers spend more on advertising activities than they do on R&D. Mostly, their share in advertising and R&D is more than their revenue share. However, the non–manufacturers almost spend equal amount on advertising and R&D activities, which is sufficiently lower than their revenue share.

Moreover, for the period of 2007–2010 (the recent recession) the manufacturers show a constant investment in R&D. Since 2011 (when the economy starts recovering), the manufacturers’ expenditures on advertising and R&D increase sharply. The manufacturers reduce their spending on R&D in 2012. In average, they uniformly increase their expenditures on R&D and advertising in later years. Illustration 3.1 shows the result.

The data shows that from 2007 to 2009 the non–manufactures reduce their expenditures on R&D and advertising. However, since 2010 when the economy starts recovering the non–manufacturers slightly increase their spending on advertising and R&D. In 2014, their average expenditures on R&D and advertising increase sharply. However, their investments on R&D are larger than those on advertising. This might be
due to introducing the new generation of technologies and applications in telecommunications such as Broadband technologies, Telegram, IMO, or other new apps. The non–manufacturing companies reduce their R&D and advertising expenditures in 2015. However, they increase their investments in later years. Illustration 3.2 shows the result.

3.4.2.1 The Variables

This section explains the measurement and variables of interest in the research model.

3.4.2.1.1 Firm Performance

The firm revenue data, expressed in dollars, are obtained from industrial annual income from Mergent online. Market share is expressed as a fraction and is calculated as the firm’s revenue divided by the revenue of all firms in the ICT industry (the same six–digit standardized industry classification (NAICS) code), gathered from Mergent segment database. For a firm that engages in multiple industries, its revenue in all the industries where it is active using the corresponding six–digit NAICS codes is considered. To derive the industry revenue, the revenue of all firms in these six–digit NAICS codes is aggregated. Ultimately, a firm’s overall market share is calculated using the revenue weighted average of its market share across its different business segments.

3.4.2.1.2 Advertising and R&D Share

Companies’ advertising and R&D data are obtained from EDGAR advertising expenses and R&D expenses, respectively. Advertising (R&D) share is denoted as a fraction and is computed as the firm’s advertising (R&D) expenditure divided by those of all firms in the
ICT industry (with the same six-digit NAICS code). For a firm that operates in multiple industries, advertising and R&D expenditures in all the industries, where it is active using the corresponding six-digit NAISC codes, are gathered. To derive the overall advertising and R&D expenditures in the industry, the advertising and R&D of all firms in these six-digit NAICS codes are aggregated. Finally, a firm’s overall advertising and R&D share as the revenue-weighted average of its advertising and R&D share across different business segments are calculated.

3.4.2.1.3 Control Variables

The model includes several control variables to allow for a more precise test of hypotheses. Firm size is an important element in any analysis of firm performance. Larger firms are associated with higher market power, which reflects their market share and revenue (Boulding and Staelin 1990). The model also controls for the degree of concentration in the primary industry where the firm is performing (Lipczynski et al. 2005). Ultimately, the model controls for the positive effect of market share on profit26 (Szymanski et al. 1993).

The natural log of firm total assets measured in dollars operates as firm size. The primary six-digit NAISC code in Mergent database identifies the firm’s primary industry. The degree of concentration of the firm’s primary industry (based on its primary six-digit

26 The theoretical model has been designed to capture the impact of R&D and advertising on market share and (or) profit; however, due to the lack of data and information about the companies’ profit for the duration of study, the empirical model estimates only the impact of R&D and advertising on market share.
NAISC code in the Mergent database) is measured by the Herfindahl index, such that larger values imply higher concentration.

3.4.3 Methodology

Before proceeding to estimate the theoretical model, the following aspects are checked.

(1) Stationarity in the time series
(2) Cointegration
(3) The linearity of the correlation
(4) Endogeneity

3.4.3.1 Stationarity in Time Series

Although panel data sets are useful in analyzing cross section phenomena over time, the time series component is associated with the potential non–stationarity in the variables. A nonstationary panel data may produce spurious results, and inferences based on $t$–values may be strongly misleading (Hanssens et al. 2001). To determine whether there is a long run relationship between the variables in the presence of nonstationary panel data, panel cointegration tests are required. The majority of the panel unit–root tests require a strongly balanced data set, meaning each panel has the same number of observations covering the same time span. However, this analysis deals with an unbalanced panel data. Therefore, two panel unit–root tests are employed, the Hadri (2003) Lagrange Multiplier and Fisher–type (Choi 2001) tests. Although all the tests require no gaps in any panel’s series except for the Fisher tests. Using the four methods introduced by Choi (2001), the Fisher test combines the $p$–values from the panel specific unit–root tests. Three of the
methods are different in using the inverse–chi–squared, inverse–normal, or inverse–logit transformation of \( p \)-values, and the fourth modifies the inverse–chi–squared transformation which is suitable when \( N \to \infty \). The inverse–normal and inverse–logit transformations can be used regardless of \( N \) being finite or infinite. Moreover, Fisher performs by two options, based on either Augmented Dickey–Fuller unit–root tests or Phillips–Perron unit–root tests, on each panel depending on how the choice of the options is specified. The null hypothesis being tested by Fisher is that all panels contain a unit–root.

Thus, the Fisher panel unit–root test, based on Augmented Dickey–Fuller tests, specified for the unbalanced panel is applied. Table 3.4 in the Appendix shows the results of the Fisher test. The Fisher panel unit–root test on the undifferenced data indicates that the null hypothesis of the presence of a unit–root cannot be strongly rejected (laset: inverse–normal \( z = 0.0882 \), industry concentration: Inverse–chi–squared = 298.4940), lasset and industry concentration are likely non–stationary in the level. However, after first differencing, the data are stationary (laset: inverse–normal \( z = -14.6643 \), \( p = 0 \); industry concentration: Inverse–chi–squared = 523.4452, \( p = 0 \)). Thus, no panel contains a unit–root in first differences (table 3.5).

The null hypothesis of the Hadri Lagrange Multiplier test states that all series are stationary which is against an alternative hypothesis which states that at least one series contains a unit–root. Despite most panel unit–root tests, the Hadri Lagrange Multiplier test reverses the null and alternative hypotheses in respect, such that strong evidence is needed to reject the null hypothesis, and thereby plays as an additional alternative to check for stationarity. The major disadvantage of this test is that it is better suited for
panels with $T$ tending to infinity and more moderate $N$, which is clearly not the case in this analysis. Indeed, this test requires a strongly balanced panel set, and thus it could be only applied to a balanced subset of the data. Given these limitations, Hadri Lagrange Multiplier test is not suitable for the considered dataset in this study.

Additionally, it is necessary to interpret the unit–root tests with caution. Karlsson and Lothgren (2000) show that when the time dimension of the panel is relatively small, the unit–root tests have low power. Thus, in this context, there is a greater possibility of incorrect conclusion that the entire panel is non–stationary in the level. Results from this test should therefore also be interpreted with caution.

### 3.4.3.2 Cointegration

To determine whether there is a stable, long–run relationship between variables where time series are nonstationary, the cointegration test is applied. Panel methods for cointegration are based on methods developed for single time series assuming that $T \to \infty$ and $N$ is sufficiently large. The cointegration tests are required when time series are nonstationary to determine whether they have a stable, long–run relationship. However, applying the first difference method to nonstationary time series may yield a stationary time series. One type of cointegration tests, introduced by Kao (1999) is the Engle-Granger (1987) two–step residual–based test. Kao cointegration tests (1999) describe two tests under the null hypothesis of no cointegration for panel data. One is based on a Dickey-Fuller test and another is based on an Augmented Dickey-Fuller test. For the Dickey-Fuller type test, Kao presents two sets of specifications.
Applying the Kao test for cointegration, based on Dickey–Fuller tests, the null hypothesis of no cointegration for all test statistics and specifications is accepted (Dickey–Fuller $t = -1.097, p > 0.05$). Given the relatively short time dimension of the panel, it is expected that no cointegrating relationship is found. Existing studies that have found a long–run relationship between firm performance, R&D and advertising have much longer time dimensions in their analysis. Indeed, the time period in this analysis is too short to capture a long–run relationship. Table 3.6 in the Appendix presents results from the Kao’s panel cointegration tests.

### 3.4.3.3 The Linearity of the Correlation

The Pearson correlation coefficients are a measure of the linear correlation between the variables (Pearson 1896) with a value between $+1$ and $-1$, where $1$ indicates a perfect positive linear correlation, $0$ indicates no linear correlation, and $-1$ shows a perfect negative linear correlation. To examine whether there is a causal link between the independent and dependent variables, the linear correlation between the variables is studied. Table 3.7 shows the results. The results show that there is a moderate correlation between the dependent variable (revenue share) and the independent variables (the first lag of advertising share and the third lag of R&D share). The results show a weak correlation between the dependent variables (the first lag of advertising share and the third lag of R&D share). In the presence of multicollinearity in the variables, the results are not reliable since the predictor variables are already predicted by the other independent variables. However, the weak correlation between the explanatory variables should not be a problem.
3.4.3.4 Endogeneity

The variables are suspected to present a potential endogeneity problem inherent in the basic research question. The companies that influence their revenue share by promoting new innovative products in the industry may follow steps to promote innovation and advertising further. This may lead to bias in coefficient estimates, particularly in OLS regressions.

The Durbin–Wu–Hausman test (Durbin, 1954; Hausman, 1978; Wu, 1973), DWH test, is widely used to test for the endogeneity problem. However, the DWH test and the Sargan–Hansen test (Sargan 1958; Hansen et al. 1996) are identical and are just tests of orthogonality conditions (Baum et al. 2003). Thus, this analysis proceeds using the Sargan–Hansen test\(^{27}\) for the endogeneity problem with the null hypothesis that the regressor is exogenous. Starting with an IV estimation in which two regressors (the first lag of advertising share and the third lag of R&D share) are treated as endogenous variables requires performing the Sargan–Hansen endogeneity test to clarify whether the regressors need to be instrumented. The results show that the null hypothesis is rejected and there is no need for the regressors to be instrumented\(^{28}\). In other words, the first lag of the advertising share and the third lag of R&D share have no correlation with the current error term, and thereby there is no endogeneity issue with respect to the lag (s) of the variables of interest. Finally, the results suggest that an Ordinary Least Square (OLS) method is required to estimate the model consistently.

\(^{27}\) The Sargan-Hansen test is provided in the second stage of IV estimation.

\(^{28}\) Tables C.1, C.2, C.3, and C.4 in the Appendix show the results.
3.5 Empirical Results

The analysis uses OLS with the fixed effect option to eliminate the Fixed Effects. In the Fixed Effects (FE) model, the individual specific effect is treated as non-stochastic and is suitable for unbalanced data, which is characteristic of the dataset used in this chapter. The following considerations lead the analysis to choose a fixed effects model (Allison 2009).

There may be omitted variables, which are correlated with the variables of interest in the model. In a fixed effects model, subjects serve as their own controls and may provide a means controlling for omitted variable bias. The idea is that the effects of the omitted variables on the subject remain constant or fixed over time. Thus, the omitted variables must have time-invariant values with time-invariant effects.

1. Time-invariant values mean that the value of the variable does not change across time. Industry characteristics (i.e. R&D intensity of the industry) of the participating companies are an example.

2. Time-invariant effects mean the variable has the same effect across time. For instance, the effect of the industry characteristics on the outcome at the first year is the same as the effect of that at the fifth year.

3. If either of these assumptions is violated, the model requires having explicit measurements of the variables in question. In the case of time-varying effects, things like the interaction of the industry characteristics with time can be included. Explicit measurements of time-invariant variables are also required if
they are thought to interact with other variables in the model (i.e. the effect of financial allocations differs by industry characteristics).

Fixed effects models, control for the average differences across groups (companies) in any observable (such as differences in R&D investments and advertising expenditures) or unobservable (such as the companies strategies of marketing, R&D, and output) predictors. In other words, instead of focusing on each year’s observation in terms of how much it differs from the prior year for the same company it is efficient to think about how much each observation differs from the average for that company. With three key variables, R&D investments, advertising expenditures, and revenue share the analysis is concerned with the following:

(1) Variations in R&D investments around the mean R&D investment for each company.

(2) Variations in advertising expenditures around the mean advertising expenditures for each company.

(3) Variations in revenue share around the mean revenue share for each company.

The analysis is eager to know whether variations in the R&D investments and advertising expenditures (around their means) are related to variations in revenue share (around their means).

Note that by subtracting the means, all of the action in the regression to within-group (company) action is restricted. Thus, the key source of omitted variable bias, namely, unobservable across-companies differences are eliminated. This is known as a
“fixed effects” regression because it holds constant (fixes) the average effects of each company.

Ultimately, the model uses the first lag of advertising expenditures and the third lag of R&D investments as variables of interest. Indeed, the model uses the first difference of the natural logarithm of asset and the first difference of the industry concentration as control variables since the results show that no panel contains a unit-root in first differences.

3.5.1 Estimation

3.5.1.1 Manufacturers

The model is estimated by OLS with the FE option. Indeed, the first differences are used for the control variables (lasset and concen) to deal with the unit-root. Table 3.8 provides the results.

The results show that advertising, surprisingly, has a negative effect on manufacturers’ revenue share \(\beta_0 = -.021, p < 0.12\). The estimates imply that revenue share decreases by 2.1% for each additional dollar investment in advertising share. Although the statistical result is insignificant, the negative sign shows that advertising activities do not benefit manufacturers. However, the R&D has a positive effect on market share \(\beta_1 = 0.08, p < 0.032\). In fact, revenue share increases by 8% for each additional dollar invested in R&D. The statistics show that firm size has a positive effect on revenue share \(\theta_1 = .013, p < 0.61\). Although the statistical result is not significant, it shows that if a firm’s asset value increases by a dollar the firm’s revenue share increases by 1.3%. Industry concentration has a negative effect on manufacturers’
revenue share ($\theta_2 = -0.0013, p < 0.76$). The statistical result shows that if market concentration increases by a unit, the revenue share of a firm is reduces by 0.13% (higher market concentration means most of the total market share is captured by a small number of firms). However, the statistic of $p$–value shows that the effect of industry concentration on revenue share is not significant.

The results support the first and second hypotheses of the chapter that advertising has no significant effect on market share and revenue among manufacturers; also R&D has a positive effect on market share and revenue.

3.5.1.2 Non–manufacturers

The model is estimated by OLS with the FE option. To defeat the unit–root problem, the first differences are used for the control variables (lasset and concen). Table 3.9 provides the results.

According to the results, similar to the manufacturing companies, advertising has a negative effect on non–manufacturers’ revenue share ($\beta_0 = -0.01, p < 0.075$). The result shows that for each additional dollar investment in advertising, revenue share decreases by 1%. However, the statistical result is not significant; the negative sign shows that advertising activities reduces profits of non–manufacturers. Despite the effects of advertising, R&D has a positive effect on market share ($\beta_1 = 0.21, p = 0$). The results show that revenue share increases by 21% for each additional dollar invested in R&D. The impact of firm size on revenue share is negative ($\theta_1 = -0.00004, p < 0.9$). It shows that if a firm’s asset value increases by a dollar the firm’s revenue share decreases by 0.004%, yet the statistical result is insignificant. The results also show that for each unit
increasing in industry concentration, revenue share of non–manufacturing companies
decreases by 4% ($\theta_2 = -.004, p < 0.81$). However, the effect is insignificant.

The results prove the first, second, and third hypotheses of the chapter that
advertising has no significant effect on market share; R&D has a positive effect on
market share and revenue; also R&D has a greater effect on market share and revenue of
non–manufacturing companies.

### 3.6 Conclusion

The crucial role of R&D and advertising activities in the marketing strategy of a company
is clear. These factors have been the focus of extensive research attention. However, it is
surprising that little analysis has been conducted on their effectiveness in relation to the
industry specification and the R&D intensity of the industry where the firm operates. This
chapter aims to contribute to filling this gap.

This chapter proposes a conceptual framework to explain how the effectiveness of
marketing instruments in the advanced technology industries is significant. Using this
framework, the hypotheses concerning the effectiveness of R&D and advertising
activities are developed. The hypotheses are tested using a sample of 150 U.S. companies
in the ICT industry across a time span of a decade. The companies operate in the
manufacturing and non–manufacturing sectors of the industry. This selection allows the
analysis for a more precise test of the firm specification; also allows the analysis to study
the effectiveness of the marketing instruments in both sectors. The analysis shows that
investments in R&D pay off in both sectors of manufacturing and non–manufacturing
high tech companies in the ICT sector. R&D investments benefit non–manufacturing companies more. Advertising share has no significant effect on market share.

This chapter explains the importance of the industry specification and the R&D intensity of the industry in the effectiveness of marketing strategies. However, most highly R&D intensive industries also have high advertising expenditures to introduce the new innovative products to the market or develop the market size like the pharmaceutical industry. This chapter argues that even different R&D intensive industries are not equally affected by marketing instruments. The nature of the ICT industry is based on technology and innovation. These companies participate in process R&D to reduce the production costs along with participation in product R&D to develop new products. Additionally, the dynamic competition in the market in which new innovative products and lower production costs are the focus of marketing strategy considerably affects the ability of a company to achieve future success. Although advertising activities help the companies to introduce the products that are new to the market as well as improve the market size, investing in advertising requires carefulness. R&D and innovation to advanced technology companies are more than a marketing instrument, but that is an important input. The results of this chapter help the management to decide on marketing strategy to guide the firm to success.
Table 3.1: The list of the U. S. manufacturing companies

<table>
<thead>
<tr>
<th>Company Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>American Electric Technologies, Inc.</td>
</tr>
<tr>
<td>AMETEK Inc</td>
</tr>
<tr>
<td>Arotech Corp</td>
</tr>
<tr>
<td>Aviat Networks, Inc.</td>
</tr>
<tr>
<td>Axesstel Inc</td>
</tr>
<tr>
<td>BIO-key International Inc</td>
</tr>
<tr>
<td>Blonder Tongue Laboratories, Inc.</td>
</tr>
<tr>
<td>CalAmp Corp</td>
</tr>
<tr>
<td>China Digital Media Corp</td>
</tr>
<tr>
<td>Clearfield Inc</td>
</tr>
<tr>
<td>ClearOne Inc</td>
</tr>
<tr>
<td>COMARCO Inc</td>
</tr>
<tr>
<td>Communications Systems, Inc.</td>
</tr>
<tr>
<td>Conmtech Telecommunications Corp.</td>
</tr>
<tr>
<td>DASAN Zhone Solutions Inc</td>
</tr>
<tr>
<td>Debut Broadcasting Corp Inc</td>
</tr>
<tr>
<td>Dish Network Corp</td>
</tr>
<tr>
<td>Dolby Laboratories Inc</td>
</tr>
<tr>
<td>EAU Technologies Inc</td>
</tr>
<tr>
<td>EchoStar Corp</td>
</tr>
<tr>
<td>EDCI Holdings Inc</td>
</tr>
<tr>
<td>Electronic Control Security Inc.</td>
</tr>
<tr>
<td>Entech Solar, Inc</td>
</tr>
<tr>
<td>ERF Wireless Inc</td>
</tr>
<tr>
<td>Evans &amp; Sutherland Computer Corp.</td>
</tr>
<tr>
<td>Extreme Networks Inc</td>
</tr>
<tr>
<td>Franklin Wireless Corp</td>
</tr>
<tr>
<td>FuelCell Energy Inc</td>
</tr>
<tr>
<td>General Cable Corp (DE)</td>
</tr>
<tr>
<td>Hollysys Automation Technologies Ltd I.D. Systems, Inc. (DE)</td>
</tr>
<tr>
<td>Infinera Corp</td>
</tr>
<tr>
<td>Inseego Corp</td>
</tr>
<tr>
<td>International Wire Group Holdings Inc</td>
</tr>
<tr>
<td>Inventergy Global Inc</td>
</tr>
<tr>
<td>Iteris Inc</td>
</tr>
<tr>
<td>Juma Technology Corp</td>
</tr>
<tr>
<td>Juniper Group Inc</td>
</tr>
<tr>
<td>Lantronix Inc</td>
</tr>
<tr>
<td>Lattice Inc</td>
</tr>
<tr>
<td>Live Microsystems Inc</td>
</tr>
<tr>
<td>Median Group Inc</td>
</tr>
<tr>
<td>MSG Network Inc</td>
</tr>
<tr>
<td>m-Wise, Inc.</td>
</tr>
<tr>
<td>NAPCO Security Technologies, Inc.</td>
</tr>
<tr>
<td>Netgear Inc</td>
</tr>
<tr>
<td>New World Brands Inc</td>
</tr>
<tr>
<td>NL Industries, Inc.</td>
</tr>
<tr>
<td>PC-Tel Inc</td>
</tr>
<tr>
<td>Plantronics, Inc</td>
</tr>
<tr>
<td>Plug Power Inc</td>
</tr>
<tr>
<td>RELM Wireless Corp.</td>
</tr>
<tr>
<td>Sentry Technology Corp</td>
</tr>
<tr>
<td>Superconductor Technologies Inc</td>
</tr>
<tr>
<td>Technical Communications Corp</td>
</tr>
<tr>
<td>Telephone Corp</td>
</tr>
<tr>
<td>Vicon Industries Inc</td>
</tr>
<tr>
<td>Viscount Systems Inc</td>
</tr>
<tr>
<td>Vocera Communications, Inc.</td>
</tr>
<tr>
<td>Wegener Corp.</td>
</tr>
<tr>
<td>Zoom Technologies Inc</td>
</tr>
<tr>
<td>Zoom Telephonics, Inc</td>
</tr>
</tbody>
</table>
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Table 3.2: The list of the U.S. non–manufacturing companies

<table>
<thead>
<tr>
<th>Company Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accelerize Inc</td>
</tr>
<tr>
<td>Activision Blizzard, Inc</td>
</tr>
<tr>
<td>Advant–E Corporation</td>
</tr>
<tr>
<td>AllDigital Holdings, Inc</td>
</tr>
<tr>
<td>Altemet Systems Inc</td>
</tr>
<tr>
<td>America's Suppliers Inc</td>
</tr>
<tr>
<td>Blackbaud, Inc.</td>
</tr>
<tr>
<td>Bridgeline Digital Inc</td>
</tr>
<tr>
<td>B–Scada Inc</td>
</tr>
<tr>
<td>Chatter Box Call Center Ltd.</td>
</tr>
<tr>
<td>CommVault Systems Inc</td>
</tr>
<tr>
<td>comScore Inc</td>
</tr>
<tr>
<td>Cornerstone OnDemand, Inc</td>
</tr>
<tr>
<td>CoroWare, Inc.</td>
</tr>
<tr>
<td>CounterPath Corp</td>
</tr>
<tr>
<td>Debt Resolve Inc</td>
</tr>
<tr>
<td>Destiny Media Technologies Inc</td>
</tr>
<tr>
<td>Duos Technologies Group Inc</td>
</tr>
<tr>
<td>Ellie Mae Inc</td>
</tr>
<tr>
<td>EnterConnect Inc</td>
</tr>
<tr>
<td>Epazz Inc</td>
</tr>
<tr>
<td>Evolving Systems, Inc</td>
</tr>
<tr>
<td>FAB Universal Corp</td>
</tr>
<tr>
<td>FalconStor Software Inc</td>
</tr>
<tr>
<td>GBS Enterprises Inc</td>
</tr>
<tr>
<td>GlobalSCAPE Inc</td>
</tr>
<tr>
<td>Grow Condos Inc</td>
</tr>
<tr>
<td>Hash Labs Inc</td>
</tr>
<tr>
<td>hopTo Inc</td>
</tr>
<tr>
<td>ImageWare Systems Inc</td>
</tr>
<tr>
<td>Imperva Inc</td>
</tr>
<tr>
<td>indiePub Entertainment Inc</td>
</tr>
<tr>
<td>InferX Corp</td>
</tr>
<tr>
<td>Innovative Software Technologies Inc</td>
</tr>
<tr>
<td>InsPro Technologies Corp</td>
</tr>
<tr>
<td>Intelligent Living America Inc</td>
</tr>
<tr>
<td>Limelight Networks Inc</td>
</tr>
<tr>
<td>LivePerson Inc</td>
</tr>
<tr>
<td>MAM Software Group Inc</td>
</tr>
<tr>
<td>Manhattan Associates, Inc</td>
</tr>
<tr>
<td>MediaShift, Inc</td>
</tr>
<tr>
<td>Mediatechnics Corp</td>
</tr>
<tr>
<td>Medical Innovation Holdings Inc</td>
</tr>
<tr>
<td>Medidata Solutions, Inc.</td>
</tr>
<tr>
<td>Microsoft Corporation</td>
</tr>
<tr>
<td>Mikojo Inc</td>
</tr>
<tr>
<td>Mind Solutions Inc (New)</td>
</tr>
<tr>
<td>MobileSmith Inc</td>
</tr>
<tr>
<td>Multimedia Platforms Inc</td>
</tr>
<tr>
<td>New Bridge Global Ventures Inc</td>
</tr>
<tr>
<td>Oracle Corp</td>
</tr>
<tr>
<td>Paid Inc</td>
</tr>
<tr>
<td>Park City Group Inc</td>
</tr>
<tr>
<td>Patient Portal Technologies Inc</td>
</tr>
<tr>
<td>PeerStream Inc</td>
</tr>
<tr>
<td>Phoenix Medical Software Inc</td>
</tr>
<tr>
<td>Playlogic Entertainment Inc</td>
</tr>
<tr>
<td>PolarityTE Inc</td>
</tr>
<tr>
<td>Portlogic Systems Inc</td>
</tr>
<tr>
<td>Qualys, Inc.</td>
</tr>
<tr>
<td>Rand Worldwide Inc</td>
</tr>
<tr>
<td>Reach Messaging Holdings Inc</td>
</tr>
<tr>
<td>RealPage Inc</td>
</tr>
<tr>
<td>Red Mile Entertainment Inc</td>
</tr>
<tr>
<td>Rosetta Stone Inc</td>
</tr>
<tr>
<td>Salesforce.Com Inc</td>
</tr>
<tr>
<td>ServiceNow Inc</td>
</tr>
<tr>
<td>SharpSpring Inc</td>
</tr>
<tr>
<td>SilverSun Technologies Inc</td>
</tr>
<tr>
<td>Social Cube Inc</td>
</tr>
<tr>
<td>Solbright Group Inc</td>
</tr>
<tr>
<td>Sonic Foundry, Inc</td>
</tr>
<tr>
<td>Spare Backup Inc</td>
</tr>
<tr>
<td>SPO Global Inc</td>
</tr>
<tr>
<td>SPS Commerce, Inc</td>
</tr>
<tr>
<td>SS&amp;C Technologies Holdings Inc</td>
</tr>
<tr>
<td>Strikeforce Technologies Inc</td>
</tr>
<tr>
<td>Subjex Corp</td>
</tr>
<tr>
<td>Teradata Corp (DE)</td>
</tr>
<tr>
<td>TimeFire VR Inc</td>
</tr>
<tr>
<td>Ultimate Software Group, Inc.</td>
</tr>
<tr>
<td>Unified Signal Inc</td>
</tr>
<tr>
<td>Vemices Inc</td>
</tr>
<tr>
<td>Vertical Computer Systems, Inc.</td>
</tr>
<tr>
<td>VMware Inc</td>
</tr>
<tr>
<td>Web.Com Group, Inc</td>
</tr>
<tr>
<td>Where Food Comes From Inc</td>
</tr>
</tbody>
</table>
Table 3.3: Summary statistics

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Min</th>
<th>Max</th>
<th>Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Share_rev</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>.0290376</td>
<td>.0866065</td>
<td>4.72e-10</td>
<td>.6694659</td>
<td>N=1245</td>
</tr>
<tr>
<td>between</td>
<td>.0785922</td>
<td>.093172</td>
<td>.0785922</td>
<td>.015346</td>
<td>n=150</td>
</tr>
<tr>
<td>within</td>
<td>.015346</td>
<td>.093172</td>
<td>.015346</td>
<td>.015346</td>
<td>T–bar=803</td>
</tr>
<tr>
<td>L1.Share_ad</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>.0321973</td>
<td>.1218707</td>
<td>0</td>
<td>.8804904</td>
<td>N=1098</td>
</tr>
<tr>
<td>between</td>
<td>.0981961</td>
<td>.0981961</td>
<td>0</td>
<td>.7139917</td>
<td>n=150</td>
</tr>
<tr>
<td>within</td>
<td>.0570371</td>
<td>.0570371</td>
<td>0</td>
<td>.719819</td>
<td>T–bar=7.32</td>
</tr>
<tr>
<td>L3.Share_rd</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>.0328885</td>
<td>.0889147</td>
<td>0</td>
<td>.6880826</td>
<td>N=796</td>
</tr>
<tr>
<td>between</td>
<td>.0801954</td>
<td>.0801954</td>
<td>0</td>
<td>.616457</td>
<td>n=150</td>
</tr>
<tr>
<td>within</td>
<td>.0180241</td>
<td>.0180241</td>
<td>0</td>
<td>.1701537</td>
<td>T–bar=5.768</td>
</tr>
<tr>
<td>lassett</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>17.10791</td>
<td>3.174143</td>
<td>4.990433</td>
<td>25.98955</td>
<td>N=1232</td>
</tr>
<tr>
<td>between</td>
<td>3.182357</td>
<td>6.933907</td>
<td>25.45103</td>
<td>n=150</td>
<td></td>
</tr>
<tr>
<td>within</td>
<td>.7931161</td>
<td>12.17155</td>
<td>23.55505</td>
<td>T–bar=8.213</td>
<td></td>
</tr>
<tr>
<td>Concen</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>.3585167</td>
<td>.1264429</td>
<td>.1191912</td>
<td>.9202917</td>
<td>N=1283</td>
</tr>
<tr>
<td>between</td>
<td>.0909744</td>
<td>.1664705</td>
<td>.4992311</td>
<td>n=150</td>
<td></td>
</tr>
<tr>
<td>within</td>
<td>.0919882</td>
<td>.2147674</td>
<td>1.042778</td>
<td>T–bar=8.553</td>
<td></td>
</tr>
</tbody>
</table>
Table 3.4: The results of the Fisher unit–root test

<table>
<thead>
<tr>
<th>Fisher-type unit–root test</th>
<th>Based on augmented Dickey–Fuller tests</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ho: All panels contain unit-roots</td>
<td>Number of panels = 150</td>
</tr>
<tr>
<td>Ha: At least one panel is stationary</td>
<td>Avg. number of periods = 8.30</td>
</tr>
<tr>
<td>AR parameter: Panel–specific</td>
<td>Asymptotics: T -&gt; Infinity</td>
</tr>
<tr>
<td></td>
<td>ADF regressions</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>748.2876</td>
<td>562.7748</td>
<td>798.1253</td>
<td>524.0621</td>
<td>298.4940</td>
</tr>
<tr>
<td></td>
<td>(0.0000)</td>
<td>(0.0000)</td>
<td>(0.0000)</td>
<td>(0.0000)</td>
<td>(0.5137)</td>
</tr>
<tr>
<td>Inverse normal</td>
<td>−4.2659</td>
<td>−6.1239</td>
<td>−3.9589</td>
<td>0.0882</td>
<td>2.2942</td>
</tr>
<tr>
<td></td>
<td>(0.0000)</td>
<td>(0.0000)</td>
<td>(0.0000)</td>
<td>(0.5351)</td>
<td>(0.9891)</td>
</tr>
<tr>
<td>Inverse logit</td>
<td>−10.7134</td>
<td>−13.4701</td>
<td>−17.5760</td>
<td>−3.1323</td>
<td>1.5173</td>
</tr>
<tr>
<td></td>
<td>(0.0000)</td>
<td>(0.0000)</td>
<td>(0.0000)</td>
<td>(0.0009)</td>
<td>(0.9352)</td>
</tr>
<tr>
<td>Modified inv. chi–squared</td>
<td>18.3009</td>
<td>12.2048</td>
<td>24.8917</td>
<td>9.2599</td>
<td>−0.0615</td>
</tr>
<tr>
<td></td>
<td>(0.0000)</td>
<td>(0.0000)</td>
<td>(0.0000)</td>
<td>(0.0000)</td>
<td>(0.5245)</td>
</tr>
</tbody>
</table>
Table 3.5: The results of the Fisher unit–root test after the first difference

<table>
<thead>
<tr>
<th>Fisher–type unit–root test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Based on augmented Dickey–Fuller tests</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Ho: All panels contain unit–roots</th>
<th>Number of panels = 150</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ha: At least one panel is stationary</td>
<td>Avg. number of periods = 8.30</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>AR parameter: Panel–specific</th>
<th>Asymptotics: T → Infinity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ADF regressions</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>D.l asset</th>
<th>D.Concen</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inverse chi–squared</td>
<td>894.9501</td>
<td>523.4452</td>
</tr>
<tr>
<td></td>
<td>(0.0000)</td>
<td>(0.0000)</td>
</tr>
<tr>
<td>Inverse normal</td>
<td>−14.6643</td>
<td>−7.2520</td>
</tr>
<tr>
<td></td>
<td>(0.0000)</td>
<td>(0.0000)</td>
</tr>
<tr>
<td>Inverse logit</td>
<td>−18.9455</td>
<td>−8.8136</td>
</tr>
<tr>
<td></td>
<td>(0.0009)</td>
<td>(0.0000)</td>
</tr>
<tr>
<td>Modified inv. chi–squared</td>
<td>26.5257</td>
<td>10.1667</td>
</tr>
<tr>
<td></td>
<td>(0.0000)</td>
<td>(0.0000)</td>
</tr>
</tbody>
</table>
Table 3.6: The results of the Kao test for cointegration

<table>
<thead>
<tr>
<th>Kao test for cointegration</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Ho: No cointegration</td>
<td>Number of panels = 147</td>
<td></td>
</tr>
<tr>
<td>Ha: All panels are cointegrated</td>
<td>Avg. number of periods = 4.0508</td>
<td></td>
</tr>
<tr>
<td>Cointegrating vector: Same</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Panel means:</td>
<td>Included</td>
<td>Kernel: Bartlett</td>
</tr>
<tr>
<td>Time trend:</td>
<td>Not included</td>
<td>Lags: 1.37 (Newey–West)</td>
</tr>
<tr>
<td>AR parameter:</td>
<td>Same</td>
<td>Augmented lags: 1</td>
</tr>
<tr>
<td>Statistic</td>
<td>p–value</td>
<td></td>
</tr>
<tr>
<td>Modified Dickey–Fuller t</td>
<td>2.7050</td>
<td>0.0034</td>
</tr>
<tr>
<td>Dickey–Fuller t</td>
<td>-1.0973</td>
<td>0.1363</td>
</tr>
<tr>
<td>Augmented Dickey–Fuller t</td>
<td>3.9690</td>
<td>0.0000</td>
</tr>
<tr>
<td>Unadjusted modified Dickey–Fuller t</td>
<td>1.1306</td>
<td>0.1291</td>
</tr>
<tr>
<td>Unadjusted Dickey–Fuller t</td>
<td>-2.5572</td>
<td>0.0053</td>
</tr>
</tbody>
</table>
Table 3.7: The results of the Pearson correlation test

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Share_rv</td>
<td>1.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L1.Share_ad</td>
<td>0.5397</td>
<td>1.0000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L3.Share_rd</td>
<td>0.4980</td>
<td>0.3190</td>
<td>1.0000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D1.lasset</td>
<td>0.0871</td>
<td>0.0227</td>
<td>0.0511</td>
<td>1.0000</td>
<td></td>
</tr>
<tr>
<td>D1.Concen</td>
<td>-0.0095</td>
<td>-0.0046</td>
<td>0.0107</td>
<td>-0.0437</td>
<td>1.0000</td>
</tr>
</tbody>
</table>
Table 3.8: The results of OLS estimation for manufacturing companies

<table>
<thead>
<tr>
<th>Fixed–effects (within) regression</th>
<th>Number of obs = 352</th>
<th>Number of groups = 59</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group variable: id</td>
<td>Obs per group:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>within = 0.0255</td>
<td>obs = 1</td>
</tr>
<tr>
<td></td>
<td>between = 0.0887</td>
<td>avg = 6.0</td>
</tr>
<tr>
<td></td>
<td>overall = 0.0706</td>
<td>max = 7</td>
</tr>
<tr>
<td></td>
<td>corr(u_i, Xb) = 0.1991</td>
<td>F(4,289) = 1.89</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Prob &gt; F = 0.1124</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Share_rev</td>
<td>Coef.</td>
<td>Std. Err.</td>
</tr>
<tr>
<td>D1.lasset</td>
<td>.0013203</td>
<td>.0025389</td>
</tr>
<tr>
<td>D1. Concen</td>
<td>-.0012866</td>
<td>.0041198</td>
</tr>
<tr>
<td>L1. Share_ad</td>
<td>-.0206992</td>
<td>.0131366</td>
</tr>
<tr>
<td>L3. Share_rd</td>
<td>.0793168</td>
<td>.0366982</td>
</tr>
<tr>
<td>_cons</td>
<td>.0466231</td>
<td>.0023623</td>
</tr>
<tr>
<td></td>
<td>sigma_u</td>
<td>.08894031</td>
</tr>
<tr>
<td></td>
<td>sigma_e</td>
<td>.01759666</td>
</tr>
<tr>
<td></td>
<td>Rho</td>
<td>.96233071</td>
</tr>
<tr>
<td></td>
<td>F test that all u_i=0: F(58, 289) = 103.30</td>
<td>Prob &gt; F = 0.0000</td>
</tr>
</tbody>
</table>
Table 3.9: The results of OLS estimation for non–manufacturing companies

<table>
<thead>
<tr>
<th>Fixed–effects (within) regression</th>
<th>Number of obs</th>
<th>Number of groups</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group variable: id</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

R–sq:
- within = 0.0928
- between = 0.9958
- overall = 0.9882

<table>
<thead>
<tr>
<th>Obs per group:</th>
</tr>
</thead>
<tbody>
<tr>
<td>min = 1</td>
</tr>
<tr>
<td>avg = 5.5</td>
</tr>
<tr>
<td>max = 7</td>
</tr>
</tbody>
</table>

F(4,355) = 9.08  
corr(u_i, Xb) = 0.9930  
Prob > F = 0.0000

| Share_rev       | Coef.       | Std. Err. | t     | P>|t| | [95% Conf. Interval] |
|-----------------|-------------|-----------|-------|------|---------------------|
| D1. lasset      | -.0000413   | .0003125  | -0.13 | 0.895 | -.000656            | .0005733            |
| D1. Concen      | .0040274    | .0169447  | 0.24  | 0.812 | -.0292973           | .037352             |
| L1.Share_ad     | -.0102262   | .0057082  | -1.79 | 0.074 | -.0214523           | .0009998            |
| L3.Share_rd     | .2089885    | .0363488  | 5.75  | 0.000 | .1375023            | .2804746            |
| _cons           | .0123196    | .0006796  | 18.13 | 0.000 | .0109831            | .0136561            |

sigma_u = .05330063  
sigma_e = .00488926  
rho = .99165585  (fraction of variance due to u_i)

F test that all u_i=0: F(78, 355) = 11.42  
Prob > F = 0.0000
Illustration 3.1: Mean of variables of interest for manufacturing companies
Illustration 3.2: Mean of variables of interest for non-manufacturing companies
Appendices

Appendix A

Appendix for Chapter 1

A.1 Proof of Proposition 1.

\[ x_{rl}^{NC} = \frac{(a-r-s)(2(h-5-4v)+b(5h+4v-1))}{26+2h(8-5h)-72u+9b^3u+68v-4h^2v+32v^2-b[4h+5h^2+36u+2v+14hv+8v^2-1] + 2b^2[h^2+9u+h(v-1)-(2+v)(1+2v)]} \]  

(A.1)

\[ x_{st}^{NC} = \frac{2(4-b^2)(a-r-s)(-2+h-v)}{26+2h(8-5h)-72u+9b^3u+68v-4h^2v+32v^2-b[4h+5h^2+36u+2v+14hv+8v^2-1] + 2b^2[h^2+9u+h(v-1)-(2+v)(1+2v)]} \]  

(A.2)

\[ x^{NC} = \frac{(2(a-r-s)(10h-b(1-5h-2b(2+h+v)-4v)-16v-26))}{26+2h(8-5h)-72u+9b^3u+68v-4h^2v+32v^2-b[4h+5h^2+36u+2v+14hv+8v^2-1] + 2b^2[h^2+9u+h(v-1)-(2+v)(1+2v)]} \]  

(A.3)

\[ y^{NC} = \frac{12u(4-b^2)(a-r-s)(72u-9b^3u-68v+4hv-32v^2-26-2h(8-5h)+b[4h+5h^2+36u+2v+14hv+8v^2-1] - 2b^2[h^2+9u+h(v-1)-(2+v)(1+2v)]}{(26+2h(8-5h)-72u+9b^3u+68v-4h^2v+32v^2-b[4h+5h^2+36u+2v+14hv+8v^2-1] + 2b^2[h^2+9u+h(v-1)-(2+v)(1+2v)]} \]  

(A.4)

\[ w^{NC} = \frac{2u(a-r-s)^2[36b^3u(b^2-8)+4b[26h-5h^2+14u+16v(1+h)+16v^2-5]-2b^4[2h^2-45u-4h(2+v)+2(2+v)^2]}{(26+2h(8-5h)-72u+9b^3u+68v-4h^2v+32v^2-b[4h+5h^2+36u+2v+14hv+8v^2-1] + 2b^2[h^2+9u+h(v-1)-(2+v)(1+2v)]} \]  

(A.5)

\[ p^{NC} = \frac{a[26+2h(8-5h)-48u+3b^2u+68v-4h^2v+32v^2-b(h(4+5h)+12u+2v+14hv+8v^2-1) + 2b^2(h^2+6u-h(1+v)-(2+v)(1+2v)-6u(2-b)(1+b)(2+b)(r+s))]}{(26+2h(8-5h)-72u+9b^3u+68v-4h^2v+32v^2-b[4h+5h^2+36u+2v+14hv+8v^2-1] + 2b^2[h^2+9u+h(v-1)-(2+v)(1+2v)]} \]  

(A.6)

\[ x_{rl}^{HC} = \frac{4(a-r-s)(1+h+2v)}{9b^2u-8(h+2v)^2-4(2+4h-9u+8v)-2b[h^2-18u+(1+2v)^2+h(2+4v)]} \]  

(A.7)

\[ x_{st}^{HC} = \frac{2(4+b)(a-r-s)(1+h+2v)}{9b^2u-8(h+2v)^2-4(2+4h-9u+8v)-2b[h^2-18u+(1+2v)^2+h(2+4v)]} \]  

(A.8)

\[ x^{HC} = \frac{(4+4b)(a-r-s)(1+h+2v)}{9b^2u-8(h+2v)^2-4(2+4h-9u+8v)-2b[h^2-18u+(1+2v)^2+h(2+4v)]} \]  

(A.9)
\[ Y_{HC} = \frac{12u(2+b)(a-r-s)}{(9b^2u-8(h+2v)^2-4(2+4h-9u+8v)-2b[h^2-18u+(1+2v)^2+h(2+4v)]} \]  
\[ W_{HC} = \frac{4u(a-r-s)^2(9u(1+b)(2+b)^2-2(4h^2-9u(2+b)^2)+8h(1+2v)+4(1+2v)^2)+(2+b)^2}{(9b^2u-8(h+2v)^2-4(2+4h-9u+8v)-2b[h^2-18u+(1+2v)^2+h(2+4v)])^2} \]  
\[ p_{HC} = \frac{6u(1+b)(2+b)(r+s)+au(4+b)[-2+3(2+b)-8v-2(h(2+h)+4h+4v^2)]}{9b^2u-8(h+2v)^2-4(2+4h-9u+8v)-2b[h^2-18u+(1+2v)^2+h(2+4v)]} \]  
\[ X_{ri}^{VC} = \frac{(a-r-s)(b+b+5h+2b(2+b)-1)-2(7+h+8v))}{72u-34-32h-9b^3u-100v+2(h-16v)(h+2v)-b^2(h^2-4h+18u-2v(7+h)-8v^2-5)+b(1+h)(8+7h) +36u+10v+22h+16v^2} \]  
\[ X_{si}^{VC} = \frac{2(2-b)(a-r-s)[5-h+b(2+h)+4v]}{72u-34-32h-9b^3u-100v+2(h-16v)(h+2v)-b^2(h^2-4h+18u-2v(7+h)-8v^2-5)+b(1+h)(8+7h) +36u+10v+22h+16v^2} \]  
\[ X^{VC} = \frac{2(a-r-s)(34-2h-b(1+7h+b(5-h+4v)-8v)+32v)}{72u-34-32h-9b^3u-100v+2(h-16v)(h+2v)-b^2(h^2-4h+18u-2v(7+h)-8v^2-5)+b(1+h)(8+7h) +36u+10v+22h+16v^2} \]  
\[ Y^{VC} = \frac{12u(4-b^2)(a-r-s)}{72u-34-32h-9b^3u-100v+2(h-16v)(h+2v)-b^2(h^2-4h+18u-2v(7+h)-8v^2-5)+b(1+h)(8+7h) +36u+10v+22h+16v^2} \]  
\[ W^{VC} = \frac{4u(a-r-s)^2[27b^5u-2b^3][7+h(8+h)+108u+22v+10h+16v^2]+4b[13+h(50+h)+108u+76v+52h+64v^2]}{(34+32h-72u+9b^3u+100v-2(h-16v)(h+2v)+b^2(h^2-4h+18u-2v(7+h)-8v^2-5)+b(1+h)(8+7h) +36u+10v+22h+16v^2)} \]  
\[ p^{VC} = \frac{u(b-2)(1+b)(2+b)(r+s)+\alpha(34+32h-48u+3b^3u+100v-2(h-16v)(h+2v)+b^2[7+h(8+h)+12u+10v+22h+16v^2] +b[1+h(8+7h)+36u+10v+22h+16v^2])}{34+32h-72u+9b^3u+100v-2(h-16v)(h+2v)+b^2[7+h(8+h)+12u+10v+22h+16v^2] +b[1+h(8+7h)+36u+10v+22h+16v^2]} \]  

Taking the derivative of Eqs A.1, A.2, A.3, A.4, and A.5 with respect to \( \nu \) and evaluating for any value of parameters shows that \( \partial x_{ri}^{NC} / \partial \nu > 0, \partial x_{si}^{NC} / \partial \nu > 0, \partial X^{NC} / \partial \nu > 0, \) and \( \partial Y^{NC} / \partial \nu > 0. \) To prove that \( \partial W^{NC} / \partial \nu > 0, \) for any parameter value, evaluating the
validity of \( u \) is required. Thus, \( P^{NC} \) for the same parameter values must be evaluated to find whether \( u \) meets the required threshold. Note that output is positive if \( a > r + s \). Evaluating \( P^{NC} \) and \( W^{NC} \) at the same parameter values shows that the required \( u \) making \( \partial W^{NC} / \partial v > 0 \) is met.

Taking the derivative of Eqs A.7, A.8, A.9, A.10, and A.11 with respect to \( v \) and evaluating for any value of parameters shows that \( \partial X^{HC} / \partial v > 0 \), \( \partial Y^{HC} / \partial v > 0 \). To prove that \( \partial W^{HC} / \partial v > 0 \), for any value of parameters evaluating the validity of \( u \) is required. Thus, \( P^{HC} \) at the same parameter values must be evaluated to find whether \( u \) meets the required threshold. Note that output is positive if \( a > r + s \). Evaluating \( P^{HC} \) and \( W^{HC} \) at the same parameter values shows that for any value of parameters, the required value for \( u \) making \( \partial W^{HC} / \partial v > 0 \) is met.

Taking the derivative of Eqs A.13, A.14, A.15, A.16, and A.17 with respect to \( v \) and evaluating for any value of parameters shows that \( \partial x^{IC}_{ri} / \partial v > 0 \), \( \partial x^{IC}_{si} / \partial v > 0 \), \( \partial X^{HC} / \partial v > 0 \), \( \partial Y^{HC} / \partial v > 0 \). To prove that \( \partial W^{VC} / \partial v > 0 \), for any value of parameters evaluating the validity of \( u \) is required. Thus, \( P^{VC} \) at the same parameter values must be evaluated to find whether \( u \) meets the required threshold.

### A.2 Proof of Proposition 2.

For any parameter values \( \partial x^{NC}_{si} / \partial v > \partial x^{NC}_{ri} / \partial v > 0 \) thus, \( \partial x^{NC}_{si} / \partial v > \partial x^{NC}_{ri} / \partial v \) is concluded. If \( b = 0 \) and \( h = 1 \), then \( \partial x^{NC}_{si} / \partial v = \partial x^{NC}_{ri} / \partial v \).

For any parameter values \( \partial x^{HC}_{si} / \partial v > \partial x^{HC}_{ri} / \partial v > 0 \) thus, \( \partial x^{HC}_{si} / \partial v > \partial x^{HC}_{ri} / \partial v \) is concluded. If \( b = 0 \), then \( \partial x^{HC}_{si} / \partial v = \partial x^{HC}_{ri} / \partial v \).
For any parameter values $\frac{\partial x_s^V}{\partial v} - \frac{\partial x_r^V}{\partial v} > 0$ thus, $\frac{\partial x_s^V}{\partial v} > \frac{\partial x_r^V}{\partial v}$ is concluded. If $h = 1$, then $\frac{\partial x_s^V}{\partial v} = \frac{\partial x_r^V}{\partial v}$.

### A.3 Proof of Proposition 3.

Taking the derivative of Eqs A.1, A.2, A.3, A.4, and A.5 with respect to $h$ and evaluating for any value of parameters shows that $\partial x_r^{NC} / \partial h < 0, \partial x_s^{NC} / \partial h < 0, \partial x_r^{NC} / \partial h < 0, \partial Y^{NC} / \partial h \leq 0$, and $\partial W^{NC} / \partial h \leq 0$. To evaluate the validity of $u$, $P^{NC}$ must be evaluated at the same parameter values which shows that $u$ can be either higher or lower than the required threshold and thereby $\partial Y^{NC} / \partial h \leq 0$ and $\partial W^{NC} / \partial h \leq 0$ is concluded.

Taking the derivative of Eqs A.7, A.8, A.9, A.10, and A.11 with respect to $h$ and evaluating for any value of parameters shows that $\partial x_r^{HC} / \partial h > 0, \partial x_s^{HC} / \partial h > 0, \partial X^{HC} / \partial h > 0, \partial Y^{HC} / \partial h > 0$, and $\partial W^{HC} / \partial h > 0$. Evaluating $P^{HC}$ and $W^{HC}$ at the same parameter values shows that for any value of $b$ the required value for $u$ making $\partial W^{HC} / \partial h > 0$ is met.

Taking the derivative of Eqs A.13, A.14, A.15, A.16, and A.17 with respect to $h$ and evaluating for any value of parameters shows that $\partial x_r^{VC} / \partial h > 0, \partial x_s^{VC} / \partial h \leq 0, \partial X^{VC} / \partial h \leq 0, \partial Y^{VC} / \partial h > 0$, and $\partial W^{VC} / \partial h > 0$. Evaluating $P^{VC}$ at the same parameter values as $\partial x_s^{VC} / \partial h$ and $\partial X^{VC} / \partial h$ to examine the validity of $u$ shows that $u$ can be either higher or lower than the required threshold for $\partial x_s^{VC} / \partial h$ and $\partial X^{VC} / \partial h$. Thus, $\partial x_s^{VC} / \partial h \leq 0$ and $\partial X^{VC} / \partial h \leq 0$.

### A.4 Proof of Proposition 4.

To prove that $\partial x_s^{NC} / \partial h > \partial x_r^{NC} / \partial h$, consider $- (\frac{\partial x_s^{NC}}{\partial h} - \frac{\partial x_r^{NC}}{\partial h})$. Evaluating the equation
requires evaluating the validity of $u$ at the same parameter values. It shows that if $b = 0$, then $u$ is lower than the threshold and thereby $\frac{\partial x_{sl}^{NC}}{\partial h} < \frac{\partial x_{rl}^{NC}}{\partial h}$. If $b > 0$, then $u$ is higher than the threshold and thereby $\frac{\partial x_{sl}^{NC}}{\partial h} > \frac{\partial x_{rl}^{NC}}{\partial h}$.

To prove that $\frac{\partial x_{sl}^{HC}}{\partial h} > \frac{\partial x_{rl}^{HC}}{\partial h}$, consider $(\frac{\partial x_{sl}^{HC}}{\partial h} - \frac{\partial x_{rl}^{HC}}{\partial h})$. Evaluating the equation shows that the difference increases with $b$, and reaches zero when $b = 0$.

To prove that $\frac{\partial x_{sl}^{VC}}{\partial h} > \frac{\partial x_{rl}^{VC}}{\partial h}$, consider $(\frac{\partial x_{sl}^{VC}}{\partial h} - \frac{\partial x_{rl}^{VC}}{\partial h})$. Evaluating the equation shows that the difference is negative, decreases with $b$, and reaches zero when $b = 1$.

A.5 Proof of Proposition 5.

\[
\pi_{rl} = \frac{2(a-r-s+(1+h+2v)(x_{rl}+x_{rj})+(1+h+2v)(x_{sl}+x_{sj}))^2}{9(2+b)^2} - ux_{rl}^2 \tag{A.19}
\]

\[
\pi_{si} = \frac{((1+h+2v)(x_{rl}+x_{rj})+2(a-r-s+(2-h+v)x_{si}+(1+2h+v)x_{sj})^2}{18(2+b)} - ux_{si}^2 \tag{A.20}
\]

To compute the strategic interaction, $\frac{\partial^2 \pi_{rl}}{\partial x_{rl} \partial x_{rj}}$, $\frac{\partial^2 \pi_{rl}}{\partial x_{rl} \partial x_{sl}}$, $\frac{\partial^2 \pi_{rl}}{\partial x_{sl} \partial x_{rj}}$, $\frac{\partial^2 \pi_{si}}{\partial x_{si} \partial x_{rl}}$, and $\frac{\partial^2 \pi_{si}}{\partial x_{si} \partial x_{rj}}$ for different values of the parameters are evaluated. The results show that $\frac{\partial^2 \pi_{rl}}{\partial x_{rl} \partial x_{rj}} \leq 0$ and $\frac{\partial^2 \pi_{si}}{\partial x_{si} \partial x_{rj}} \leq 0$, while $\frac{\partial^2 \pi_{rl}}{\partial x_{rl} \partial x_{sl}} > 0$ and $\frac{\partial^2 \pi_{si}}{\partial x_{si} \partial x_{rj}} > 0$.

A.6 Proof of Proposition 6.

To prove that $(X_{VC} = X_{HC}) > X_{NC}$, using Eqs A.3, A.9, and A.15 first consider $(X_{VC} - X_{HC})$ which is always positive and reaches zero when $h = 1$. If $h < 1$, for any values of parameters, $X_{VC} > X_{HC}$. Now, consider $(X_{VC} - X_{NC})$. Evaluating the equation for any
parameter values shows that $X_{VC} > X_{NC}$.

From the above $(X_{VC} - X_{HC})$ is always positive. Now, consider $(X_{HC} - X_{NC})$ which shows that it is positive when $h$ is high; otherwise, that is negative.

A.7 Proof of Proposition 7

$$
\pi_{rl}^{NC} = \frac{u(a-r-s)^2(36b^4u-4b(5-h+4v)(1-5h-4v)-b^2(25h^2+288u+(1-4v)^2-10h(1-4v)))}{(26+2h(8-5h)-72u+9b^3u+68v-4hv+32v^2+b(1-h(4+5h)+36u+2v+14hv+8v^2)^2 + 2b^2(h^2+9u-h(1-v)-(2v)^2(1+2v))}
$$

(A.21)

$\pi_{rl}^{HC} = \frac{4u(-a+r+s)^2(9(2+b)^2u-4h^2-8h(1+2v)-4(1+2v)^2)}{[\text{denominator}]^2}

(A.22)

$\pi_{rl}^{VC} = \frac{u(a-r-s)^2[2b^3(1+h+2v)(1-5h-4v)-4b(1-5h-4v)(7+h+8v)+3b^2(97h(2-h)-96u+16v(2+v))}{[\text{denominator}]^2}

(A.23)

To prove Proposition 7 for each set of parameter values, using Eqs A.21, A.22, and A.23, evaluating the differences between profits are required (i.e. consider $(\pi_{rl}^{VC} - \pi_{rl}^{NC})$ if $b = 0$, $h = 0$ and $v = 0$ show that for these parameter values $\pi_{rl}^{VC} > \pi_{rl}^{NC}$).

A.8 Proof of Proposition 8

$$
\pi_{sl}^{NC} = \frac{(2u(4-b^2)(a-r-s)^2(-2h^2+9u(2+b)+4h(2+v)-2(2+v)^2))}{(26+2(8-5h)h-72u+9b^3u+68v-4hv+32v^2-b(-1+h(4+5h)+36u+2v+14hv+8v^2)^2 + 2b^2(h^2+9u+h(-1+v)-(2v)^2(1+2v)))
$$

(A.24)

$$
\pi_{sl}^{HC} = \frac{2u(2+b)(a-r-s)^2(-2+9u(2+b)-8v-2(2+h)+4hv+4v^2))}{(-9b^2u(8+2v)^2+4(24h-9u+8v)+2b(h^2-18u+(1+2v)^2+h(2+4v)))^2}
$$

(A.25)
\[ \pi_{VC} = \frac{2u(2-b)^2(a-r-s)^2(-50+20h+72u+9b^3u-2(h-4v)^2-80v-2b^2(h^2-27u-2h(2+v)+(2+v)^2)}{(34+32h-72u+9b^3u+100v-2(h-16v)(h+2v)+b^2(-5-4h+h^2+18u-2(7+h)v-8v^2)-b(1+h(8+7h)^2+36u+10v+22hv+16v^2))} - 4b(h^2-27u+(2+v)(5+4v)-h(7+5v)) \] 

(A.26)

To prove Proposition 8 for each set of parameter values, using Eqs A.24, A.25, and A.26, evaluating the differences between profits are required (i.e. consider \((\pi_{sl}^{HC} - \pi_{sl}^{NC})\) if \(b = 0, h = 0\) and \(v = 0\) show that for these parameter values \(\pi_{rl}^{HC} > \pi_{rl}^{NC}\) ).
Appendix B

Appendix for Chapter 2

B.1 Proof of Proposition 1

\[
\frac{\partial X_{NN}}{\partial \beta} = \frac{4\lambda(k-\alpha)((2-b\beta)^2 - 2b\gamma(1+\theta)(2-b\theta) + b\gamma\lambda(2-b)(2+b)^2)}{(2\gamma(1+\theta)(2-b\theta) + 2\lambda(1+\beta)(2-b\beta) - \gamma\lambda(2-b)(2+b)^2)^2}
\]  \hspace{1cm} (B.1)

\[
\frac{\partial \alpha_{NN}}{\partial \beta} = \frac{8\gamma(k-\alpha)(2-b-2b\beta)(2-b\theta)}{(\gamma(2-b)(2+b)^2 - 2(1+\beta)(2-b\beta) - 2\gamma(1+\theta)(2-b\theta))^2}
\]  \hspace{1cm} (B.2)

\[
\frac{\partial \pi_{NN}}{\partial \beta} = \frac{(4\gamma \lambda^2(k-\alpha)(2-b\theta)(4+b(\theta(1+\beta) - \beta(4+b))) + 2\lambda(2-b\beta)^3 + \gamma\lambda(2-b)(2+b)^2[(4+b(2-b+\beta(4-b)))]}{(2\gamma(1+\theta)(2-b\theta) + 2\lambda(1+\beta)(2-b\beta) - \gamma\lambda(2-b)(2+b)^2)^3}
\]  \hspace{1cm} (B.3)

\[
\frac{\partial y_{NN}}{\partial \beta} = \frac{4\gamma(4-b^2)(k-\alpha)(2-b-2b\beta)}{(2(1+\beta)(2-b\beta) - \gamma(2-b)(2+b)^2 + 2\gamma(1+\theta)(2-b\theta))^2}
\]  \hspace{1cm} (B.4)

\[
\frac{\partial W_{NN}}{\partial \beta} = \frac{4\gamma \lambda^2(k-\alpha)^2[4\gamma(2-b\theta)(4+b(\theta(1+\beta) - \beta(4+b))) + 2\lambda(2-b\beta)^3 + \gamma\lambda(2-b)(2+b)^2(12-b(4+b^2+2\beta(6-b^2))]}{2\gamma(1+\theta)(2-b\theta) + 2\lambda(1+\beta)(2-b\beta) - \gamma\lambda(2-b)(2+b)^2)^3}
\]  \hspace{1cm} (B.5)

\[
p_{NN} = \frac{2\gamma(1+\theta)(2-b\theta) + \lambda(2k(1+\beta)(2-b\beta) - \gamma(4-b^2)(k+a+b\alpha))}{2\gamma(1+\theta)(2-b\theta) + 2\lambda(1+\beta)(2-b\beta) - \gamma\lambda(2-b)(2+b)^2}
\]  \hspace{1cm} (B.6)

\[
\frac{\partial X_{RN}}{\partial \beta} = \frac{4\lambda(2-b)(k-\alpha)(\lambda(2-b)(2(1+\beta)^2 + \gamma(2+b)^2) - 2\gamma(1+\theta)(2-b\theta))}{(2\gamma(1+\theta)(2-b\theta) + \lambda(2-b)(2(1+\beta)^2 - \gamma(2+b)^2)^2}
\]  \hspace{1cm} (B.7)

\[
\frac{\partial \alpha_{RN}}{\partial \beta} = \frac{16\gamma(2-b)(k-\alpha)(1+\beta)(2-b\theta)}{((2-b)(2(1+\beta)^2 - \gamma(2+b)^2) - 2\gamma(1+\theta)(2-b\theta))^2}
\]  \hspace{1cm} (B.8)

\[
\frac{\partial \pi_{RN}}{\partial \beta} = \frac{(4\gamma \lambda^2(2-b)(k-\alpha)^2(1+\beta)[2\gamma(2+b)(1-\theta)(2-b\theta) + \lambda(2-b)(2(1+\beta)^2 - \gamma(2+b)^2)]}{(2\gamma(1+\theta)(2-b\theta) + \lambda(2-b)(2(1+\beta)^2 - \gamma(2+b)^2))}
\]  \hspace{1cm} (B.9)

\[
\frac{\partial y_{RN}}{\partial \beta} = \frac{8\gamma(2-b)^2(2+b)(k-\alpha)(1+\beta)}{((2-b)(2(1+\beta)^2 - \gamma(2+b)^2) + 2\gamma(1+\theta)(2-b\theta))^2}
\]  \hspace{1cm} (B.10)

131
\[
\frac{\partial W_{RN}}{\partial \beta} = \frac{8y\lambda^2(2-b)(k-\alpha)^2(1+\beta)(2\lambda(2-b)^2(1+\beta)^2+\gamma(2+b)(2(1-\theta)(2-\beta\theta)\lambda(4-\beta^2)^2)}{(2y(1+\theta)(2-b\theta) + \lambda(2-b)(2(1+\beta)^2-\gamma(2+b)(2+b)^2))^3}
\]  
(B.11)

\[
p_{RN} = \frac{(k-\alpha)^2\lambda(2-b)^2(\gamma(2+b)^2-(2(1+\beta)^2)-2\gamma(2-\beta\theta)^2)}{(2y(1+\theta)(2-b\theta) + \lambda(2-b)(2(1+\beta)^2-\gamma(2+b)(2+b)^2))^2}
\]  
(B.12)

\[
\frac{\partial x_{NA}}{\partial \beta} = \frac{4\lambda(k-\alpha)(2\lambda(2-b)(1+\theta)^2+\gamma(2-\beta\theta)^2)}{(2\lambda(1+\beta)(2-b\beta)+\gamma(2-b)(2(1+\theta)^2-\lambda(2+b)^2))^2}
\]  
(B.13)

\[
\frac{\partial a_{NA}}{\partial \beta} = \frac{8y(2-b)(k-\alpha)(2-b)(1+\theta)}{(2(1+\beta)(2-b\beta)+\gamma(2-b)(2(1+\theta)^2-\lambda(2+b)^2))^2}
\]  
(B.14)

\[
\frac{\partial \pi_{NA}}{\partial \beta} = \frac{4\gamma \lambda^2(2\lambda(2-b)^2+\gamma(2-b)(2(1+\theta)(2-\beta\theta)))}{(2\lambda(1+\beta)(2-b\beta)+\gamma(2-b)(2(1+\theta)^2-\lambda(2+b)^2))^3}
\]  
(B.15)

\[
\frac{\partial y_{NA}}{\partial \beta} = \frac{4\gamma(2-b)(k-\alpha)(2-b)}{(2(1+\beta)(2-b\beta)+\gamma(2-b)(2(1+\theta)^2-\lambda(2+b)^2))^2}
\]  
(B.16)

\[
\frac{\partial W_{NA}}{\partial \beta} = \frac{4\gamma \lambda^2(2-b)(k-\alpha)^2(4\lambda(2+b)^2)}{(2\lambda(1+\beta)(2-b\beta)+\gamma(2-b)(2(1+\theta)^2-\lambda(2+b)^2))^3}
\]  
(B.17)

\[
p_{NA} = \frac{2\gamma(2-b)(1+\theta)^2-(2k(1+\beta)(2-b\beta)+(k+\alpha+b\alpha)(\lambda)\gamma(2+b)^2)}{(2\lambda(1+\beta)(2-b\beta)+\gamma(2-b)(2(1+\theta)^2-\lambda(2+b)^2))}
\]  
(B.18)

\[
\frac{\partial x_{RA}}{\partial \beta} = \frac{4\lambda(k-\alpha)(2\lambda(1+\beta)^2-2\gamma(1+\theta)^2+\gamma(2+b)^2)}{(2y(1+\theta)^2+2\lambda(1+\beta)^2-\gamma(2+b)^2))^2}
\]  
(B.19)

\[
\frac{\partial a_{RA}}{\partial \beta} = \frac{16\gamma(k-\alpha)(1+\theta)}{(2y(1+\theta)^2+2(1+\beta)^2-\gamma(2+b)^2))^2}
\]  
(B.20)

\[
\frac{\partial \pi_{RA}}{\partial \beta} = \frac{4\gamma(k-\alpha)^2(1+\theta)}{(2y(1+\theta)^2+2(1+\beta)^2-\gamma(2+b)^2))^2}
\]  
(B.21)

\[
\frac{\partial y_{RA}}{\partial \beta} = \frac{8y(k-\alpha)(2+b)(1+\beta)}{(2y(1+\theta)^2+2(1+\beta)^2-\gamma(2+b)^2))^2}
\]  
(B.22)

\[
\frac{\partial W_{RA}}{\partial \beta} = \frac{8\gamma \lambda^2(k-\alpha)(2\gamma(1+\theta)^2-2\lambda(1+\beta)^2-\gamma(2+b)^3)}{(2y(1+\theta)^2+2\lambda(1+\beta)^2-\gamma(2+b)^2)^3}
\]  
(B.23)

\[
p_{RA} = \frac{2\gamma(1+\theta)^2+2k(1+\beta)^2-\gamma(2+b)(k+\alpha+b\alpha)}{(2y(1+\theta)^2+2(1+\beta)^2-\gamma(2+b)^2)}
\]  
(B.24)
Note that to simplify the analysis, $\lambda$ is fixed at $\lambda = 1$ by assumption. Output is positive if $k > \alpha$. Considering $k = \alpha \& \lambda = 1$ and evaluating $p$ at different parameter values indicates the validity of $\gamma$ and shows that whether it meets the required thresholds where it is required.

Evaluating the above equations for any value of parameters shows that, R&D spillovers have a positive impact on innovation, output, profit, and welfare when firms cooperate in R&D. Otherwise, the impact is positive if the R&D spillovers are low enough.

**B.2 Proof of Proposition 2**

\[
\frac{\partial X^{\text{NN}}}{\partial \theta} = \frac{8\gamma(k-\alpha)(2-b\beta)(2-b-2b\theta)}{(2\gamma(1+\theta)(2-b\theta)+2(1+\beta)(2-b\beta)-(2-b)(2+b)^2\gamma)^2} \tag{B.25}
\]

\[
\frac{\partial a^{\text{NN}}}{\partial \theta} = \frac{4\gamma(k-\alpha)(2\gamma(2-b\theta)^2+2\lambda b(1+\beta)(2-b\beta)-b\gamma\lambda(2-b)(2+b)^2)}{(2\gamma(1+\theta)(2-b\theta)+2\lambda(1+\beta)(2-b\beta)+\gamma\lambda(2-b)(2+b)^2)^2} \tag{B.26}
\]

\[
\frac{\partial \pi^{\text{NN}}}{\partial \theta} = \frac{4\gamma^2\lambda(k-\alpha)^2[2\gamma(2-b\theta)^3-\lambda\gamma(2-b)(2+b)^2(4-b(2-b+\theta(4-b)))2\lambda(2-b\beta)(4-4b\theta+b^2(\beta-\theta(1-\beta)))]}{(2\gamma(1+\theta)(2-b\theta)+2\lambda(1+\beta)(2-b\beta)-\gamma\lambda(2-b)(2+b)^2)^3} \tag{B.27}
\]

\[
\frac{\partial Y^{\text{NN}}}{\partial \theta} = \frac{4\gamma^2(4-b^2)(k-\alpha)(2-b-2b\theta)}{(2\gamma(1+\theta)(2-b\theta)+2(1+\beta)(2-b\beta)-\gamma(2-b)(2+b)^2)^2} \tag{B.28}
\]

\[
\frac{\partial W^{\text{NN}}}{\partial \theta} = \frac{4\gamma^2\lambda(k-\alpha)^2[4\gamma(2-b\theta)^3-\gamma\lambda(2-b)(2+b)^2(12-b(4+b-2b^2-2\theta(6-b^2))+44\lambda(2-b\beta)(4-4b\theta+b^2(\beta-\theta(1-\beta)))]}{(2\gamma(1+\theta)(2-b\theta)+2\lambda(1+\beta)(2-b\beta)-\gamma\lambda(2-b)(2+b)^2)^3} \tag{B.29}
\]

\[
\frac{\partial X^{\text{RN}}}{\partial \theta} = \frac{8\gamma(2-b)(k-\alpha)(1+\beta)(2-b-2b\theta)}{(2\gamma(1+\theta)(2-b\theta)+(2-b)(2(1+\beta)^2+\gamma(2+b)^2))^2} \tag{B.30}
\]
\[ \frac{\partial a^{RN}}{\partial \theta} = \frac{4y(k-\alpha)(2y(2-b\theta)^2 + \lambda b(2-b)(2(1+\beta)^2 - \gamma(2+b)^2))}{(2y(1+\theta)(2-b\theta) + \lambda(2-b)(2(1+\beta)^2 - \gamma(2+b)^2))^2} \]  
(B.31)

\[ \frac{\partial \pi^{RN}}{\partial \theta} = \frac{4y^2\lambda(k-\alpha)^2[2y(2-b\theta)^2 + \lambda(2-b)(2(1+\beta)^2 - \gamma(2+b)^2)\Big(4-b(2-b-\theta(4-b))\Big)]}{(2y(1+\theta)(2-b\theta) + \lambda(2-b)(2(1+\beta)^2 - \gamma(2+b)^2))^3} \]  
(B.32)

\[ \frac{\partial Y^{RN}}{\partial \theta} = \frac{4y^2(4-b^2)(k-\alpha)(2-b-2b\theta)}{(2y(1+\theta)(2-b\theta) + (2-b)(2(1+\beta)^2 - \gamma(2+b)^2))^2} \]  
(B.33)

\[ \frac{\partial W^{RN}}{\partial \theta} = \frac{4y^2\lambda(k-\alpha)^2[4y(2-b\theta)^3 + 4\lambda(2-b)(1+\beta)^2\Big(4-b(2-b-\theta(4-b))\Big)]}{(2y(1+\theta)(2-b\theta) + \lambda(2-b)(2(1+\beta)^2 - (2+b)^2))^3} \]  
(B.34)

\[ \frac{\partial X^{NA}}{\partial \theta} = \frac{16y(2-b)(k-\alpha)(2-b\beta)(1+\theta)}{(2(1+\beta)(2-b\beta) + \gamma(2-b)(2(1+\theta)^2 - (2+b)^2))^2} \]  
(B.35)

\[ \frac{\partial a^{NA}}{\partial \theta} = \frac{4y(2-b)(k-\alpha)(2-b\beta)(2(1+\theta)^2 + \lambda(2+b)^2 - 2\lambda(1+\beta)(2-b\beta))}{(2\lambda(1+\beta)(2-b\beta) + \gamma(2-b)(2(1+\theta)^2 - \lambda(2+b)^2))^2} \]  
(B.36)

\[ \frac{\partial \pi^{NA}}{\partial \theta} = \frac{4y^2\lambda(2-b)(k-\alpha)^2[4y(2-b)(1+\beta)(2-b\beta) + \gamma(2-b)^2\Big(\lambda(2+b)^2 - 2(1+\theta)^2\Big)]}{(2\lambda(1+\beta)(2-b\beta) + \gamma(2-b)(2(1+\theta)^2 - \lambda(2+b)^2))^3} \]  
(B.37)

\[ \frac{\partial Y^{NA}}{\partial \theta} = \frac{8y^2\lambda(2-b)(k-\alpha)(1+\theta)(2-b)^2(2+b)}{(2(1+\beta)(2-b\beta) + \gamma(2-b)(2(1+\theta)^2 - (2+b)^2))^2} \]  
(B.38)

\[ \frac{\partial W^{NA}}{\partial \theta} = \frac{8y^2\lambda(2-b)(k-\alpha)(2+\theta)(2\lambda(2-b)(1+\beta)(2-b\beta) - \gamma(2-b)^2\Big(2(1+\theta)^2 - \lambda(2+b)^2\Big))}{(2\lambda(1+\beta)(2-b\beta) + \gamma(2-b)(2(1+\theta)^2 - \lambda(2+b)^2))^3} \]  
(B.39)

\[ \frac{\partial X^{RA}}{\partial \theta} = \frac{16(k-\alpha)(1+\beta)\gamma(1+\theta)}{(2y(1+\theta)^2 + 2(1+\beta)^2 - \gamma(2+b)^2)^2} \]  
(B.40)

\[ \frac{\partial a^{RA}}{\partial \theta} = \frac{4y(k-\alpha)(2y(1+\theta)^2 - 2(1+\beta)^2\lambda + (2+b)^2\gamma\lambda)}{(2y(1+\theta)^2 + 2(1+\beta)^2 - \lambda(2+b)^2)^2} \]  
(B.41)

\[ \frac{\partial \pi^{RA}}{\partial \theta} = \frac{4y^2(k-\alpha)^2(1+\theta)}{(2y(1+\theta)^2 + 2(1+\beta)^2 - \gamma(2+b)^2)^2} \]  
(B.42)

\[ \frac{\partial Y^{RA}}{\partial \theta} = \frac{8y^2(2+b)(k-\alpha)(1+\theta)}{(2y(1+\theta)^2 + 2(1+\beta)^2 - \gamma(2+b)^2)^2} \]  
(B.43)

\[ \frac{\partial W^{RA}}{\partial \theta} = \frac{8y^2\lambda(k-\alpha)^2(1+\theta)[2y(1+\theta)^2 + 2\lambda(1+\beta)^2 - \gamma(2+b)^2\lambda(2+b)^2]}{(2y(1+\theta)^2 + 2\lambda(1+\beta)^2 - \gamma(2+b)^2)^3} \]  
(B.44)
Evaluating the above equations for any value of parameters shows that, advertising spillovers have a positive impact on innovation, output, profit, and welfare when firms cooperate in advertising. Otherwise, the impact is positive if the advertising spillovers are low enough.

**B.3 Proof of Proposition 3**

\[
\pi_i = \frac{[(2-b)(k-a)-b\theta a_i-b\beta x_i+2(a_i+x_i)+a_j(2\theta-b)+x_j(2\beta-b))^2]}{(4-b^2)^2} \quad \frac{1}{2} \lambda a_i^2 - \frac{1}{2} \gamma x_i^2 \quad i=1,2 \quad \text{(B.45)}
\]

Taking derivative of Eq B.45 with respect to R&D and advertising of own and the competitor to evaluate the strategic interaction shows that:

1. \( \frac{\partial^2 \pi_i}{\partial x_i \partial x_j} > 0 \) if \((2\beta - b) > 0\); otherwise, it is negative.
2. \( \frac{\partial^2 \pi_i}{\partial x_i \partial a_j} > 0 \) if \((2\theta - b) > 0\); otherwise, it is negative.
3. \( \frac{\partial^2 \pi_i}{\partial a_i \partial x_j} > 0 \) if \((2\beta - b) > 0\); otherwise, it is negative.
4. \( \frac{\partial^2 \pi_i}{\partial a_i \partial a_j} > 0 \) if \((2\theta - b) > 0\); otherwise, it is negative.

**B.4 Proof of Proposition 4**

\[
x_i^{NN} = \frac{2\lambda(k-a)(2-b\beta)}{2\gamma(1+\theta)(2-b\theta)+2\lambda(1+\beta)(2-b\beta)-\gamma\lambda(2-b)(b+2)^2} \quad i=1,2 \quad \text{(B.46)}
\]

\[
x_i^{RN} = \frac{2\lambda(k-a)(\beta+1)(2-b)}{\lambda(2-b)[\gamma(b+2)^2-2(1+\beta)^2]-2\gamma(1+\theta)(2-b\theta)} \quad i=1,2 \quad \text{(B.47)}
\]

\[
x_i^{NA} = \frac{2\lambda(k-a)(2-b\beta)}{\gamma(2-b)[\lambda(b+2)^2-2(1+\theta)^2]-2\lambda(1+\beta)(2-b\beta)} \quad i=1,2 \quad \text{(B.48)}
\]
\( x_{i}^{RA} = \frac{2\lambda (k-a)(\beta+1)}{2\gamma(1+\theta)^2+2\lambda(1+\beta)^2-\lambda \gamma (b+2)^2} \)  
\( i=1,2 \)  \hspace{1cm} (B.49)

Taking the deduction of each pair of equations show that:

1. \( X_{NA} > X_{RA} \) if \( \theta < -\frac{b}{2} \) and \( \beta < \frac{b}{2} \)
2. \( X_{RN} > X_{NA} \) if \( \theta < -\frac{b}{2} \) and \( \beta < \frac{b}{2} \)
3. \( X_{RA} > X_{RN} \) if \( \theta > \frac{b}{2} \)
4. \( X_{NA} > X_{NN} \) if \( \theta > \frac{b}{2} \)
5. \( X_{RN} > X_{NN} \) if \( \beta > \frac{b}{2} \)
6. \( X_{RN} > X_{NA} \) if \( \theta < \beta \)
7. \( X_{NA} > X_{RA} \) if \( \theta < \frac{b}{2} \) and \( \beta < \frac{b}{2} \)
8. \( X_{NN} > X_{RA} \) if \( \theta < \frac{b}{2} \) and \( \beta < \frac{b}{2} \)
Appendix C

Appendix for Chapter 3

C.1 Instrument Validity and Relevance

It is difficult to find variables that can serve as valid instruments. In fact, variables that have an effect on included endogenous variables most likely also have a direct effect on the dependent variable. Stock and Yogo (2005) provide useful rules of thumb for evaluating the weakness of instruments based on a statistic due to Cragg and Donald (1993). To interpret the result, the critical value of $F$–statistic should be considered. If the $F$–statistic of the Stock and Yogo (2005) test is greater than the critical values of $F$–statistic of the Wald tests, the null hypothesis of weak instruments is rejected.

The second issue arises where there are fewer instruments than regressors, called under–identified instruments. The Anderson test which is based on the Pearson correlation examines the identification of the instruments (Anderson 1987). In fact, the instruments, which are uncorrelated with the endogenous regressors increase bias in the estimated IV coefficients (Hahn and Hausman 2004) and induce worsening of the large–sample approximations to the finite–sample distributions. Serious problems arise if the correlations between the excluded instruments and endogenous regressors are not zero but they are “weak”. Standard IV method of estimating $\beta_1$ suffers from serious finite sample bias problems. Rejection of the null hypothesis of the Anderson Canon test
implies that the equation is identified. In Anderson’s approach, the test statistic is distributed chi–squared with \((L - K + 1)\) degrees of freedom\(^{29}\).

The Cragg–Donald (1993) statistic is an alternative and closely related test that can also be used to test for under–identification which is also distributed chi–squared with \((L - K + 1)\) degrees of freedom. Moreover, the third test statistic proposed by Stock and Yogo (2005) is the \(F\)–statistic form of the Cragg and Donald (1993) statistic. The null hypothesis of Stock and Yogo (2005) is that the estimator is weakly identified such that it is subject to bias meaning that it is associated with unacceptably large statistics. The Stock–Yogo (2005) tests come in two types: maximal relative bias and maximal size where the null indicates that the instruments do not suffer from the specified bias. Thus, rejecting the null hypothesis indicates that there is no weak–instruments problem. The first type is based on the ratio of the bias of the estimator to the bias of OLS. The null is that instruments are weak in which weak instruments are defined as instruments that can lead to an asymptotic relative bias. The second type of the Stock–Yogo (2005) tests are based on the function of the Wald test statistic for \(\beta_1\). The test statistic is based on the rejection rate \(r\) at most 10\%. The critical values for the two weak–identification tests for the IV estimator are given in Stock–Yogo (2005). To reject the null hypothesis, the Cragg–Donald \(F\)–statistic must exceed the critical value.

\(^{29}\) Where \(K\) denotes the number of exogenous regressors and \(L\) denotes the number of excluded instruments. The equation is said to be exactly identified if \(L = K\), it is over-identified if \(L > K\).
Finally, Anderson and Rubin (1949) propose a test for the significance of endogenous regressors in the structural equation which is robust to weak instruments and relies heavily on the orthogonality of the excluded instruments $Z_1$. The null hypothesis indicates whether the coefficient $\beta_1$ of the endogenous regressors $X_1$ in the structural equation are jointly equal to zero \(^{30}\) which leads to having correct size even in the presence of weak instruments. The Stock and Wright (2000) statistic is a Lagrange multiplier version of the Anderson–Rubin (1949) weak–instruments–robust test. The Anderson–Rubin (1949) test rejects the null hypothesis if the orthogonality conditions are violated. Under the null hypothesis and weak instruments, it tests if the parameters of the endogenous variables, $\beta_1$, are jointly significant in the main equation.

### C.2 The Sargan–Hansen Endogeneity Test for Manufacturers

The analysis proceeds using IV estimators. Assuming that firm revenue is affected by the first lag of advertising and marketing activities while the effects are increasing at the

\(^{30}\) The test essentially substitutes the reduced-form equations into the structural equation and tests for the joint significance of the excluded instruments in $Z_1$. Write the set of reduced-form (first stage) equations for the regressors $X$ as: $X = Z \Pi + v$

Partitioning of $X$ and $Z$, it can be rewritten as: $X_1 = [Z_1 Z_2][\Pi'_{11} \Pi'_{12}]' + v_1$

Substitute the reduced-form for the endogenous regressors $X_1$ into the main equation of the model $y = X\beta + u = X_1\beta_1 + Z_2\beta_2 + u \Rightarrow ([Z_1 Z_2][\Pi'_{11} \Pi'_{12}]' + v_1) \beta_1 + Z_2\beta_2 + u$ and rearrange to obtain: $y = [Z_1 \Pi_{11}\beta_1 + Z_2(\Pi_{12}\beta_1 + \beta_2)] + (v_1 \beta_1 + u)$

Consider estimating a reduced-form equation for $y$ with the full set of instruments as regressors: $y = Z_1y_1 + Z_2y_2 + \eta$. If the null $H_0: \beta_1 = 0$ is correct, $\Pi_{11}\beta_1 = 0$ and therefore, $y_1 = 0$. Thus the Anderson and Rubin (1949) test of the null $H_0: \beta_1 = 0$ is obtained by estimating the reduced form for $y$ and testing that the coefficient $y_1$ of the excluded instrument $Z_1$ is jointly equal to zero. If the result fails to reject $y_1 = 0$ then that also fails to reject $\beta_1 = 0$. 
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beginning of the period and deteriorating over time, the first lag of the squared 
advertising share and the first lag of the R&D share are identified as instrumental 
variables. The validation and identification power of the instruments are estimated. Table 
C.1 shows the summary of the results.

The results of the first stage regression show that the instruments are valid and 
perfectly relevant. Comparing the $F$–statistics of the instruments with the critical value 
($F > F_{0.1} = 19.93$) of the Wald test (Stock and Yogo 2005) helps to reject the null 
hypothesis that the instruments are under–identified and (or) are weakly identified.

The second test also evaluates the instruments for under–identification based on 
the Anderson (1987) test. The result shows that the null hypothesis that the instruments 
are under–identified is rejected ($\chi^2 = 44.93, P = 0$).

with the critical values of $F$–statistic ($F_{0.1} = 7.03$) of the Stock and Yogo (2005) test, 
indicates that the null hypothesis that the equation is weakly identified is rejected.

Ultimately, the null hypothesis of Anderson–Rubin (1949) Wald test that 
orthogonality conditions are valid is rejected due to the significant $p$–values ($P < 0.05$). 
This result shows that the endogenous regressors in the main equation are jointly 
significant in the presence of weak instruments.

The results show that the considered instruments of variables are valid and 
appropriately identified. Additionally, the structural equation is well identified in which 
the endogenous regressors are jointly significant even in the presence of weak instruments.
The results of the second stage of IV estimation show that advertising share has a negative effect on manufacturers’ revenue share ($\beta_0 = -.009, p < 0.6$). The estimates imply that, surprisingly, revenue share decreases by 0.9% for each additional dollar invested in advertising share. Although the statistical result is insignificant, the negative sign shows that advertising activities do not benefit manufacturers. However, the R&D share has a positive effect on market share ($\beta_1 = 0.57, p = 0$). In fact, revenue share increases by 57% for each additional dollar invested in R&D share. The statistics show that firm size has a positive effect on revenue share ($\theta_1 = .004, p < 0.21$). Although the statistical result is not significant, it shows that if a firm’s asset value increases by a dollar the firm’s revenue share increases by 0.4%. Industry concentration has a negative effect on manufacturers’ revenue share ($\theta_2 = -.00048, p < 0.93$). However, the statistic of $p$–value shows that the effect of industry concentration on revenue share is not significant. Table C.2 shows the results.

Furthermore, the statistics of the Anderson test which evaluates the test for under–identification shows that the null hypothesis of under–identification is rejected (chi–squared = 44.93, $P = 0$). Comparing the Cargg–Donald Wald F–statistic test ($F = 26.17$) with the critical values of the Stock–Yogo test ($F > F_{0.1} = 7.03$) indicates that the null hypothesis of weakly identification should be rejected. The first Sargan statistic shows that the equation is perfectly identified. The second Sargan statistic tests for the endogeneity of endogenous regressors and rejects the null hypothesis that the regressors are exogenous (chi–squared = 37.75, $P = 0$). The rejection of the null hypothesis indicates that the regressors do not need instrumenting and the OLS method is good enough.
Table C.1: The first stage of IV (2SLS) estimation, manufacturing companies

<table>
<thead>
<tr>
<th>Variable</th>
<th>F(2, 289)</th>
<th>P–val</th>
<th>SW Chi–sq(1)</th>
<th>P–val</th>
<th>SW F(1, 289)</th>
</tr>
</thead>
<tbody>
<tr>
<td>L.Share_ad</td>
<td>182.82</td>
<td>0.0000</td>
<td>183.40</td>
<td>0.0000</td>
<td>157.68</td>
</tr>
<tr>
<td>L3.Share_rd</td>
<td>26.53</td>
<td>0.0000</td>
<td>53.08</td>
<td>0.0000</td>
<td>52.35</td>
</tr>
</tbody>
</table>

Stock–Yogo weak ID F test critical values for single endogenous regressor:

- 10% maximal IV size: 19.93
- 15% maximal IV size: 11.59
- 20% maximal IV size: 8.75
- 25% maximal IV size: 7.25


NB: Critical values are for Sanderson–Windmeijer F statistic.

Underidentification test
Ho: matrix of reduced form coefficients has rank=K1–1 (underidentified)
Ha: matrix has rank=K1 (identified)
Anderson canon. corr. LM statistic: Chi–sq(1)=44.93 P–val=0.0000

Weak identification test
Ho: equation is weakly identified
Cragg–Donald Wald F statistic: 26.17

Stock–Yogo weak ID test critical values for K1=2 and L1=2:

- 10% maximal IV size: 7.03
- 15% maximal IV size: 4.58
- 20% maximal IV size: 3.95
- 25% maximal IV size: 3.63


Weak–instrument–robust inference
Tests of joint significance of endogenous regressors B1 in main equation
Ho: B1=0 and orthogonality conditions are valid
Anderson–Rubin Wald test: F(2,289)= 21.90 P–val=0.0000
Anderson–Rubin Wald test: Chi–sq(2)= 44.42 P–val=0.0000
Stock–Wright LM S statistic: Chi–sq(2)= 38.57 P–val=0.0000

Number of observations: N = 347
Number of regressors: K = 4
Number of endogenous regressors: K1 = 2
Number of instruments: L = 4
Number of excluded instruments: L1 = 2
Table C.2: The results of IV (2SLS) estimation, manufacturing companies

| Share_rev       | Coef. | Std. Err. | z     | P>|z| | [95% Conf. Interval] |
|-----------------|-------|-----------|-------|------|---------------------|
| L1.Share_ad     | -0.009239 | .0173815 | -0.53 | 0.595 | -0.0433062 - 0.0248282 |
| L3.Share_rd     | 0.5716234 | .1185663 | 4.82  | 0.000 | 0.3392377 - 0.804009 |
| D1.Concen       | -0.0004832 | .005217 | -0.09 | 0.926 | -0.0107083 - 0.0097419 |
| D1.lasset       | 0.0041482 | .0032736 | 1.27  | 0.205 | -0.002268 - 0.0105644 |

Underidentification test (Anderson canon. corr. LM statistic): 44.933
Chi–sq(1) P–val = 0.0000

Weak identification test (Cragg–Donald Wald F statistic): 26.174

Stock–Yogo weak ID test critical values:
- 10% maximal IV size: 7.03
- 15% maximal IV size: 4.58
- 20% maximal IV size: 3.95
- 25% maximal IV size: 3.63

C.3 The Sargan–Hansen Endogeneity Test for Non–manufacturers

To estimate the parameters of the model using IV estimators, the first lag of advertising share and the third lag of R&D are instrumented. Assuming that advertising activities by non–manufacturing high tech companies come into operation faster the squared advertising share is considered as the instrument of variable. Thus, the first lag of R&D and the squared advertising share are defined as instruments. The validation and identification power of the instruments are estimated. Table C.3 shows the statistical result.

The results of the first stage regression show that the validity and applicability of the instruments are not a problem. Comparing the $F$–statistics of the instruments with the critical value ($F > F_{0.1} = 19.93$) of the Wald test (Stock and Yogo 2005) helps to reject the null hypothesis that the instruments are under–identified and (or) weakly identified.

The results of the second test, evaluating the instruments for under–identification based on the Anderson (1987) test, also show that the null hypothesis that the instruments are under–identified is rejected ($\chi^2 = 41.80, \ P = 0$).

The $F$–statistics of the Cragg–Donald (1993) statistic ($F = 23.39$), compared with the critical value with the critical values of $F$–statistic ($F_{0.1} = 7.03$) of stock and Yogo (2005) rejects the null hypothesis that equation is weakly identified.

Finally, the null hypothesis of Anderson–Rubin (1949) Wald test that orthogonality conditions are valid is rejected due to the significant p–values ($P < 0.05$). This result shows that the endogenous regressors in the main equation are jointly significant in the presence of weak instruments.
The results of the second stage of the IV estimation show that advertising share has a negative effect on non–manufactures’ revenue share \( (\beta_0 = -0.0065, p < 0.76)\). The estimates imply that, surprisingly, revenue share decreases by 0.66% for each additional dollar investment in advertising share. Although the statistical result is insignificant, the negative sign shows that advertising activities do not benefit non–manufacturing companies as well as manufactures. However, the R&D share has a significant effect on market share \( (\beta_1 = .61, p = 0)\). In fact, revenue share increases by 61% for each additional dollar invested in R&D share. The statistics show that firm size has a negative effect on revenue share \( (\theta_1 = -0.0003, p < 0.94)\), such that if a firm’s asset value increases by a dollar the firm’s revenue share decreases by 0.003%. However, the effect of firm size on the revenue share of non–manufacturing companies is insignificant. Industry concentration has a positive effect on non–manufactures’ revenue share \( (\theta_2 = .0016, p < 0.94)\). However, the statistic of \( p\)–value shows that the effect of industry concentration on revenue share is not significant. Table C.4 presents a summary of the statistics.

Furthermore, the statistics of the Anderson test which evaluates the test for under–identification shows that the null hypothesis of under–identification is rejected \( (\text{chi–squared} = 41.8, P = 0)\). Comparing the Cargg–Donald Wald \( F\)–statistic test \( (F = 23.4)\) with the critical values of the Stock–Yogo test \( (F > F_{0.1} = 7.03)\) indicates that the null hypothesis of weakly identification should be rejected. The first Sargan statistic also shows that the equation is perfectly identified. The second Sargan statistic tests for the endogeneity of endogenous regressors and rejects the null hypothesis that the regressors
are exogenous (chi-squared = 158.33, \( P = 0 \)). The rejection of the null hypothesis indicates that the regressors do not require instrumenting and the OLS method is reliable.
Table C.3: The first stage of IV (2SLS) estimation, non–manufacturing companies

<table>
<thead>
<tr>
<th>Variable</th>
<th>(Underid)</th>
<th></th>
<th>(Weak id)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F( 2, 355)</td>
<td>P–val</td>
<td>SW Chi–sq(1)</td>
</tr>
<tr>
<td>L.Share_{ad}</td>
<td>56.26</td>
<td>0.0000</td>
<td>47.34</td>
</tr>
<tr>
<td>L3.Share_{rd}</td>
<td>146.79</td>
<td>0.0000</td>
<td>63.67</td>
</tr>
</tbody>
</table>

Stock–Yogo weak ID F test critical values for single endogenous regressor:

- 10% maximal IV size: 19.93
- 15% maximal IV size: 11.59
- 20% maximal IV size: 8.75
- 25% maximal IV size: 7.25


NB: Critical values are for Sanderson–Windmeijer F statistic.

Underidentification test

Ho: matrix of reduced form coefficients has rank=K1−1 (underidentified)
Ha: matrix has rank=K1 (identified)

Anderson canon. corr. LM statistic: Chi–sq(1)=41.80, P–val=0.0000

Weak identification test

Ho: equation is weakly identified
Cragg–Donald Wald F statistic: 23.39

Stock–Yogo weak ID test critical values for K1=2 and L1=2:

- 10% maximal IV size: 7.03
- 15% maximal IV size: 4.58
- 20% maximal IV size: 3.95
- 25% maximal IV size: 3.63


Weak–instrument–robust inference

Tests of joint significance of endogenous regressors B1 in main equation

Ho: B1=0 and orthogonality conditions are valid

Anderson–Rubin Wald test: F(2,355)=137.68, P–val=0.0000
Anderson–Rubin Wald test: Chi–sq(2)=278.46, P–val=0.0000
Stock–Wright LM S statistic: Chi–sq(2)=156.82, P–val=0.0000

Number of observations: N = 433
Number of regressors: K = 4
Number of endogenous regressors: K1 = 2
Number of instruments: L = 4
Number of excluded instruments: L1 = 2
Table C.4: The results of IV (2SLS) estimation, non–manufacturing companies

| Share_rev | Coef.   | Std. Err. | z    | P>|z| | [95% Conf. Interval] |
|-----------|---------|-----------|------|------|----------------------|
| L1.Share_ad | -0.006532 | 0.0205661 | -0.32 | 0.751 | -0.0468408 .0337768 |
| L3.Share_rd | 0.6067778 | 0.0954965 | 6.35 | 0.000 | 0.419608 .7939475   |
| D1.Concen   | 0.0015959 | 0.0208734 | 0.08 | 0.939 | -0.0393152 .042507  |
| D1. lasset  | -0.0000293 | 0.0003847 | -0.08 | 0.939 | -0.0007833 .0007246 |

Underidentification test (Anderson canon. corr. LM statistic): 41.801
Chi–sq(1) P–val = 0.0000

Weak identification test (Cragg–Donald Wald F statistic): 23.391
Stock–Yogo weak ID test critical values:

<table>
<thead>
<tr>
<th>Maximal IV size</th>
<th>Critical Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>10%</td>
<td>7.03</td>
</tr>
<tr>
<td>15%</td>
<td>4.58</td>
</tr>
<tr>
<td>20%</td>
<td>3.95</td>
</tr>
<tr>
<td>25%</td>
<td>3.63</td>
</tr>
</tbody>
</table>


Sargan statistic (overidentification test of all instruments): 0.000
–endog– option:
Endogeneity test of endogenous regressors: 158.331
Chi–sq(2) P–val = 0.0000
Regressors tested: L.Share_ad L3.Share_rd

Instrumented: L.Share_ad L3.Share_rd
Included instruments: D.Concen D.lasset
Excluded instruments: Share_ad2 L.Share_rd
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