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Abstract

Early security considerations are essential to ensuring a system is adequately protected, but their ever-growing size and complexity often leaves full comprehension of a system’s interconnections out of reach. This gives rise to implicit interactions. These unplanned or unforeseen communication sequences between components are security vulnerabilities that can be exploited to mount a cyberattack. Existing design-phase formal methods-based approaches exist to identify implicit interactions, but formal methods see limited adoption and the root cause of implicit interactions is not well understood.

In this work, we extend the existing formal approach to suggest areas of a system to focus redesign efforts, while also providing alternative approaches that do not require formal expertise. These focus on graph-based measurements and providing a set of properties, quality attributes, and design principles with goals in line with the reduction of the prevalence of implicit interactions within a system design.
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Chapter 1

Introduction

In 2017, an American casino’s high-roller database was hacked through a smart thermometer in the casino’s fish tank [Mat17]. The response to such an incident raises many questions, one such question being: why can a fish tank thermometer communicate with the high-roller database at all? Internet-of-Things-enabled smart devices such as a thermometer often lack adequate security [KKS17], but in order to carry out an attack with the compromised device, it must have some potential for communication with the target. Earlier, in 2015, security researchers showed how by compromising the infotainment system on a Jeep, they were able to take control over the vehicle’s engine, brakes, and transmission, leading to a recall of 1.4 million vehicles [Gre15]. Again, the question is: why should a vehicle’s infotainment system be able to communicate with, or have any influence over, critical systems such as the transmission or brakes? Regardless of how the thermometer or infotainment system
are compromised, the design of such systems can be used to improve security by disallowing these system components that have no business talking with one another to interact, preventing such attacks from ever occurring.

The difficulty is that these types of interactions between components, if unintended, may not be known to designers of the system. Such interactions, known as implicit interactions, are the focus of this work. To begin, we introduce the concept of implicit interactions, the threat they pose, and the motivation for this work. Section 1.1 introduces some basic definitions used throughout this work and defines the scope of the thesis. Section 1.2 broadly describes the motivations behind addressing the problem and research questions described in Section 1.3. Section 1.4 summarizes the main contributions of the thesis. Finally, Section 1.6 describes the structure of the remainder of the thesis.

1.1 Context

As the systems we rely upon continue to grow in size and complexity, security becomes an increasingly desired system trait. Unfortunately, security is often only retrofitted or “bolted-on” to many of the systems that we build. This can lead to systems with inadequate security solutions, security solutions that feel disjointed or conflicted from the rest of the system architecture, and higher maintenance costs due to increased amounts of patching required to close holes in the system’s defenses.
Security-related activities should be included in each phase of a project’s lifecycle for improved security solutions [RMO16], but considering security and possible vulnerabilities earlier is particularly beneficial. Evaluating a system’s design with respect to its cybersecurity vulnerabilities provides an opportunity to resolve potential issues before they can be exploited by attackers, and at earlier stages it is generally less expensive to implement any required changes [DBRB10]. In systems such as critical infrastructure, it is important we have adequate security and that everything works the first time around, since any successful attacks can have catastrophic impacts.

Industrial Control Systems (ICS) compose much of today’s critical infrastructure, and are of particular interest. ICS are a category of systems that control and automate the stable operation of industrial processes in a wide variety of settings, including power generation, manufacturing, and chemical production [MKW+16]. Nowadays, ICS fall not only into the category of Operational Technology (OT), but increasingly into the category of Information Technology (IT) due to the continued integration of cyber and physical components, as well as connections between the system which manages the physical industrial process and the company’s wider IT network. ICS are subject to a wide range of attacks [MKW+16, GKA17, Mic, ZJS11], and the task of ensuring adequate security for ICS has become considerably more challenging as IT and OT considerations can, at times, be in opposition to each other [MJV17].

In this work, a system is considered as a set of interacting agents that communicate with each other to achieve a set of system objectives. Here, an agent refers to any component whose behavior consists of discrete actions, and where each interaction of an agent with its neighbouring agents is called a communication [Mil89]. Figure 1.1
In this view, system functionality is represented as intended sequences of communication between agents to coordinate their behaviors \cite{JV17b}. We call these sequences of communication the system’s \textit{intended interactions}. However, there also exists the possibility for \textit{implicit interactions} to exist in the system, which refer to any potential for communication \cite{JK14} that is unfamiliar, unplanned, or unexpected, and is either not visible or not immediately comprehensible by the system designers \cite{JV17b}. For example, suppose in Figure 1.1 that the system’s objectives are achieved through A communicating with B, and C communicating with B. If there exists the potential for A to invoke a state change in B that ultimately influences C, or vice versa, then there are implicit interactions in the system. In this example the implicit interaction is quite easy to see, but in more realistic systems with dozens, hundreds, or thousands of agents and communications, it becomes impossible for any one practitioner to fully comprehend all possible communication sequences.

1.2 Motivation

Implicit interactions indicate the presence of a cybersecurity vulnerability that can be exploited to mount a cyberattack. By compromising the agent at the beginning of
an implicit interaction’s communication sequence (the *source agent*), an attacker can influence the behavior of the agent at the end of the communication sequence (the *sink agent*) to perform actions other than the functions the system was intended to perform, impacting the system’s stability, safety, and security [Jas20a]. The impacts of such an attack are of particular concern in ICS where agent behaviors may correspond to actions performed by physical components, and so implicit interactions pose a threat not just to software system integrity, but also to the integrity of physical components, the process controlled by the ICS and the safety of individuals around the system.

An implicit interaction can be exploited to compromise any of confidentiality, integrity, or availability – the so-called “CIA triad” of security [SB18]. An indirect, hidden potential for communication between agents in a system could be used to leak confidential information [JK14], such as in the case of the 2017 casino database hack. System or data integrity can be compromised in the sink agent, as well as those intermediate agents along the communication sequence as the conditions set up to influence the sink agent are possibly different from those that the system would experience in its normal operations. This is the case in the 2015 Jeep recall. System availability can be impacted if the compromised system or data integrity results in a deadlock.

Previous work has developed a rigorous, formal methods-based approach that can be used to identify the existence of implicit interactions in critical infrastructures and industrial control systems [JV17b]. This approach involves the specification and analysis of the communication among system components using the Communicating
Concurrent Kleene Algebra (C²KA) modelling framework [Jas15, JKZ14]. This formal analysis provides the set of implicit interactions that exist in the system, but this information alone does not provide a clear path forward to remediate these vulnerabilities, nor does it point towards the root cause of the vulnerabilities, without further analysis. This crucial next step in the iterative design process was highlighted in recent work which applied the implicit interaction identification method to a real-world wastewater dechlorination system, in which operators of the system who aided in the system’s modelling, stated that “a summary of problematic areas would be helpful as part of the reporting of the results” and that “if used in the early stages of system development, the approach can identify hidden problems and perhaps provide cost savings and time” [Jas20b]. The ability to identify “problematic areas” within a system would allow practitioners’ limited time and resources to be properly focused, so we can most effectively mitigate implicit interactions given the available resources.

Furthermore, while formal methods provide high assurance levels for security and are sometimes required for systems that need high these high levels of confidence [CGD+16, Man03, AGM+19, Com17], there are scalability issues that make modelling large systems and wider adoption challenging [CGD+16, RCF+20], including the need to repeat the formal analysis from the beginning when a design change is made. If we can determine the root causes of implicit interactions and we can translate these to directly measurable quantities from the system model, then we can use these measurements as an indicator of the state of the system’s implicit interactions as design changes are made. A full formal analysis can still be performed at the end of the design phase to provide evidence for security assurance, or at any point throughout the design process, but with simpler measurements that correlate highly with the
prevalence of implicit interactions, a formal analysis would not always necessary to obtain useful information about this system view.

### 1.3 Problem Statement

Due to the increasing size, complexity, and interconnectedness of ICS, the potential for communication between agents in a system becomes more difficult to fully grasp, and gives rise to implicit interactions that can be exploited to launch a cyberattack. There are existing methods to identify implicit interactions, but how to mitigate this threat is not well understood.

Additionally, because implicit interactions are based on the potential for communication between agents, they are difficult to fully eliminate from a system. Removing all communication between agents would achieve this goal, but some amount of communication between agents is required for the system to perform its functionalities. Any design change to eliminate specific implicit interactions may also introduce new implicit interactions into the system, and making a specific design change to eliminate implicit interactions can preclude other changes that target different implicit interactions. A method to determine “problematic areas” within the system can also help with this issue, as it can help to ensure we make a more informed decisions backed by data, which will more effectively mitigate the implicit interactions in a system. Ultimately, we aim to reduce the prevalence of implicit interactions in a system, meaning we want to reduce the degree to which these vulnerabilities exist across the whole
system to minimize the number of areas from which an attack can be mounted (i.e.,
we aim to reduce the attack surface of a system).

We would also like to know how implicit interactions fit into the larger task of system
design. Any design change made to mitigate implicit interactions is likely to have side
effects on the rest of the system. When designing with a focus on implicit interactions,
we want to be aware of how new design solutions impact other system goals, such
as a system’s target quality attributes. Design work is often guided by principles
which encourage best practices, and an understanding of how these design principles
capture the notion of implicit interactions, or whether additional considerations are
needed, would be beneficial to understanding implicit interactions as a whole.

To fill this knowledge gap, this work aims to address the following research questions:

**RQ1.** How can we identity areas of a system design that should be modified to best
reduce the prevalence of implicit interactions within the system?

**RQ2.** What measurable aspects of a system design are related to the prevalence of
implicit interactions in that system?

**RQ3.** How do design changes that mitigate implicit interactions relate to system prop-
erties and system quality attributes?

**RQ4.** What existing design principles align with the goal of reducing the prevalence
of implicit interactions in a system design?
1.4 Contributions

The main contributions of this work are as follows:

C1. An approach for identifying weak points in a system design with respect to implicit interactions. In Section 5.2, we present a systematic approach to identify problematic aspects of a system’s design by analyzing the implicit interactions present in the design. The proposed approach can be used to prioritize re-design efforts and focus where the system designer’s time and effort can be most effectively spent to mitigate implicit interactions. (i.e., we answer RQ1).

C2. Identification of measurements that relate to the prevalence of implicit interactions in a system. In Section 5.4, we compare the results of existing formal methods and C1 with a graph-based analysis to identify graph-based approximations for selecting design alternatives with a lower prevalence of implicit interactions. This makes improving security in the design phase of a project more accessible beyond industry practitioners with formal expertise, as graph-based data collected from a system design can be used to understand whether the prevalence of implicit interactions in alternative system designs is improved or worsened, and can forecast which parts of a system are most vulnerable to cyberattacks that exploit implicit interactions. (i.e., we answer RQ2).

C3. An evaluation of how implicit interactions relate to system properties, quality attributes, and design principles. By combining implicit
interaction and graph-based data, in Chapter 7 we uncover what phenomena in designs coincide with a higher prevalence of implicit interactions within a system and map these to design principles that serve as an another practical way to reduce the prevalence of implicit interactions without requiring formal expertise. (i.e., we answer RQ3 and RQ4).

1.5 Related Publications

The following is a list of publications related to the work presented in this thesis.


1.6 Structure

The remainder of this thesis is structured as follows:

Chapter 2 provides a more detailed description of implicit interactions and reviews the state-of-the-art in applying of formal methods, measurements, and design principles in the context of security.

Chapter 3 provides an overview of the activities involved in the proposed approach to answer our research questions and the required system information.
Chapter 4 introduces the modelling framework used in this work, $C^2KA$ [Jas15] and the illustrative examples used in subsequent chapters.

Chapter 5 details how we identify implicit interactions, extend the existing formal methods approach to answer research question $\text{RQ1}$, and take several graph-based measurements from design alternatives of each illustrative example to build a dataset.

Chapter 6 analyzes the dataset constructed in Chapter 5 to identify relationships between implicit interactions and the graph-based measurements to answer research question $\text{RQ2}$.

Chapter 7 interprets the analysis and draws from the literature to answer research questions $\text{RQ3}$ and $\text{RQ4}$.

Chapter 8 assesses the strengths and limitations of the proposed approach.

Chapter 9 provides concluding remarks and briefly discusses some possible future works.
Chapter 2

Literature Review

In this chapter, we review the state-of-the art for our problem domain. Section 2.1 introduces relevant work on implicit interactions, Section 2.2 reviews a wide variety of approaches to characterize security in systems, and Section 2.3 describes in detail how graph-based measurements have been used to improve system security and other qualities. Section 2.4 reviews the motivation behind the creation and adoption of design principles. Each section ends with a discussion to identify the gap in research that this work aims to fill.
2.1 Approaches to Identify and Analyze Implicit Interactions

Implicit interactions are a class of system vulnerability in which there is a potential for communication between two agents in the system that is not part of the intended system interactions \cite{JV17b}. Regardless of the factors that result in the creation of an implicit interaction, communication pathways that are not part of the intended system interactions offer additional means by which one agent can influence another. As these pathways are, by definition, implicit and unintended, they are more likely to go unnoticed by designers and testers, and remain hidden in the system until exploited by a malicious actor.

Implicit interactions are exploited through a \textit{compromised agent}, which refers to an agent that can behave in a way that is not consistent with its original or intended specification. This means that it has the ability to issue any stimulus and/or alter its concrete behavior (e.g., by defining a shared environment) \cite{Jas20a}. The compromised agent then, can exploit the implicit interactions in the system for which it serves as the source agent (e.g., by issuing stimuli or defining shared environments out-of-sequence from the intended system interactions) to cause knock-on affects that adversely impact other agents in the system. Implicit interactions can be identified with existing methods and tool support \cite{Jas15, JV17b}, which require a formal model of the system using the \textbf{Communicating Concurrent Kleene Algebra (C\textsuperscript{2}KA)} framework \cite{JKZ14, Jas15}. 

A metric called severity has been developed to provide an indication of how “hidden” or unexpected an implicit interaction is in the system [JV17a]. The approach is meant to give an idea of how much overlap exists between any two communication paths. The less overlap between an interaction path and the intended interactions, the more unexpected that interaction is, and so it may pose a higher threat to the system it which it exists.

While severity is concerned with the threat posed by an implicit interaction, exploitability has been proposed to measure how many actions are available to a source agent that are able to influence the sink of an implicit interaction interaction [Jas20a]. A lower exploitability value means that each agent in an implicit interaction has fewer possibilities to cause a chain reaction that ultimately propagates influence all the way through each agents’ neighboring agents.

Both severity and exploitability have been demonstrated on a real-world wastewater dechlorination system [Jas20b]. While other works related to implicit interactions use hypothetical systems for illustrative purposes [JK14, JV17b, JV17a, Jas20a], operators at an existing municipal wastewater dechlorination system worked closely with the author of [Jas20b] to create and validate a C²KA model of the system the operators maintain. This work, in particular feedback from the operators on the analysis results, highlighted the applicability and strengths of identifying implicit interactions, as well as the need for a methodology to use the identified interactions and/or their measured properties to locate areas of improvement to reduce the prevalence of implicit interactions within a system.
With existing methods to identify and analyze implicit interactions, the next logical step is to explore how we can remediate these vulnerabilities. This work aims to directly address the need highlighted by the operators of the wastewater dechlorination system as one way to explore remediation options, as well as explore what existing design principles help to reduce the prevalence of implicit interactions within a system through their application.

2.2 Approaches to Characterize System Security

Formal, non-formal, and semi-formal graph-based methods have all been applied during development to improve system security. Formal methods can be applied to specify desired security properties in models \([\text{RS}^+02]\) and have been used in design phase security analysis to identify vulnerabilities through model checking counterexamples \([\text{RA}00, \text{ACC}^+10, \text{BNR}03]\). Formal methods have been applied to otherwise non-formal techniques such as attack trees, as discussed in a survey by Widel et al. \([\text{WAFP19}]\), in order to aid in their analysis and ensure correctness.

Non-formal methods for design-phase security analysis range widely. These include attempts to identify problematic areas of design using a DREAD-based threat modelling approach \([\text{MAM}^+20]\), and Monte-Carlo sampling to randomly simulate attacks in a model \([\text{WCDM}^+18]\). Cukier and Panjwani \([\text{CP09}]\) attempt to predict and prioritize vulnerabilities by using real-world data collected with honeypots, while Hadar and Hassanzadeh \([\text{HH}19]\) compare previously identified threats to attack graphs of a new system to generate and prioritize remediation requirements. Bakirtzis et al. \([\text{BSC}^+19]\)
draw on existing databases of exploits to locate possible attack vectors in a system model. Though all these methods benefit from leveraging real world data, this data is not necessarily an exhaustive list of vulnerabilities and only considers what has been exploited so far. Moreover, to collect meaningful data, a honeypot needs to be similar to the system to be built, which may require a significant amount of development.

Implementation-phase metrics for coupling and complexity have been demonstrated on system implementations as methods to predict vulnerabilities and improve security \cite{SW08, MSA13}. Gegick et al. \cite{GWOV08} also use code-based metrics to prioritize components for redesign, but all these methods require the system implementation to be complete. Analysis of code rather than a system model can be beneficial, as there is no concern with model validity. However, such an approach requires the system to have been built, whereas analysis of a model means the analysis can be performed earlier in the design phase of the project.

Formal methods can provide high assurance and unambiguous results \cite{CGD+16} but they suffer from scalability issues and doubts over their claimed cost-effectiveness \cite{Hei98}, and often require significant expertise to use \cite{Man03}. If a system model exists, measurements from that model can be much more easily collected and automated, but do not have the same rigor as formal methods. Both methods, being rooted in mathematics, offer objectivity and repeatability to security analyses. Currently only formal methods exist to identify implicit interactions, but while we plan to extend those formal methods as per operator feedback in \cite{Jas20b}, we also seek to lower the level of expertise required to consider this class of vulnerability at the design phase by
looking for system measurements that provide results similar to what the existing formal methods yield.

2.3 Graph-Based Methods in System Development

Graph-based methods have been applied to aid in adding formality to the evolution of a system design \cite{LM96, HIM98} and to track dependencies between software modules \cite{PC90}. UML diagrams, such as class diagrams, can be used in a graph-based setting to help validate consistency between design and application \cite{BHTV03} and to identify constructs such as design patterns or groupings of classes \cite{CTS06}.

Younis et al. \cite{YMR16} employ a reachability analysis on source code to find “dangerous system calls” and assign each a vulnerability score with the Common Vulnerability Scoring System. Like the non-formal implementation-phase methods discussed above, this requires complete source code, meaning changes are more expensive to make to the system to resolve these vulnerabilities \cite{DBRB10}.

In the modelling of systems, graph-based approaches have been used to measure a number of system properties and locate areas for improvement. Mortula et al. \cite{MAS+20} discuss the relationship between degree centrality and resilience for identifying vulnerabilities, Balakrishnan et al. \cite{BZ20} explore node criticality and node susceptibility in a physical infrastructure network to locate resilience issues, and work by Samuel et al. \cite{S1Y21a} includes the use of eigenvector centrality to help characterize the structural security posture of a system. Graph-based methods have also been applied to modelling other phenomena such as cascading failures \cite{YCM20}, and have
been used to develop metrics to characterize the overall resilience of cyber-physical systems \cite{BCC20} and systems of systems \cite{HMD12}. For object-oriented development, Alshammari et al. \cite{AFC09} suggest measurements based on the number accessors and mutators for a given system environment to capture a component’s attack surface, and Aggarwal et al. \cite{ASKM07} present component-level measurements based on the number of exceptions required for each component.

At least one previous work exists that uses graph-based analyses to approximate system properties in formal specifications. Miller and Chaudry approximate the performance of formal protocol models using graph-based techniques \cite{MC99}. What remains to be seen is whether we can leverage similar graph-based approaches to help reduce the prevalence of implicit interactions in a system design, and whether we can approximate the results obtained from the formal C\textsuperscript{2}KA specification of a system. Specifically, graph-based measures such as degree centrality used in \cite{MAS20} and eigenvector centrality used in \cite{SJY21a} may be also usable for locating areas of a design to modify to reduce the prevalence of implicit interactions, and measurements discussed in other works may relate to how the prevalence of implicit interactions changes from one system design to another. Showing such a relationship exists can help further solidify these as strong design-level measurements for less formal security analyses.
2.4 Design Principles for Improving System Quality

Design principles embody best practices of system development and serve as the foundation for a strong design and implementation [SS75]. Principles are developed through research or experience, and are intended to have wide applicability. Specific design principles exist for targeting specific quality attributes, such as performance [DAD+04], reliability [RG12], and security [SS75, SB18], but also for the general maintainability of systems to avoid creeping complexity and improve flexibility in systems prone to change [Mar00]. The level of applicability can also widely vary, from design principles for software systems in general [QFTX10], principles for specific paradigms of software development [Mar00, MNK03], or principles meant to be applicable to systems in general whether composed of software, physical components, or a combination [RG12].

Previous works exist to show the applicability of specific security design principles to a problem domain through case study systems [MM20, VGM+20] and informally evaluate the applicability of security design principles to processes such as CLASP [BSJ07]. Other works have also formally evaluated the applicability of design principles for preventing specific types of attacks (e.g., Sybil attacks in social networks [Fon11], replay attacks in protocols [LPMH07]). Alshammari et al. [AFC09] explicitly use security principles to inform which graph-based measurements they explore in system models.
Previous work on implicit interactions has posited that implicit interactions come from the hidden complexity and coupling in system designs [JV17a, Jas20a], so we would like to understand how more general design principles related to ideas such as coupling and cohesion [QFTX10] play a role in the prevalence of implicit interactions in a system design. We are particularly interested in the list of fundamental security design principles described in [SB18], many of which originally appeared in work by Saltzer and Schroeder [SS75] and have endured over the years despite numerous changes in the security landscape [Smi12]. While this long-lasting list of design principles are thought to be widely applicable, it is currently unclear which principles relate to implicit interactions and in what way. We can apply a method similar to Alshammari et al. [AFC09] to link measurements and design principles, but in reverse. Having evaluated what graph-based measurements relate to the formal method results from previous works, we can then explore where the concerns of design principles overlap with the design concerns that various graph-based measurements attempt to quantify.

2.5 Conclusions

In this chapter we explored various approaches to improving systems designs with varying levels of formality, including current work up to this point on identifying and analyzing implicit interactions. The main takeaways from this chapter are:

1. Formal methods exist for characterizing security, and specifically implicit interactions, but formal methods as a whole see limited adoption.
2. Measurements from models, including graph-based measurements, are used in many settings and enable security analysis with less formal expertise. None so far have been proposed to capture the notion of implicit interactions.

3. Design principles and quality attributes are much more abstract concepts that do have established relationships with security, but it is unclear how they relate specifically to implicit interactions.

To the best of our knowledge, no works exist that combine all three of formal methods, graph-based methods, and design principles to improve the security of system designs. In subsequent chapters, we detail our approach which encompasses all three methods to provide many approaches for considering the prevalence of implicit interactions at the design phase of system development.
Chapter 3

Overview of the Approach

In this chapter, we present a research approach rooted in formal modelling and mathematical analysis in order to answer the research questions posed in Section 1.3 by discovering design principles, system properties, and measurements that are relevant to the prevalence of implicit interactions in a system design. The principles, properties, and measurements discovered are intended to be directly applicable to a system design development phase in order to help reduce the prevalence of implicit interactions in a system design without requiring expertise in the formal methods that are currently needed to identify implicit interactions. We break the research activities into three main sections: data collection activities, shown in Figure 3.1, and activities related to the analysis of said data and the interpretation of those results, shown in Figure 3.2. Figure 3.1 shows how different aspects of a system design (left) are used in research activities (center) to generate data (right) for the rest of the activities. Figure 3.2 shows how the same data (left) is analyzed and interpreted.
For the activities we perform, we need a system design that contains a formal model, and the intended interactions that describe the system’s expected behaviors. For the formal model, we use C²KA in order to adopt the method and tools for identifying implicit interactions from previous work [Has13, LV17b]. The intended interactions

Relevant System Properties and Relevant Quality Attributes denotes that the quality attributes are derived from those relevant system properties.
Figure 3.2: High-level view of the research activities conducted to analyze data and interpret results, and how research output relates to system development activities of a system are the communication pathways that represent desired system functionality [JV17b] and are determined by the system description and requirements.

In this work, we use multiple case study system designs that were developed and verified in previous works [JV17b, JV17a, Jas20b]. Our aim is to make design changes to these models to answer our research questions posed in Section 1.3. The case study system designs and the different system views required are detailed in Chapter 4.

### 3.2 Data Collection Activities

The C^2KA model and intended interactions of a system design are used to identify implicit interactions that exist. This is done through the method and tool support provided in [JV17b]. This produces the set of implicit interactions $P_{\text{implicit}}$ for a given system.
Next, we use the implicit interactions, along with the formal model from which they are generated, to determine what part(s) of a system design should be modified to try to reduce the prevalence of implicit interactions in that system. Any design change can introduce new implicit interactions as well as remove existing ones, so we want to determine which agents or communication channels between agents contribute highly to the current implicit interactions in the system design in order to ensure we are not just make the situation worse. We use the term *weak points* to refer to these parts of the system design that contribute highly to the prevalence of implicit interactions. To **identify weak points**, we define a function to produce a value that tells us how “weak” a given agent or communication channel of a system is in the context of implicit interactions, with weaker parts having higher prioritization for design change. The implicit interactions and weak points identified in each system design for which we perform these formal analysis activities are compiled into an implicit interaction dataset for use in later analysis activities. The method to identify weak points answers research question RQ1 in Section 1.3 and constitutes our research contribution C1 presented in Section 1.4. The method to identify weak points is discussed in detail in Section 5.2.

Given the identified weak points, we then **generate design changes**. As we do this work at the design phase, and implicit interactions deal with the potential for communication, we are primarily interested in structural changes to the system and changes to what is communicated, rather than behavioral changes to implement something more akin to traditional countermeasures such as a firewall or filter for messages. Of course, changes to the system structure and communication can have knock-on effects for the system behavior, but this is not the focus of those design changes. When this
occurs, we informally show that the system is still able to perform its intended interactions, and whether any changes to these communication sequences need to be made to satisfy the system's objectives. As we are interested in the system properties that are related to the prevalence of implicit interactions in a system, we also generate design changes based around manipulating specific system properties. This activity produces new alternative system designs, allowing application of the overall methodology in an iterative fashion.

For each alternative system design generated, we perform graph-based analysis on the system design by generating graph-based representations from which to take measurements related to the structure and ordering of communications in the design. The graph-based measurements taken have been related to different system properties in other works, allowing us to track these system properties across the different design alternatives. The measurements taken are compiled into a graph measurement dataset for use in analysis activities. The graph-based representations used and a description of the measurements taken is given in Section 5.4.2.

### 3.3 Data Analysis Activities

The results of the formal analyses in the implicit interaction dataset and the graph-based analysis in the graph measurement dataset are used in two ways.

First, we identify aggregate relationships between the graph-based measurements and the existing implicit interactions and identified weak points. We are looking for correlations between the formal analysis results and graph-based analysis to see if
we can find measurements that reliably increase or decrease as the prevalence of implicit interactions in the system changes. Graph-based measures that show strong relationships can be used to approximate the formal analysis, which allows for implicit interactions as a design concern to be considered by a wider range of practitioners by avoiding issues related to cost, scalability, and required expertise that often plague formal methods [Hei98, Man03]. We consider both relationships observed across every system design, and relationships observed within each specific design across the components in the system. The graph-based approximations produced by this activity provide an answer to research question RQ2 in Section 1.3 and provides the “measurement” portion of contribution C2 in Section 1.4.

Second, we do a pairwise design comparison of the data for alternative system designs. This allows us to identify examples of specific design changes that either increase or decrease the prevalence of implicit interactions within the system, while also impacting specific quality attributes and system properties, or showing improved conformance to a design principle. The pairs of designs identified here help to provide concrete examples of how the application of design principles can help to reduce the prevalence of implicit interactions in a system, and how a design change can impact a system’s quality attributes.

### 3.4 Interpretation Activities

We map measurements to system properties by reviewing existing literature on the quantification of system properties and quality attributes. This produces a set
of system properties that relate strongly to the prevalence of implicit interactions in the system, and includes the quality attributes that we can expect to be impacted if design changes are made in a system if we want to make changes to other systems to reduce the prevalence of implicit interactions in its design. The system properties identified in this activity answer research question [RQ3] in Section 1.3 and provide the system property and system quality attribute portions of contribution [C3] in Section 1.4.

We use these system properties and design comparisons to identify design principles that are in line with our research goals of mitigating the prevalence of implicit interactions in a system design. We use concrete examples from the generation of design alternatives as evidence to show how application of identified principles impacts the prevalence of implicit interactions and map identified system properties to additional design principles where possible. The design principles identified here answer research question [RQ4] in Section 1.3 and provide the design principle portion of contribution [C3] in Section 1.4.

3.5 Practical Applicability of Research Approach

The right-side of Figure 3.2 shows an example of the activities conducted in the design phase of a system’s development and how the results of the research activities can be used in the development process. Given a system design, which does not necessarily require a formal model, we can use the results of the research approach to evaluate conformance to principles that we identify as being related to the prevalence of
implicit interactions. If we find a lack of adherence to those design principles, we can generate design alternatives with those relevant design principles in mind with the goal of making changes to reduce the prevalence of implicit interactions without mathematical analysis. Our work in identifying system properties that are relevant to implicit interactions helps designers to be aware of what impacts to the system may occur through their design changes, which is useful when they weigh tradeoffs between different design alternatives. This can be done in an iterative fashion until the designers are satisfied with conformance to design principles, ultimately producing an improved system design with a lower prevalence of implicit interactions.

While this work aims to make mitigating the threat posed by implicit interactions a more widely applicable practice, situations in which formal analysis is required already can also make use of our research approach, as shown in Figure 3.3. From a formal model of a system and the intended interactions, a designer can identify implicit interactions in the model and use these to identify weak points. The weak points can be used to help guide designers to generate design changes as transformations to the formal model. Then, the designer can compare designs to be aware on any tradeoffs or knock-on effects the transformation produces, resulting again in an improved and more informed system design.

A formal analysis might be required in situations where the high assurance and unambiguous results they provide are necessary, such as when a system needs to comply with high evaluation assurance levels as set out by the common criteria standards. Still, if a formal analysis is required, iterative changes could also
be made with the identified graph-based approximations, system properties, and design principles. Rather than repeating a full formal analysis every design iteration, using the semi-formal graph-based methods or non-formal design principles to guide redesign efforts, and then performing formal analysis at the end of the design phase can help with shrinking the time between iterations meeting any requirements for use of formal methods. After several design iterations on a case study system without employing formal methods, we formally identify implicit interactions and weak points to verify whether the application of identified design principles produces similar design changes to what the formal methods suggest.

3.6 Conclusions

This chapter serves to familiarize readers with the research approach and how it produces practical results that can be used in future system development. The main takeaways from this chapter are:
1. We extend the existing formal method-based approaches for analyzing implicit interactions to guide where redesign efforts should be focused to reduce the prevalence of implicit interactions in the systems under study.

2. We use this method to produce several design alternatives of systems, from which we collect data related to the new and existing formal method-based approaches and several graph-based approaches to identify graph-based approximations of the formal methods and abstract results away from those formal methods.

3. We further abstract away from formal methods by using those identified graph-based approximations with comparisons of design alternatives to identify system properties and design principles that are relevant to the prevalence of implicit interactions in a system design.

Next, after introducing the system designs used as illustrative examples in this work, subsequent chapters detail each activity in the approach described in this chapter to answer our research questions.
Chapter 4

System Designs

In this chapter, we describe in detail the system designs used as illustrative examples to answer our research questions, the formalism used, and relevant terminology and notations. In Section 4.1, we describe the formalism used to model system designs. In Section 4.2 and Section 4.3, we introduce terminology used throughout this work. In Section 4.4 and Section 4.5, we describe our two illustrative examples: a manufacturing cell control system and a wastewater dechlorination system.

4.1 Communicating Concurrent Kleene Algebra

We use the algebraic modelling framework known as Communicating Concurrent Kleene Algebra (C²KA) [Jas15, JKZ14] for system modelling. C²KA relates the Concurrent Kleene Algebra (CKA) [HMSW09] $\mathcal{K} = (K, +, *, ;, \odot, \ominus, 0, 1)$, which contains a set of behaviors $K$, and the idempotent semiring $\mathcal{S} = (\mathcal{S}, \oplus, \odot, \odot, 0, 1)$, which
contains a set of stimuli $S$, through a next-behavior mapping $\circ : K \times S \rightarrow K$ and next-stimulus mapping $\lambda : K \times S \rightarrow S$. This modelling framework has been used in several published works related to implicit interactions [JV17b, JV17a, Jas20b, NJ21], and has existing tool support [Jas15, JV17b] that can be used for our purposes. This system offers three levels of system specification: abstract behavior specification, stimulus-response specification, and concrete behavior specification. In this section, we focus on describing these three levels of specification as is relevant for this work; a complete description of $\text{C}^2\text{KA}$ is detailed in [Jas15].

The abstract behavior specification represents each agent in a system as an algebraic term restricting the agent to specific behaviors in the system (e.g., Figure 4.2). This utilizes the $\text{CKA} K = (K, +, \ast, :, \odot, \bigodot, 0, 1)$ for a particular system, where $K$ is the set of all possible behaviors in the system, $+$ is a choice between two behaviors, $\ast$ and $;$ are parallel and sequential composition of behaviors, and $\odot$ and $\bigodot$ are parallel and sequential iteration of behaviors. $0$ and $1$ are special elements of $K$ that represent the behavior of an inactive agent and idle agent.

The stimulus-response specification focuses on specifying the next-behavior mapping $\circ : K \times S \rightarrow K$ and next-stimulus mapping $\lambda : K \times S \rightarrow S$. The next-behavior mapping describes how agents’ behaviors change as a result of their current behavior and incoming stimuli, and the next-stimulus mapping describes whether an agent exhibiting a specific behavior will broadcast stimuli in response to receiving other stimuli. These are shown as tables (e.g., Table 4.1) where columns correspond to each stimuli, rows correspond to each behavior, and each cell is the new behavior of the agent or stimulus broadcast by the agent in response to receiving the column.
stimulus in the row behavior. The neutral stimulus \( n \) is used in the next-stimulus mapping when the agent would not send a message in response to receiving a stimulus when exhibiting a specific behavior.

The concrete behavior specification further specifies agents’ behaviors using Dijkstra’s guarded command language \([\text{Dij75}]\), which allows for a state-level specification of how local and shared environments are defined and referenced (e.g., Figure 4.3). Each behavior in the set \( K \) can be expanded upon in the concrete behavior specification to describe the actions taken by an agent when it exhibits each behavior that constitutes it’s algebraic term in the abstract behavior specification.

### 4.2 Agents and Agent Communication

The set of all agents in a system is denoted by \( A \). We associate a specific agent (e.g., \( A \in A \)) with it’s abstract behavior specification (e.g., \( a \in K \)) with the notation \( A \mapsto \langle a \rangle \) to denote A’s actions are restricted to only the behavior \( a \). Each interaction of an agent with its neighbouring agents is called a communication \([\text{Mil89}]\). Interactions between agents are categorized into either communication via stimuli (e.g., sending or receiving messages), denoted \( \rightarrow_S \), or communication via shared environments (e.g., reading or writing shared variables), denoted \( \rightarrow_E \). Communication via stimuli is the focus of the stimulus-response specification, while communication via shared environment is specified in the concrete behavior specification. Generally,
agent interactions of any length or type are written as:

\[ A_n \xrightarrow{T_n} A_{n-1} \xrightarrow{T_{n-1}} \cdots \xrightarrow{T_2} A_1 \xrightarrow{T_1} A_0 \tag{4.1} \]

where \( A_i \in \mathcal{A} \) for \( 0 \leq i \leq n \), \( A_n \) is the source agent, \( A_0 \) is the sink agent, and \( T_i \in \{S, E\} \) for \( 1 \leq i \leq n \) [JV17a]. Each \( A_i \xrightarrow{T_i} A_{i-1} \) represents a direct interaction between two agents. The set of all direct interactions is denoted as \( \mathcal{P}_{\text{direct}} \). An indirect interaction (denoted \( A \xrightarrow{+} B \) for \( A, B \in \mathcal{A} \)) on the other hand, is communication pathway that passes through one or more intermediate agents between the source and sink. In general, an interaction can be described as a walk of the communication graph of a system design [JV17a], as they alternate between the agents and interactions of a system design and can repeat an agent any number of times.

### 4.3 Intended Interactions

The intended interactions of a system, denoted as \( \mathcal{P}_{\text{intended}} \), is the set of all communication pathways that represent desired system functionality [JV17b], as determined by the system description and requirements. These may come from behavioral diagrams of a system design such as a collaboration diagram or sequence diagram, or may be extracted from a text description of the actions conducted to achieve a system’s objectives. Rather than list all the interactions that compose \( \mathcal{P}_{\text{intended}} \) in the form presented in Equation 4.1, we generally present the intended interactions as an event trace diagram (e.g., Figure 4.4), where solid arrows represent the communication via stimuli, and dashed arrows represent communication via shared environments.
Multiple intended interactions can exist in a system design due to concurrent actions performed, and through previously defined shared environments later referenced in the control flow of a system. As the intended interactions are the expected behaviors of the system and are the focus of the system design, other communication pathways may not be considered to the same degree during development. These other paths, the implicit interactions, are all the potential communication paths in the system that are not sub-paths of any walk in $P_{\text{intended}}$.

4.4 Illustrative Example: Manufacturing Cell Control System (MCCS)

This model of a distributed Manufacturing Cell Control System (MCCS) is adapted from [GZY+01]. This version of the model is developed originally in [JV17b], and has been used in other works related to implicit interactions [JV17a, NJ21].

4.4.1 System Description

The system is composed of four agents: Control Agent $C$, Storage Agent $S$, Handling Agent $H$, and Processing Agent $P$. The Control Agent $C$ is responsible for coordinating the activities of the other agents in the system, and for maintaining the overall system state. The Storage Agent $S$ is responsible for storing materials required for the manufacturing assembly, and for maintaining a record of its empty/full status. The Handling Agent $H$ is responsible for moving the materials from storage so that
they can be processed, and for recording the readiness of the material for processing. Lastly, the Processing Agent \( P \) is responsible for processing the material to its manufactured state.

The operation of the MCCS can be visualized as shown in the collaboration diagram given in Figure 4.1, where the solid arrows denote message-passing communication and the dashed arrows denote shared variable communication. Note that Figure 4.1 depicts only the communication between agents and the abstract behaviors of each agent. It does not show the detailed behavior of each agent. The operation of the system is initiated from outside the system boundary, which is represented by the dashed square around the agents. The system boundary defines the scope of the system. Communication that crosses this boundary may come from other systems, such as other industrial control systems or the organization’s IT systems, or can come from operators interacting with the system, such as the press of a button.

The manufacturing process begins with a **start** event (1) from outside the system boundary. \( C \) begins the manufacturing process by broadcasting a **load** event and assigning the shared variable **state** the value 1 to indicate that the system is loading the material. \( S \) responds to the **load** event (2) by loading the material and assigning the shared variable **status** the value 1 to indicate the storage is full. When the loading is complete, \( S \) broadcasts a **loaded** message (3).

\( C \) responds by assigning the shared variable **state** the value 2 to indicate the system is preparing the material for processing. It also transmits a **prepare** event (4). \( H \) responds by verifying that the material storage is loaded (i.e., by checking that **status** = 1 (5)) before assigning the shared variable **material** the value 1 to indicate that the material
Figure 4.1: Collaboration diagram depicting the expected behavior of the MCCS

is ready to be moved for processing. If the material storage is not loaded, then material is assigned the value 0. H also sends an unload event (6) to which S responds by entering its unloading the material and assigning status the value 0 to indicate that the storage is now empty.

After unloading, S broadcasts an unloaded message (7) that causes C to respond by assigning state the value 3 to indicate the system is initializing, and a setup event (8) is issued. P responds by ensuring that the material is ready to be processed (9), the system is initialized (9), and the material storage is empty (9). If the condition is satisfied, then the shared variable ready is assigned the value 1 to indicate that the
system is set for processing; otherwise, ready is assigned the value 0. P then transmits a ready message (10) which causes H to transition to its waiting behavior and to broadcast a process event (11). Both P and C respond to the process event. P verifies that the material is ready for processing (i.e., by checking that material = 1) before executing the PROCESS() procedure. If the material is not ready for processing, then P does not process the part (i.e., part is null). Concurrently, C assigns state the value 4 to indicate the system is processing the material. When C is finished, it issues a done event (12) that causes P to return to its standby behavior. Similarly, once P has finished working, it issues a processed event (12) that causes C to assign state the value 0 to indicate the system is idle. C then broadcasts an end message (13) that may indicate to other connected systems that the manufacturing process is complete. The system then awaits another start event to begin the manufacturing process again.

4.4.2 Abstract Behavior Specification

Figure 4.2 shows the abstract behavior specification of each agent in the MCCS. For example, the abstract behavior for the agent S in the MCCS is S → \langle empty + full \rangle to restrict the operator to either the behavior empty, which denotes the storage agent does not have any material loaded, or the behavior full, which denotes that the storage agent currently has material loaded.

Due to the simplicity of the MCCS, we only require the + operator to describe the abstract behaviors. More complex behaviors in other systems can necessitate the use of the other operators in the CKA.
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\[ \begin{align*}
C & \mapsto \{ \text{idle} + \text{load} + \text{prep} + \text{init} + \text{proc} \} \\
S & \mapsto \{ \text{empty} + \text{full} \} \\
H & \mapsto \{ \text{wait} + \text{move} \} \\
P & \mapsto \{ \text{stby} + \text{set} + \text{work} \}
\end{align*} \]

Figure 4.2: Abstract behavior specification of the MCCS agents

4.4.3 Stimulus Response Specification

Table 4.1 shows the stimulus-response specification for the next-behavior and next-stimulus mappings for agent S in the MCCS. We can see from Figure 4.1 that S has two behaviors, empty and full, which make up the rows of Table 4.1 and the system includes the following stimuli that make up the columns of the stimulus response tables and match to each event described in Section 4.4: \{start, load, loaded, prepare, done, unload, unloaded, setup, ready, process, processed, end, \( \cdot \), n\}. These tables tell us that, for example, when S receives a load stimulus and it is in the empty behavior, it changes to the full behavior according to the next-behavior mapping of S (the top half of Table 4.1) and broadcasts a loaded stimulus according to the next-stimulus mapping of S (the bottom half of Table 4.1).

Table 4.1: Stimulus-response specification of the Control Agent S.

<table>
<thead>
<tr>
<th>v</th>
<th>start</th>
<th>load</th>
<th>loaded</th>
<th>prepare</th>
<th>done</th>
<th>unload</th>
<th>unloaded</th>
<th>setup</th>
<th>ready</th>
<th>process</th>
<th>processed</th>
<th>end</th>
</tr>
</thead>
<tbody>
<tr>
<td>EMPTY</td>
<td>EMPTY</td>
<td>FULL</td>
<td>EMPTY</td>
<td>EMPTY</td>
<td>EMPTY</td>
<td>EMPTY</td>
<td>EMPTY</td>
<td>EMPTY</td>
<td>EMPTY</td>
<td>EMPTY</td>
<td>EMPTY</td>
<td>FULL</td>
</tr>
<tr>
<td>FULL</td>
<td>FULL</td>
<td>FULL</td>
<td>FULL</td>
<td>FULL</td>
<td>FULL</td>
<td>FULL</td>
<td>FULL</td>
<td>FULL</td>
<td>FULL</td>
<td>FULL</td>
<td>FULL</td>
<td>FULL</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>λ</th>
<th>start</th>
<th>load</th>
<th>loaded</th>
<th>prepare</th>
<th>done</th>
<th>unload</th>
<th>unloaded</th>
<th>setup</th>
<th>ready</th>
<th>process</th>
<th>processed</th>
<th>end</th>
</tr>
</thead>
<tbody>
<tr>
<td>EMPTY</td>
<td>n</td>
<td>loaded</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
</tr>
<tr>
<td>FULL</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>unloaded</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
</tr>
</tbody>
</table>

While we can include all behaviors in a single table each for the next-behavior and next-stimulus mappings, we break these down by the agent that exhibits each behavior
to improve readability. The stimulus-response specification for the remaining three agents are given in Table 4.2, Table 4.3, and Table 4.4.

Table 4.2: Stimulus-response specification of the Control Agent C.

<table>
<thead>
<tr>
<th>s</th>
<th>start</th>
<th>load</th>
<th>loaded</th>
<th>prepare</th>
<th>done</th>
<th>unload</th>
<th>unloaded</th>
<th>setup</th>
<th>ready</th>
<th>process</th>
<th>processed</th>
<th>end</th>
</tr>
</thead>
<tbody>
<tr>
<td>IDLE</td>
<td>LOAD</td>
<td>IDLE</td>
<td>IDLE</td>
<td>IDLE</td>
<td>IDLE</td>
<td>IDLE</td>
<td>IDLE</td>
<td>IDLE</td>
<td>IDLE</td>
<td>IDLE</td>
<td>IDLE</td>
<td>IDLE</td>
</tr>
<tr>
<td>LOAD</td>
<td>LOAD</td>
<td>LOAD</td>
<td>LOAD</td>
<td>LOAD</td>
<td>LOAD</td>
<td>LOAD</td>
<td>LOAD</td>
<td>LOAD</td>
<td>LOAD</td>
<td>LOAD</td>
<td>LOAD</td>
<td>LOAD</td>
</tr>
<tr>
<td>PREP</td>
<td>PREP</td>
<td>PREP</td>
<td>PREP</td>
<td>PREP</td>
<td>PREP</td>
<td>PREP</td>
<td>PREP</td>
<td>PREP</td>
<td>PREP</td>
<td>PREP</td>
<td>PREP</td>
<td>PREP</td>
</tr>
<tr>
<td>INIT</td>
<td>INIT</td>
<td>INIT</td>
<td>INIT</td>
<td>INIT</td>
<td>INIT</td>
<td>INIT</td>
<td>INIT</td>
<td>INIT</td>
<td>INIT</td>
<td>INIT</td>
<td>INIT</td>
<td>INIT</td>
</tr>
<tr>
<td>PROC</td>
<td>PROC</td>
<td>PROC</td>
<td>PROC</td>
<td>PROC</td>
<td>PROC</td>
<td>PROC</td>
<td>PROC</td>
<td>PROC</td>
<td>PROC</td>
<td>PROC</td>
<td>PROC</td>
<td>PROC</td>
</tr>
</tbody>
</table>

Table 4.3: Stimulus-response specification of the Handling Agent H.

<table>
<thead>
<tr>
<th>s</th>
<th>start</th>
<th>load</th>
<th>loaded</th>
<th>prepare</th>
<th>done</th>
<th>unload</th>
<th>unloaded</th>
<th>setup</th>
<th>ready</th>
<th>process</th>
<th>processed</th>
<th>end</th>
</tr>
</thead>
<tbody>
<tr>
<td>WAIT</td>
<td>WAIT</td>
<td>WAIT</td>
<td>WAIT</td>
<td>MOVE</td>
<td>WAIT</td>
<td>WAIT</td>
<td>WAIT</td>
<td>WAIT</td>
<td>WAIT</td>
<td>WAIT</td>
<td>WAIT</td>
<td>WAIT</td>
</tr>
<tr>
<td>MOVE</td>
<td>MOVE</td>
<td>MOVE</td>
<td>MOVE</td>
<td>MOVE</td>
<td>MOVE</td>
<td>MOVE</td>
<td>MOVE</td>
<td>MOVE</td>
<td>MOVE</td>
<td>MOVE</td>
<td>MOVE</td>
<td>MOVE</td>
</tr>
<tr>
<td>LOAD</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
</tr>
<tr>
<td>PREP</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>prepare</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
</tr>
<tr>
<td>INIT</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>done</td>
<td>n</td>
<td>n</td>
</tr>
<tr>
<td>PROC</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
</tr>
</tbody>
</table>

Table 4.4: Stimulus-response specification of the Processing Agent P.

<table>
<thead>
<tr>
<th>s</th>
<th>start</th>
<th>load</th>
<th>loaded</th>
<th>prepare</th>
<th>done</th>
<th>unload</th>
<th>unloaded</th>
<th>setup</th>
<th>ready</th>
<th>process</th>
<th>processed</th>
<th>end</th>
</tr>
</thead>
<tbody>
<tr>
<td>STBY</td>
<td>STBY</td>
<td>STBY</td>
<td>STBY</td>
<td>STBY</td>
<td>STBY</td>
<td>STBY</td>
<td>STBY</td>
<td>STBY</td>
<td>STBY</td>
<td>STBY</td>
<td>STBY</td>
<td>STBY</td>
</tr>
<tr>
<td>SET</td>
<td>SET</td>
<td>SET</td>
<td>SET</td>
<td>SET</td>
<td>SET</td>
<td>SET</td>
<td>SET</td>
<td>SET</td>
<td>SET</td>
<td>SET</td>
<td>SET</td>
<td>SET</td>
</tr>
<tr>
<td>WORK</td>
<td>WORK</td>
<td>WORK</td>
<td>WORK</td>
<td>WORK</td>
<td>WORK</td>
<td>WORK</td>
<td>WORK</td>
<td>WORK</td>
<td>WORK</td>
<td>WORK</td>
<td>WORK</td>
<td>WORK</td>
</tr>
<tr>
<td>LOAD</td>
<td>STBY</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
</tr>
<tr>
<td>LOAD</td>
<td>SET</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
</tr>
<tr>
<td>LOAD</td>
<td>WORK</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
<td>n</td>
</tr>
</tbody>
</table>

4.4.4 Concrete Behavior Specification

Figure 4.3 shows the concrete behaviors for the agents in the MCCS. Focusing on the Storage Agent S again, this shows when S enters the EMPTY behavior it sets the
shared environment variable \texttt{status} to 0, and when \texttt{S} enters the \texttt{FULL} behavior it sets the shared environment variable \texttt{status} to 1. The presence of a \texttt{skip}, such as what is used for when \texttt{P} enters the \texttt{WAIT} behavior, indicates that no actions are taken.

Figure 4.3: Concrete behavior specification of the MCCS agents.
4.4.5 Intended Interactions

From the description in Section 4.4 and following the numbering in Figure 4.1, the event trace diagram in Figure 4.4 is constructed.

Different combinations of the concurrency present in the system, such as \( H \) broadcasting process which triggers behavior changes in both \( C \) and \( P \), and referencing of previously defined shared environments, such as \( \text{material} \) which \( H \) defines and \( P \) references later in the control sequence, result a total of 16 different intended interactions that make up the control flow of the MCCS. For example, one such intended interaction in the system is \( C \rightarrow_S S \rightarrow_S C \rightarrow_S H \rightarrow_S S \rightarrow_S C \rightarrow_S P \rightarrow_S H \rightarrow_S P \rightarrow_S C \), which contains all stimuli triggered in order for the whole control flow. Another is \( C \rightarrow_S S \rightarrow_\varepsilon H \rightarrow_\varepsilon P \rightarrow_S H \rightarrow_S P \rightarrow_S C \), which is a shorter overall path as it “jumps” over several of the agents in Figure 4.4 by traversing the communication via shared environment in the system design.
4.5 Illustrative Example: Wastewater Dechlorination System (WDS)

This system design represents a real-world Wastewater Dechlorination System (WDS), and is introduced and discussed in great detail in [Jas20b]. The model in its entirety is developed and verified in [Jas20b] with the aid of operators employed at the facility which hosts the system.

4.5.1 System Description

The system is composed of six agents, which work together as a control system to sample water, perform some analysis, and adjust a pumping rate to maintain a control variable within an acceptable range. The process begins with a start event from outside the system boundary. A Sample Pump (SAP) feeds the effluent to an SO₃ Analyzer (SO3) and Sample Flow Meter (SFM) through the shared environment effluent and sends the stimulus eff to trigger analyses to begin in SO₃ and SFM concurrently. SO₃ measures the residual SBS in the effluent and sends its results as stimulus res to a Programmable Logic Controller (PLC) through the shared environment residual and notifies PLC with a res stimulus. Simultaneously, SFM measures the flow rate and sends its results as stimulus rate to PLC. PLC controls two chemical feed pumps in a lead-lag configuration. PLC’s proportional-integral-derivative (PID) control algorithm calculates the SBS flow (in L/h), and determines if the SBS flow should be increased or decreased based on the SBS residual feedback received from SO₃. PLC always runs the Lead Pump (CFP₁) to match the SBS flow,
up to a maximum flow of 75 L/h. When the SBS flow exceeds the Lead Pump’s maximum flow, the PLC activates the Lag Pump (CFP2). Both CFP1 and CFP2 are controlled by the PLC, through shared environments \texttt{leadFlow} and \texttt{lagFlow} respectively, to meet the SBS flow. When the SBS flow falls below 70 L/h, the PLC deactivates CFP2.

Faults can occur in either SO3 or SAP, represented by a fault event incoming to either agent from outside the system boundary. When this occurs, the fault stimulus is propagated to the PLC, which sends the stimuli \texttt{alarm} to a seventh agent, Operator (OP). While the fault is unresolved, PLC switches from PID control mode (\texttt{pid}) to a Ratio control mode (\texttt{ratio}) and OP switches from a monitoring behavior (\texttt{monitor}) to an alarmed behavior (\texttt{alarm}). The faulting agent, SO3 or SAP, upon the occurrence of a fault, transitions to a fail state. When the fault is resolved, OP notifies the PLC with a fixed stimulus. PLC propagates fixed to SO3 AND SAP to return them to their operational states.

The structure of the WDS communications is shown in Figure 4.5. Note that unlike Figure 4.1, Figure 4.5 does not contain the order of communications due to the fact that we have two separate control flows in the system design.

### 4.5.2 Abstract Behavior Specification

Figure 4.6 shows the abstract behavior specification of each agent in the WDS. Like with the MCCS, we only require the + operator to specify the behaviors of each agent.
Figure 4.5: Communication graph depicting the agents of the WDS and the stimuli and shared environments they communicate with each other in this system. The abstract behavior specification of each agent in Figure 4.6 is also shown in Figure 4.5.

4.5.3 Stimulus Response Specification

Tables 4.5 through 4.11 provide the stimulus response specification for each agent in the WDS. The columns in each table correspond to the stimuli shown in Figure 4.5 and the rows correspond to the behaviors shown in the abstract behaviors of each
SAP $\rightarrow \langle \text{SAMPLE} + \text{FAIL} \rangle$
SO3 $\rightarrow \langle \text{GETSO3} + \text{ERROR} \rangle$
SFM $\rightarrow \langle \text{GETFLOW} \rangle$
PLC $\rightarrow \langle \text{PID} + \text{RATIO} \rangle$
CFP1 $\rightarrow \langle \text{OFF1} + \text{ON1} \rangle$
CFP2 $\rightarrow \langle \text{OFF2} + \text{ON2} \rangle$
OP $\rightarrow \langle \text{MONITOR} + \text{ALARM} \rangle$

Figure 4.6: Abstract behavior specification of the WDS agents

agent in Figure 4.5 and Figure 4.6. Despite some overlap in naming, the MCCS and WDS are completely independent. For example, even though both illustrative examples have stimuli named start, these are two separate stimuli that trigger different actions.

Table 4.5: Stimulus-response specification of Agent SAP

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>start</th>
<th>fault</th>
<th>off</th>
<th>res</th>
<th>rate</th>
<th>off1</th>
<th>on1</th>
<th>off2</th>
<th>on2</th>
<th>alarm</th>
<th>fixed</th>
<th>repair</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAMPLE</td>
<td>SAMPLE</td>
<td>FAIL</td>
<td>SAMPLE</td>
<td>SAMPLE</td>
<td>SAMPLE</td>
<td>SAMPLE</td>
<td>SAMPLE</td>
<td>SAMPLE</td>
<td>SAMPLE</td>
<td>SAMPLE</td>
<td>SAMPLE</td>
<td>SAMPLE</td>
</tr>
<tr>
<td>FAIL</td>
<td>FAIL</td>
<td>FAIL</td>
<td>FAIL</td>
<td>FAIL</td>
<td>FAIL</td>
<td>FAIL</td>
<td>FAIL</td>
<td>FAIL</td>
<td>FAIL</td>
<td>SAMPLE</td>
<td>SAMPLE</td>
<td>SAMPLE</td>
</tr>
</tbody>
</table>

Table 4.6: Stimulus-response specification of Agent SO3

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>start</th>
<th>fault</th>
<th>off</th>
<th>res</th>
<th>rate</th>
<th>off1</th>
<th>on1</th>
<th>off2</th>
<th>on2</th>
<th>alarm</th>
<th>fixed</th>
<th>repair</th>
</tr>
</thead>
<tbody>
<tr>
<td>GETSO3</td>
<td>GETSO3</td>
<td>ERROR</td>
<td>ERROR</td>
<td>ERROR</td>
<td>ERROR</td>
<td>ERROR</td>
<td>ERROR</td>
<td>ERROR</td>
<td>ERROR</td>
<td>ERROR</td>
<td>ERROR</td>
<td>ERROR</td>
</tr>
<tr>
<td>ERROR</td>
<td>ERROR</td>
<td>ERROR</td>
<td>ERROR</td>
<td>ERROR</td>
<td>ERROR</td>
<td>ERROR</td>
<td>ERROR</td>
<td>ERROR</td>
<td>ERROR</td>
<td>ERROR</td>
<td>ERROR</td>
<td>ERROR</td>
</tr>
</tbody>
</table>

Table 4.7: Stimulus-response specification of Agent SFM

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>start</th>
<th>fault</th>
<th>off</th>
<th>res</th>
<th>rate</th>
<th>off1</th>
<th>on1</th>
<th>off2</th>
<th>on2</th>
<th>alarm</th>
<th>fixed</th>
<th>repair</th>
</tr>
</thead>
<tbody>
<tr>
<td>GETFLOW</td>
<td>GETFLOW</td>
<td>GETFLOW</td>
<td>GETFLOW</td>
<td>GETFLOW</td>
<td>GETFLOW</td>
<td>GETFLOW</td>
<td>GETFLOW</td>
<td>GETFLOW</td>
<td>GETFLOW</td>
<td>GETFLOW</td>
<td>GETFLOW</td>
<td>GETFLOW</td>
</tr>
<tr>
<td>GETFLOW</td>
<td>GETFLOW</td>
<td>GETFLOW</td>
<td>GETFLOW</td>
<td>GETFLOW</td>
<td>GETFLOW</td>
<td>GETFLOW</td>
<td>GETFLOW</td>
<td>GETFLOW</td>
<td>GETFLOW</td>
<td>GETFLOW</td>
<td>GETFLOW</td>
<td>GETFLOW</td>
</tr>
</tbody>
</table>
4.5.4 Concrete Behavior Specification

Figure 4.7 shows the concrete behaviors for the agents in the WDS. In the concrete behavior specifications of SAP, SO3, SFM, and PLC there are several procedure calls. The names of each procedure describe the actions of an agent when it exhibits a specific behavior, but the details of each procedure are not important. What is important for our level of analysis are the parameters of each procedure as these are
references that result communication via shared environment. For example, the procedures `MEASURE_SBS_RESIDUAL` and `MEASURE_FLOW_RATE` both use the parameter `effluent` which is defined by `SAP`, resulting in the communications via shared environment `SAP →_\varepsilon SO3` and `SAP →_\varepsilon SFM`.

The concrete behavior specification in Figure 4.7, along with the abstract behavior in Figure 4.6 and stimulus-response specification in Tables 4.5 - 4.11 provides a full `C^2KA` specification of the `WDS`.

### 4.5.5 Intended Interactions

From the description in Section 4.5.1, the event trace diagram in Figure 4.8 is constructed. Like the `WDS` there are multiple intended interactions due to concurrency in the system and communication both via stimuli and via shared environment. The control flow for controlling the chemical feed pumps and managing faults are intertwined in Figure 4.8 which further increases the number of intended interactions to a total of 36 communication pathways.

### 4.6 Conclusions

The purpose of this chapter was to introduce the terminology and illustrative examples used throughout this work. The main takeaways from this chapter are:
SAP $\rightarrow$ \( \begin{cases} 
\text{SAMPLE} & \overset{\text{def}}{=} \text{effluent} := \text{SAMPLE}() \\
\text{FAIL} & \overset{\text{def}}{=} \text{effluent} := \text{SAMPLE}() 
\end{cases} \)

SO3 $\rightarrow$ \( \begin{cases} 
\text{GETSO3} & \overset{\text{def}}{=} \text{residual} := \text{MEASURE}_{\text{SBS}}_{\text{RESIDUAL}}(\text{effluent}) \\
\text{ERROR} & \overset{\text{def}}{=} \text{residual} := \text{NULL} 
\end{cases} \)

SFM $\rightarrow$ \( \begin{cases} 
\text{GETFLOW} & \overset{\text{def}}{=} \text{flowRate} := \text{MEASURE}_{\text{FLOW}}_{\text{RATE}}(\text{effluent}) 
\end{cases} \)

PLC $\rightarrow$ \( \begin{cases} 
\text{PID} & \overset{\text{def}}{=} \text{if } \text{flowRate} \geq \text{FLOW}_{\text{SETPOINT}} \rightarrow \\
& \quad \text{skip} \\
& \quad \text{if } \text{flowRate} < \text{FLOW}_{\text{SETPOINT}} \rightarrow \\
& \quad \quad \text{send} \text{ alarm} \\
& \quad \text{fi; } \\
& \quad \text{targetFlow} := \text{COMPUTE}_{\text{FLOW}}(\text{residual}); \\
& \quad \text{if } \text{targetFlow} > \text{MAX}_{\text{PUMP}}_{\text{FLOW}} \rightarrow \\
& \quad \quad \text{leadFlow} := \text{MAX}_{\text{PUMP}}_{\text{FLOW}}; \\
& \quad \quad \text{lagFlow} := \text{targetFlow} - \text{MAX}_{\text{PUMP}}_{\text{FLOW}} \\
& \quad \quad \text{if } \text{targetFlow} > \text{MAX}_{\text{PUMP}}_{\text{FLOW}} \rightarrow \\
& \quad \quad \quad \text{leadFlow} := \text{targetFlow} \\
& \quad \quad \text{if } \text{targetFlow} < \text{DEADBAND} \rightarrow \\
& \quad \quad \quad \text{leadFlow} := \text{targetFlow} \\
& \quad \text{fi} \\
\text{RATIO} & \overset{\text{def}}{=} \text{skip} 
\end{cases} \)

CFP1 $\rightarrow$ \( \begin{cases} 
\text{OFF1} & \overset{\text{def}}{=} \text{leadPumpOn} := \text{FALSE}; \text{pumpRate} := 0 \\
\text{ON1} & \overset{\text{def}}{=} \text{leadPumpOn} := \text{TRUE}; \text{pumpRate} := \text{leadFlow} 
\end{cases} \)

CFP2 $\rightarrow$ \( \begin{cases} 
\text{OFF1} & \overset{\text{def}}{=} \text{lagPumpOn} := \text{FALSE}; \text{pumpRate} := 0 \\
\text{ON1} & \overset{\text{def}}{=} \text{lagPumpOn} := \text{TRUE}; \text{pumpRate} := \text{lagFlow} 
\end{cases} \)

OP $\rightarrow$ \( \begin{cases} 
\text{MONITOR} & \overset{\text{def}}{=} \text{mode} := \text{PID} \\
\text{ALARM} & \overset{\text{def}}{=} \text{mode} := \text{RATIO} 
\end{cases} \)

Figure 4.7: Concrete behavior specification of the WDS agents.
1. We model systems using C^2KA because this is the modelling framework used for previous work related to implicit interactions [JV17b, JV17a, Jas20a, Jas20b, NJ21], and has some existing tool support [Jas15, JV17b].

2. We provide the formal specifications of two illustrative example systems: a manufacturing cell control system [JV17a] and a wastewater dechlorination system [Jas20b] that will be used throughout the remainder of this thesis.

3. The manufacturing cell control system is the smaller of the two illustrative examples, and models a distributed control flow for processing an abstract “material” into parts.

4. The wastewater dechlorination system is the larger of the two illustrative examples, modelling both the control flow coordinating pumps to maintain a control variable and the control flow for managing faults that may occur in the system. The wastewater dechlorination system model is modelled after a real-world system.
In subsequent chapters, we use the example systems described in Section 4.4 and Section 4.5 to illustrate the activities presented in Chapter 3 to ultimately answer our research questions posed in Section 1.3.
Chapter 5

Data Collection Activities

In this chapter, we detail the activities presented in Chapter 3 to generate data for the analysis activities in Chapter 6. Section 5.1 describes how implicit interactions are identified using existing formal methods [JV17b], Section 5.2 describes how the formal methods are extended to identify weak points in system designs to focus redesign efforts [NJ21] (i.e., answering RQ1.), Section 5.3 describes how alternative system designs are generated from the weak points and the system properties we want to test, and Section 5.4 describes the semi-formal graph-based analysis we perform on each alternate system design. In each section, we describe the work conducted in the associated activity, and show their application on our two illustrative examples: the manufacturing cell control system and wastewater dechlorination system.
5.1 Identifying Implicit Interactions

Identifying the implicit interactions in a system design requires the intended interactions $P_{\text{intended}}$, and a $\mathcal{C}^2\mathcal{K}A$ formal model. An implicit interaction is said to exist between agents $A, B \in \mathcal{A}$ if and only if $[JV17b]$

$$\exists (p \mid p \implies (A \rightarrow^+ B) \land \forall (q \mid q \in P_{\text{intended}} : \neg \text{SubPath}(p, q))) \quad (5.1)$$

where $\text{SubPath}(p, q)$ is a predicate indicating that $p$ is a sub-path of $q$. This means that an implicit interaction $p$ exists if it is a path (i.e., a sequence of nodes without repetition) consisting of direct interactions present in the formal model, but is not a sub-path of any of the walks in $P_{\text{intended}}$.

Using the formal model and intended interactions for the MCCS in Section 4.4 and WDS in Section 4.5, the implicit interactions can be identified with existing tool support $[Jas15, JV17b]$. The implicit interactions for these models have been identified and presented already for both the MCCS in $[JV17a]$ and for the WDS in $[Jas20b]$, but we need this activity and tool support so that we can identify the implicit interactions in new alternative system designs generated in Section 5.3. In this section, we present all identified implicit interactions to aid with the understanding of this activity, however, in Section 5.3 we only report the prevalence of implicit interactions that is measured as a result of this activity.

We measure the prevalence of implicit interactions in a system design by counting how many implicit interactions are identified and dividing by the total number of
potential interactions in a system design to obtain the percentage of potential inter-
actions in a system that are implicit. We also consider just the number of implicit
interactions, but this value may be less comparable across system design alterna-
tives. Previous works posit that more complex systems have more implicit interac-
tions [JV17b, JV17a, Jas20a] and if we accept this idea then we expect a system
design with more agents or direct interactions between agents to have a larger num-
ber of implicit interactions. We test the relationship between complexity and number
of implicit interactions in Section 6.2 but using the prevalence of implicit interac-
tions rather than just the number of implicit interactions helps to take into account
this complexity and produce a more independent measure. Implicit interactions as
a percentage of all total interactions is a measurement that is more comparable as
it is bounded between zero and one, whereas the number of implicit interactions can
be any natural number, and the prevalence of implicit interactions does not require
any additional work to obtain as both the number of implicit interactions and the
total number of interactions are available from the implicit interaction identification
results [JV17a]. We compare other system properties to both the number of implicit
interactions and the percentage of total interactions that are implicit in Section 6.2.

5.1.1 Implicit Interactions in the MCCS

The MCCS described in Section 4.4 has 29 implicit interactions, shown in Table 5.1.
These implicit interactions make up 44.62% of all the interactions possible in the
system design.
Table 5.1: All 29 implicit interactions that exist within the formal model of the MCCS

<table>
<thead>
<tr>
<th>ID</th>
<th>Implicit Interaction</th>
<th>ID</th>
<th>Implicit Interaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_0$</td>
<td>$C \rightarrow_S S \rightarrow_\epsilon P \rightarrow_S H$</td>
<td>$x_{15}$</td>
<td>$P \rightarrow_S C \rightarrow_S S \rightarrow_\epsilon H$</td>
</tr>
<tr>
<td>$x_1$</td>
<td>$C \rightarrow_S S \rightarrow_\epsilon P$</td>
<td>$x_{16}$</td>
<td>$P \rightarrow_S H \rightarrow_S C \rightarrow_S S$</td>
</tr>
<tr>
<td>$x_2$</td>
<td>$C \rightarrow_S H \rightarrow_S P$</td>
<td>$x_{17}$</td>
<td>$P \rightarrow_S C \rightarrow_S S$</td>
</tr>
<tr>
<td>$x_3$</td>
<td>$C \rightarrow_S S \rightarrow_\epsilon H \rightarrow_S P$</td>
<td>$x_{18}$</td>
<td>$P \rightarrow_S C \rightarrow_S H \rightarrow_S S$</td>
</tr>
<tr>
<td>$x_4$</td>
<td>$C \rightarrow_\epsilon P \rightarrow_S H \rightarrow_S S$</td>
<td>$x_{19}$</td>
<td>$P \rightarrow_S H \rightarrow_S S$</td>
</tr>
<tr>
<td>$x_5$</td>
<td>$C \rightarrow_S P \rightarrow_S H \rightarrow_S S$</td>
<td>$x_{20}$</td>
<td>$S \rightarrow_\epsilon H \rightarrow_S C$</td>
</tr>
<tr>
<td>$x_6$</td>
<td>$H \rightarrow_S S \rightarrow_\epsilon P \rightarrow_S C$</td>
<td>$x_{21}$</td>
<td>$S \rightarrow_\epsilon P \rightarrow_S C$</td>
</tr>
<tr>
<td>$x_7$</td>
<td>$H \rightarrow_\epsilon P \rightarrow_S C$</td>
<td>$x_{22}$</td>
<td>$S \rightarrow_\epsilon H \rightarrow_\epsilon P \rightarrow_S C$</td>
</tr>
<tr>
<td>$x_8$</td>
<td>$H \rightarrow_S C \rightarrow_S S \rightarrow_\epsilon P$</td>
<td>$x_{23}$</td>
<td>$S \rightarrow_\epsilon H \rightarrow_S P \rightarrow_S C$</td>
</tr>
<tr>
<td>$x_9$</td>
<td>$H \rightarrow_S C \rightarrow_\epsilon P$</td>
<td>$x_{24}$</td>
<td>$S \rightarrow_\epsilon P \rightarrow_S C \rightarrow_S H$</td>
</tr>
<tr>
<td>$x_{10}$</td>
<td>$H \rightarrow_S C \rightarrow_S S$</td>
<td>$x_{25}$</td>
<td>$S \rightarrow_\epsilon H \rightarrow_S C \rightarrow_\epsilon P$</td>
</tr>
<tr>
<td>$x_{11}$</td>
<td>$H \rightarrow_\epsilon P \rightarrow_S C \rightarrow_S S$</td>
<td>$x_{26}$</td>
<td>$S \rightarrow_\epsilon H \rightarrow_S C \rightarrow_S P$</td>
</tr>
<tr>
<td>$x_{12}$</td>
<td>$H \rightarrow_S P \rightarrow_S C \rightarrow_S S$</td>
<td>$x_{27}$</td>
<td>$S \rightarrow_S C \rightarrow_S H \rightarrow_S P$</td>
</tr>
<tr>
<td>$x_{13}$</td>
<td>$P \rightarrow_S H \rightarrow_S S \rightarrow_S C$</td>
<td>$x_{28}$</td>
<td>$S \rightarrow_\epsilon H \rightarrow_S P$</td>
</tr>
<tr>
<td>$x_{14}$</td>
<td>$P \rightarrow_S C \rightarrow_S H$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5.1.2 Implicit Interactions in the WDS

The WDS described in Section 4.3 has 74 implicit interactions, shown in Table 5.2. These implicit interactions make up 52.48% of all the interactions possible in the system.
### Table 5.2: All 74 implicit interactions that exist within the formal model of the WDS

<table>
<thead>
<tr>
<th>ID</th>
<th>Implicit Interaction</th>
<th>ID</th>
<th>Implicit Interaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>x₀</td>
<td>OP →ₜ PLC →ₜ CFP1</td>
<td>x₃⁷</td>
<td>PLC →ₜ OP →ₜ SAP →ₜ SFM</td>
</tr>
<tr>
<td>x₁</td>
<td>OP →ₜ SO₃ →ₜ PLC →ₜ CFP1</td>
<td>x₃⁸</td>
<td>PLC →ₜ SAP →ₜ SFM</td>
</tr>
<tr>
<td>x₂</td>
<td>OP →ₜ SO₃ →ₜ PLC →ₜ CFP1</td>
<td>x₃⁹</td>
<td>PLC →ₜ OP →ₜ SO₃ →ₜ SAP →ₜ SFM</td>
</tr>
<tr>
<td>x₃</td>
<td>OP →ₜ PLC →ₜ CFP2</td>
<td>x₄₀</td>
<td>PLC →ₜ SO₃ →ₜ SAP →ₜ SFM</td>
</tr>
<tr>
<td>x₄</td>
<td>OP →ₜ SO₃ →ₜ PLC →ₜ CFP2</td>
<td>x₄¹</td>
<td>PLC →ₜ OP →ₜ SO₃</td>
</tr>
<tr>
<td>x₅</td>
<td>OP →ₜ SO₃ →ₜ PLC →ₜ CFP2</td>
<td>x₄²</td>
<td>PLC →ₜ OP →ₜ SAP →ₜ SO₃</td>
</tr>
<tr>
<td>x₆</td>
<td>OP →ₜ SAP →ₜ PLC</td>
<td>x₄₃</td>
<td>PLC →ₜ SAP →ₜ SO₃</td>
</tr>
<tr>
<td>x₇</td>
<td>OP →ₜ SO₃ →ₜ SAP →ₜ PLC</td>
<td>x₄₄</td>
<td>PLC →ₜ OP →ₜ SAP →ₜ SO₃</td>
</tr>
<tr>
<td>x₈</td>
<td>OP →ₜ SAP →ₜ SFM →ₜ PLC</td>
<td>x₄₅</td>
<td>SFM →ₜ PLC →ₜ SAP →ₜ SO₃</td>
</tr>
<tr>
<td>x₉</td>
<td>OP →ₜ SO₃ →ₜ SAP →ₜ SFM →ₜ PLC</td>
<td>x₄₆</td>
<td>SAP →ₜ PLC →ₜ OP →ₜ SO₃</td>
</tr>
<tr>
<td>x₁₀</td>
<td>OP →ₜ SO₃ →ₜ PLC</td>
<td>x₄₇</td>
<td>SAP →ₜ SFM →ₜ PLC →ₜ OP →ₜ SAP</td>
</tr>
<tr>
<td>x₁₁</td>
<td>OP →ₜ SAP →ₜ SO₃ →ₜ PLC</td>
<td>x₄₈</td>
<td>SAP →ₜ PLC →ₜ SO₃</td>
</tr>
<tr>
<td>x₁₂</td>
<td>OP →ₜ SAP →ₜ SO₃ →ₜ PLC</td>
<td>x₄₉</td>
<td>SAP →ₜ SFM →ₜ PLC →ₜ SO₃</td>
</tr>
<tr>
<td>x₁₃</td>
<td>OP →ₜ SO₃ →ₜ PLC</td>
<td>x₅₀</td>
<td>SFM →ₜ PLC →ₜ SAP</td>
</tr>
<tr>
<td>x₁₄</td>
<td>OP →ₜ SAP →ₜ SO₃ →ₜ PLC</td>
<td>x₅¹</td>
<td>SFM →ₜ PLC →ₜ SAP</td>
</tr>
<tr>
<td>x₁₅</td>
<td>OP →ₜ SAP →ₜ SO₃ →ₜ PLC</td>
<td>x₅₂</td>
<td>SFM →ₜ PLC →ₜ OP →ₜ SAP</td>
</tr>
<tr>
<td>x₁₆</td>
<td>OP →ₜ SAP</td>
<td>x₅₃</td>
<td>SFM →ₜ PLC →ₜ SO₃ →ₜ SAP</td>
</tr>
<tr>
<td>x₁₇</td>
<td>OP →ₜ SO₃ →ₜ PLC →ₜ SAP</td>
<td>x₅₄</td>
<td>SFM →ₜ PLC →ₜ SAP</td>
</tr>
<tr>
<td>x₁₈</td>
<td>OP →ₜ SO₃ →ₜ PLC →ₜ SAP</td>
<td>x₅₅</td>
<td>SFM →ₜ PLC →ₜ SO₃</td>
</tr>
<tr>
<td>x₁₉</td>
<td>OP →ₜ SO₃ →ₜ SAP</td>
<td>x₅₆</td>
<td>SFM →ₜ PLC →ₜ SAP →ₜ SO₃</td>
</tr>
<tr>
<td>x₂₀</td>
<td>OP →ₜ PLC →ₜ SO₃ →ₜ SAP</td>
<td>x₅₇</td>
<td>SFM →ₜ PLC →ₜ SAP →ₜ SO₃</td>
</tr>
<tr>
<td>x₂₁</td>
<td>OP →ₜ SAP →ₜ SFM</td>
<td>x₅₈</td>
<td>SFM →ₜ PLC →ₜ SAP →ₜ SO₃</td>
</tr>
<tr>
<td>x₂₂</td>
<td>OP →ₜ PLC →ₜ SAP →ₜ SFM</td>
<td>x₅₉</td>
<td>SFM →ₜ PLC →ₜ SAP →ₜ SO₃</td>
</tr>
<tr>
<td>x₂₃</td>
<td>OP →ₜ SO₃ →ₜ PLC →ₜ SAP →ₜ SFM</td>
<td>x₆₀</td>
<td>SO₃ →ₜ SAP →ₜ PLC →ₜ SAP</td>
</tr>
<tr>
<td>x₂₄</td>
<td>OP →ₜ SO₃ →ₜ PLC →ₜ SAP →ₜ SFM</td>
<td>x₆₁</td>
<td>SO₃ →ₜ SAP →ₜ SFM →ₜ PLC →ₜ SAP</td>
</tr>
<tr>
<td>x₂₅</td>
<td>OP →ₜ SO₃ →ₜ SAP →ₜ SFM</td>
<td>x₆₂</td>
<td>SO₃ →ₜ SAP →ₜ PLC</td>
</tr>
<tr>
<td>x₂₆</td>
<td>OP →ₜ PLC →ₜ SO₃ →ₜ SAP →ₜ SFM</td>
<td>x₆₃</td>
<td>SO₃ →ₜ SAP →ₜ SFM →ₜ PLC</td>
</tr>
<tr>
<td>x₂₇</td>
<td>OP →ₜ SO₃</td>
<td>x₆₄</td>
<td>SO₃ →ₜ PLC →ₜ SAP</td>
</tr>
<tr>
<td>x₂₈</td>
<td>OP →ₜ SAP →ₜ PLC →ₜ SO₃</td>
<td>x₆₅</td>
<td>SO₃ →ₜ PLC →ₜ SAP</td>
</tr>
<tr>
<td>x₂₉</td>
<td>OP →ₜ SAP →ₜ SFM →ₜ PLC →ₜ SO₃</td>
<td>x₆₆</td>
<td>SO₃ →ₜ PLC →ₜ SAP</td>
</tr>
<tr>
<td>x₃₀</td>
<td>OP →ₜ SAP →ₜ SO₃</td>
<td>x₆₇</td>
<td>SO₃ →ₜ PLC →ₜ SAP</td>
</tr>
<tr>
<td>x₃₁</td>
<td>OP →ₜ PLC →ₜ SAP →ₜ SO₃</td>
<td>x₆₈</td>
<td>SO₃ →ₜ SAP</td>
</tr>
<tr>
<td>x₃₂</td>
<td>OP →ₜ SAP →ₜ SO₃</td>
<td>x₆₉</td>
<td>SO₃ →ₜ PLC →ₜ SAP →ₜ SFM</td>
</tr>
<tr>
<td>x₃₃</td>
<td>OP →ₜ PLC →ₜ SAP →ₜ SO₃</td>
<td>x₇₀</td>
<td>SO₃ →ₜ PLC →ₜ SAP →ₜ SFM</td>
</tr>
<tr>
<td>x₃₄</td>
<td>PLC →ₜ OP →ₜ SAP</td>
<td>x₇₁</td>
<td>SO₃ →ₜ PLC →ₜ SAP →ₜ SFM</td>
</tr>
<tr>
<td>x₃₅</td>
<td>PLC →ₜ OP →ₜ SO₃ →ₜ SAP</td>
<td>x₇₂</td>
<td>SO₃ →ₜ PLC →ₜ SAP →ₜ SFM</td>
</tr>
<tr>
<td>x₃₆</td>
<td>PLC →ₜ SO₃ →ₜ SAP</td>
<td>x₇₃</td>
<td>SO₃ →ₜ SAP →ₜ SFM</td>
</tr>
</tbody>
</table>
5.2 Identifying Weak Points

While Table 5.1 and Table 5.2 list all the implicit interactions in the system, even in these relatively small systems it is not immediately apparent what changes we should make to the system to mitigate these identified vulnerabilities. In a large system with hundreds or thousands of implicit interactions, a table such as the ones we provide for the MCCS and WDS is far too much information to comprehend without additional analysis. Given the implicit interactions that exist in a system, we want to identify *weak points* in the system design - parts of the system design that disproportionately contribute to the existence of implicit interactions in the system which we can focus redesign efforts around.

A weak point in a system design can be classified into two types: agent weak points, and interaction weak points. An *agent weak point* refers to an element of $\mathcal{A}$ which contributes to the existence of, or threat posed by, a significant proportion of the implicit interactions in a system. Similarly, an *interaction weak point* refers to an element of $\mathcal{P}_{\text{direct}}$ which contributes to the existence of, or threat posed by, a significant proportion of the implicit interactions in a system.

We also consider a special case of interaction weak points called *oversights*, which refers to an element of $\mathcal{P}_{\text{direct}}$ that is present within one or more of the implicit interactions in $\mathcal{P}_{\text{implicit}}$, but does not occur in any of the intended interactions in $\mathcal{P}_{\text{intended}}$. While it is possible to have an agent in a system design which only contributes to the system’s implicit interactions, we argue that this is much less likely to occur and
should be more obvious to designers than an interaction oversight. A direct interaction can occur as an oversight more subtly, as it can emerge from the composition of many agents, whereas for an agent to be an oversight, we need to design and introduce a complete agent into a system design which does nothing to contribute to the system’s objectives.

5.2.1 Identifying Agent Weak Points

To identify which agents contribute most to the implicit interactions in a system design, we perform a frequency analysis by counting the number of occurrences of each agent in the set of implicit interactions. We also consider how frequently each agent occurs in the system’s set of intended interactions, which can give us an idea about which agents contribute most to the system’s objectives.

An intended interaction is a walk through the system, so agents are counted once for each occurrence in each interaction of $P_{intended}$. We do so because agents that occur very frequently in the system’s intended interactions may be difficult to redesign without significant changes to the overall system. If we have two agents $A$ and $B$ which contribute to the same number of intended interactions, but $A$ occurs twice in some of those interactions while $B$ does not, then $A$ is more intertwined in the system’s operations.

Using both frequency analyses, the agent contribution ratio $R_A$ for an agent $A \in A$ is:

$$R_A = \frac{\sum_{p \in P_{implicit}} \text{frequency of } A \text{ in } p}{\sum_{p \in P_{intended}} \text{frequency of } A \text{ in } p}$$ (5.2)
The agent contribution ratio gives the relative frequency of an agent occurring in
the system’s implicit interactions to that agent occurring in the system’s intended
interactions. Agents with a contribution ratio below one occur more frequently in
the system’s intended interactions than in the system’s implicit interactions. They
are lower priority because changes to them may inadvertently impact the intended
interactions to a greater degree. A value above one means an agent occurs more
frequently in the system’s implicit interactions than in the system’s intended inter-
actions, so changes to these agents have the potential to have a greater impact when
reducing the prevalence of implicit interactions.

To determine which agents are weak points, we can select all those agents with a
contribution ratio above a certain ratio threshold $\tau$ defined by the system analyst.
Alternatively, we can order all agents by their contribution ratio and select a fixed
number of agents with the greatest contribution ratio. Such a decision depends on
the available resources for the redesign and mitigation efforts that follow.

5.2.2 Identifying Interaction Weak Points

Identifying interaction weak points is performed in a similar way to identifying agent
weak points. We find the frequency that each direct interaction occurs in the set of
implicit interactions and intended interactions. Using these frequency analyses, the
interaction contribution ratio $R_{A \rightarrow T B}$ for a direct interaction $A \rightarrow T B$, $T \in \{S, E\}$
between two agents $A, B \in A$ is:

$$R_{A \rightarrow T B} = \frac{\sum_{p \in P_{\text{implicit}}} \text{frequency of } A \rightarrow T B \text{ in } p}{\sum_{p \in P_{\text{intended}}} \text{frequency of } A \rightarrow T B \text{ in } p}$$ (5.3)
The contribution ratio for direct interactions provides a more fine-grained understanding of where issues in the design lie when compared to agent weak points because we consider each communication channel for each agent individually, rather than focusing on agents and their behaviors as an atomic entity. In some cases it can be easier to redesign a single interaction rather than an entire agent, and this additional view of the system can provide a more complete understanding as to why specific agents are identified as agent weak points.

The interaction contribution ratio also provides a means to identify oversights. Any direct interaction that does not occur in the intended interactions will result in a divide-by-zero in the interaction contribution ratio. Therefore, any direct interaction for which the contribution ratio is undefined is an oversight.

As with agent weak points, to determine which interactions are weak points, we can select all those direct interactions with a contribution ratio above a certain analyst-defined ratio threshold $\tau$, or we can select a fixed number of direct interactions with the greatest (or undefined) contribution ratios.

### 5.2.3 Weak Points in the MCCS

For the MCCS, we will consider the order of agent or direct interaction contribution ratios to indicate the priority for considering parts of the system for redesign. This means that the agent(s) and direct interaction(s) with the highest contribution ratios are the weak points where we should focus redesign efforts.
Table 5.3 shows the results of the frequency analysis and contribution ratio for each agent in the MCCS. We can see that all agents occur with a similar frequency in the system’s implicit interactions, but C has by far the lowest of the four contribution ratios due to how intertwined it is with the system’s intended interactions. We see that S has the highest contribution ratio despite occurring least frequently in the system’s implicit interactions. It also occurs least frequently in the system’s intended interactions, so it may be easiest to redesign this agent to reduce the prevalence of implicit interactions in the system design.

Table 5.4 shows the same frequency analysis and contribution ratios for the direct interactions in the MCCS. The results point to the direct interactions S → E P and P → S C as being the highest priority for redesign efforts. Both direct interactions occur in 1.5 times as many implicit interactions as they do intended interactions. The third highest contribution ratio belongs to the direct interaction S → H, which lends credence to the idea that we should focus design efforts around S, the agent with the highest contribution ratio. Specifically, both direct interaction weak points from S involve status, so there may be issues in the design with how this shared environment is used. We also note that all the communication via shared environment
Table 5.4: Frequency analysis and contribution ratio results for the direct interactions in the MCCS

<table>
<thead>
<tr>
<th>Direct Interaction</th>
<th>Sum Frequency in $P_{\text{implicit}}$</th>
<th>Sum Frequency in $P_{\text{intended}}$</th>
<th>$R_{A \rightarrow T B}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S \rightarrow_{\epsilon} P$</td>
<td>6</td>
<td>4</td>
<td>1.5</td>
</tr>
<tr>
<td>$P \rightarrow_{S} C$</td>
<td>12</td>
<td>8</td>
<td>1.5</td>
</tr>
<tr>
<td>$S \rightarrow_{\epsilon} H$</td>
<td>8</td>
<td>8</td>
<td>1.0</td>
</tr>
<tr>
<td>$H \rightarrow_{S} C$</td>
<td>7</td>
<td>8</td>
<td>0.875</td>
</tr>
<tr>
<td>$H \rightarrow_{\epsilon} P$</td>
<td>3</td>
<td>4</td>
<td>0.75</td>
</tr>
<tr>
<td>$C \rightarrow_{\epsilon} P$</td>
<td>3</td>
<td>4</td>
<td>0.75</td>
</tr>
<tr>
<td>$H \rightarrow_{S} P$</td>
<td>6</td>
<td>8</td>
<td>0.75</td>
</tr>
<tr>
<td>$C \rightarrow_{S} H$</td>
<td>5</td>
<td>8</td>
<td>0.625</td>
</tr>
<tr>
<td>$C \rightarrow_{S} S$</td>
<td>10</td>
<td>16</td>
<td>0.625</td>
</tr>
<tr>
<td>$H \rightarrow_{S} S$</td>
<td>6</td>
<td>12</td>
<td>0.5</td>
</tr>
<tr>
<td>$P \rightarrow_{S} H$</td>
<td>6</td>
<td>16</td>
<td>0.375</td>
</tr>
<tr>
<td>$C \rightarrow_{S} P$</td>
<td>2</td>
<td>12</td>
<td>0.1667</td>
</tr>
<tr>
<td>$S \rightarrow_{S} C$</td>
<td>2</td>
<td>16</td>
<td>0.125</td>
</tr>
</tbody>
</table>

has contribution ratios in the upper half of the direct interactions when sorted by contribution ratio, with $S \rightarrow_{\epsilon} P$ being the highest possibly due to it being the only direct interaction in either direction between $S$ and $P$. Figure 5.1 shows the agent and interaction weak points of the MCCS highlighted in red, showing where we should focus redesign efforts.

5.2.4 Weak Points in the WDS

For the WDS, we consider any agent or direct interaction with a contribution ratio greater than two (i.e., $\tau = 2$) to be a weak point, meaning the agent or direct interaction occurs twice as frequently in $P_{\text{implicit}}$ compared to $P_{\text{intended}}$. 
Table 5.5 shows the results of the frequency analysis and contribution ratio for each agent in the WDS. We can see that PLC, SAP, and SO3 all occur most frequently in the WDS implicit interactions. However, when we also consider the system’s intended interactions, we can see that OP has a higher contribution ratio than any of these agents. This points to a problem with how OP communicates with the rest of the system that warrants further investigation. In the WDS, OP is responsible for fixing faults and broadcasting stimuli to other agents once the error state has been resolved, so the level of granularity that the agent contribution ratios provides tells us that either the issue lies in at least one of the fault-reporting or fault-fixing functionalities.
Table 5.5: Frequency analysis and contribution ratio results for the agents in the WDS

<table>
<thead>
<tr>
<th>Agent</th>
<th>Sum Frequency in $P_{\text{implicit}}$</th>
<th>Sum Frequency in $P_{\text{intended}}$</th>
<th>$R_A$</th>
</tr>
</thead>
<tbody>
<tr>
<td>OP</td>
<td>54</td>
<td>18</td>
<td>3.0</td>
</tr>
<tr>
<td>SO3</td>
<td>62</td>
<td>25</td>
<td>2.48</td>
</tr>
<tr>
<td>SFM</td>
<td>32</td>
<td>16</td>
<td>2.0</td>
</tr>
<tr>
<td>SAP</td>
<td>62</td>
<td>45</td>
<td>1.3778</td>
</tr>
<tr>
<td>PLC</td>
<td>65</td>
<td>54</td>
<td>1.2037</td>
</tr>
<tr>
<td>CFP1</td>
<td>3</td>
<td>9</td>
<td>0.3333</td>
</tr>
<tr>
<td>CFP2</td>
<td>3</td>
<td>9</td>
<td>0.3333</td>
</tr>
</tbody>
</table>

We see that $R_{SO3}$ also ranks highly, while agents SAP and PLC have much lower contribution ratios despite having a similar frequency in $P_{\text{implicit}}$. From this analysis and our defined ratio threshold, we identify OP, SO3, and SFM as agent weak points and prioritize them for redesign in that order.

Table 5.6 shows the same frequency analysis and contribution ratios for the direct interactions in the WDS. Immediately, these results point to an issue in the design that was not apparent in the agent weak point analysis. We can see that three of the direct interactions that exist in the system, all among the most frequently occurring in the system’s implicit interactions, do not occur in the system’s intended interactions at all. These three direct interactions, OP $\rightarrow_{S}$ SAP, OP $\rightarrow_{S}$ SO3, and SO3 $\rightarrow_{S}$ SAP, are oversights. It is also possible to visually identify oversights by the existence of any direct interactions appearing in $P_{\text{implicit}}$, as can be seen with $x_{16}$, $x_{27}$, and $x_{68}$ in Table 5.2, however, in a system with hundreds or thousands of implicit interactions, this is not a practical process.
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Table 5.6: Frequency analysis and contribution ratio results for the direct interactions in the WDS

<table>
<thead>
<tr>
<th>Direct Interaction</th>
<th>Sum Frequency in $P_{\text{implicit}}$</th>
<th>Sum Frequency in $P_{\text{intended}}$</th>
<th>$R_{A \rightarrow T}$B</th>
</tr>
</thead>
<tbody>
<tr>
<td>OP $\rightarrow S$ SAP</td>
<td>23</td>
<td>0</td>
<td>–</td>
</tr>
<tr>
<td>OP $\rightarrow S$ SO3</td>
<td>22</td>
<td>0</td>
<td>–</td>
</tr>
<tr>
<td>SO3 $\rightarrow S$ SAP</td>
<td>18</td>
<td>0</td>
<td>–</td>
</tr>
<tr>
<td>SAP $\rightarrow \epsilon$ SFM</td>
<td>22</td>
<td>8</td>
<td>2.75</td>
</tr>
<tr>
<td>SFM $\rightarrow \epsilon$ PLC</td>
<td>17</td>
<td>8</td>
<td>2.125</td>
</tr>
<tr>
<td>PLC $\rightarrow S$ SAP</td>
<td>17</td>
<td>9</td>
<td>1.8889</td>
</tr>
<tr>
<td>SAP $\rightarrow S$ PLC</td>
<td>7</td>
<td>4</td>
<td>1.75</td>
</tr>
<tr>
<td>SO3 $\rightarrow \epsilon$ PLC</td>
<td>11</td>
<td>8</td>
<td>1.375</td>
</tr>
<tr>
<td>SO3 $\rightarrow S$ PLC</td>
<td>11</td>
<td>8</td>
<td>1.375</td>
</tr>
<tr>
<td>PLC $\rightarrow S$ OP</td>
<td>20</td>
<td>18</td>
<td>1.1111</td>
</tr>
<tr>
<td>PLC $\rightarrow S$ SO3</td>
<td>10</td>
<td>9</td>
<td>1.1111</td>
</tr>
<tr>
<td>SAP $\rightarrow \epsilon$ SO3</td>
<td>8</td>
<td>8</td>
<td>1.0</td>
</tr>
<tr>
<td>SAP $\rightarrow S$ SO3</td>
<td>8</td>
<td>8</td>
<td>1.0</td>
</tr>
<tr>
<td>OP $\rightarrow S$ PLC</td>
<td>7</td>
<td>18</td>
<td>0.3889</td>
</tr>
<tr>
<td>PLC $\rightarrow \epsilon$ CFP1</td>
<td>3</td>
<td>9</td>
<td>0.3333</td>
</tr>
<tr>
<td>PLC $\rightarrow \epsilon$ CFP2</td>
<td>3</td>
<td>9</td>
<td>0.3333</td>
</tr>
<tr>
<td>SAP $\rightarrow S$ SFM</td>
<td>0</td>
<td>8</td>
<td>0</td>
</tr>
<tr>
<td>SFM $\rightarrow S$ PLC</td>
<td>0</td>
<td>8</td>
<td>0</td>
</tr>
</tbody>
</table>

These oversights offer a useful explanation as to why OP is ranked highest in Table 5.5 as two of the three oversights have OP as the source agent. As oversights do not contribute to the system’s objectives, we should aim to eliminate them from the system first. Along with these oversights, SAP $\rightarrow \epsilon$ SFM and SFM $\rightarrow \epsilon$ PLC have contribution ratios above the defined ratio threshold ($\tau = 2$), and are therefore interaction weak points, but changes to first eliminate the oversights currently in the system may result in these direct interactions no longer being relevant.

The weak points identified in the WDS are highlighted in Fig. 5.2. Identified agent weak points OP, SO3, and SFM, and interaction weak points SAP $\rightarrow \epsilon$ SFM and
Figure 5.2: Summary of the identified agent and interaction weak points in the WDS. SFM →ₜ PLC are highlighted in red, with the oversights OP →ₛ SAP, OP →ₛ SO3, and SO3 →ₛ SAP added as red dashed arrows.

From Fig. 5.2, we see the agent weak points and interaction weak points consistently point to problematic areas of the system design as each interaction weak point has an agent weak point either as the source or sink agent. We can now understand why OP and SO3 are agent weak points: both are sources of oversights. SFM is not involved in any oversights, but the interaction weak points help to understand the issue with this agent. The interaction weak points show that while SFM takes part in four different direct interactions, the issue lies solely in the agent’s two communications.
via shared environments. This helps to narrow where to focus efforts as we can see in Table 5.6 that the agent’s communication via stimuli does not contribute to the system’s implicit interactions.

Intuitively, we might expect PLC to be an agent weak point since it is highly central-ized in the design, and its influence can spread widely in the system. However, due to its high frequency in $P_{intended}$, PLC has a relatively low contribution ratio. PLC is so intertwined with the system’s intended interactions that redesign efforts can be better spent on other agents. Furthermore, because the agent weak points all communicate directly with PLC, mitigating the implicit interactions the weak points contribute to could, by extension, reduce this agent’s contribution to implicit interactions.

5.3 Generating Design Changes

To generate design alternatives, we use the identified weak points to target specific model transformations. The changes are not necessarily only to the specific agent or direct interaction identified by a weak point; the weak points serve as a means to guide the thought process towards a design change rooted in the issue that a weak point helps to highlight. The design changes made are transformations to the formal models in Section 4.4 and Section 4.5. Rather than provide the full formal specification for every design alternative created, we describe each model transformation, labelled in bold (e.g., T1). A design alternative is a set of model transformations applied to the original system design, and are labelled as MCCSx and WDSx where $x \in \mathbb{N}$ (e.g., MCCS1 is the original design alternative of the MCCS and WDS1 is
the original for design alternatives of the WDS). We present new versions of the original collaboration diagram for the MCCS (Figure 4.1), the original communication diagram for the WDS (Figure 4.5), and intended interactions where appropriate.

5.3.1 Design Alternatives for the MCCS

The majority of the model transformations for the MCCS are directly identified by analysis of the weak points identified in system design alternatives. This provides an examples of the formal methods-based iterative design process discussed in Section 3.5. Additional model transformations are identified after several rounds of identifying weak points and new design alternatives to further experiment with various system properties.

Addressing the Weak Points in the Original System

From the interaction weak points $S \rightarrow E$, $P \rightarrow S$, and $S \rightarrow E$, we choose to focus on the shared variable status as this is the variable that enables two of the three weak points. The purpose of status in the system is for $P$ and $H$ to be able to check that $S$ is in the correct state when the $C$ issues commands to them. In a distributed system with concurrent operations, this synchronization is useful to improve quality attributes such as reliability, however, from purely the viewpoint of implicit interactions, we want to remove this capability.

If $C$ is meant to control the system operations, as its name and most of its actions suggest, one possible change is for $P$ and $H$ to simply trust that $C$ only issues commands
to them when S is in the correct state. Another alternative is to retain a shared environment for `status`, but move the variable definition to C so we no longer have communication via shared environments from S to other agents. These alternatives are given in the following transformations:

**T1** Remove the capability for P and H to reference `status` in their concrete behaviors.

**T2** Rename `status` to `sFull`. Rather than defining the environment in S, set `sFull` to 1 when C receives `loaded` and set `sFull` to 0 when C receives `unloaded`.

These changes are given in Figure 5.3. For every design alternative we produce, we perform the formal analysis activities in Section 5.1 and Section 5.2 to identify implicit interactions and weak points that can be compared across system designs. For example, Figure 5.3a shows the results of applying transformation T1, resulting in a new system design MCCS2 that now has 15 implicit interactions, down from 29 in the original system design, and making up 35.71% of the total possible interactions in the system, down from 44.62% in the original system design. Figure 5.3b shows the results of applying transformation T2, resulting in another new system design MCCS3 that now has 19 implicit interactions, making up 37.25% of the total possible interactions in the system.

The weak points in these system design alternatives also change and are highlighted in red in Figure 5.3a and Figure 5.3b. Having completely eliminated the direct interactions $S \rightarrow E H$ and $S \rightarrow E P$, neither these interactions, nor agent S, are weak points. Despite the change, $P \rightarrow S C$ is still an interaction weak point in both new design
(a) Alternative design MCCS2 with weak points eliminated by removing status references, after applying transformation T1 to MCCS1

(b) Alternative design MCCS3 with weak points eliminated by moving status definition, after applying transformation T2 to MCCS1

Figure 5.3: Alternative designs to eliminate weak points $S \rightarrow P$ and $S \rightarrow H$ in the MCCS alternatives, as are a number of new agents and direct interactions. The interaction contribution ratios for each design alternative, along with the contribution ratios of the original system design MCCS1, are shown in Table 5.7 to show how the small changes in transformations T1 and T2 impact the contribution ratios. In Table 5.7, “n/a” indicates that the direct interaction does not occur in either the implicit or intended interactions of the system design.

Centralizing the System to Eliminate New Weak Points

In both new designs, agents $H$ and $P$ are the two agents with the highest contribution ratios. In each, communication between those two agents are the interaction weak points, as is the direct interaction $H \rightarrow S$, which is the only way for $S$ and $H$ to directly communicate in either system design. Based on this, we aim to make
Table 5.7: Interaction contribution ratios for the original MCCS side-by-side with the contribution ratios for the alternative designs generated by transformations T1 and T2

<table>
<thead>
<tr>
<th>Direct Interaction</th>
<th>$R_{A\rightarrow B}$ for</th>
<th>$R_{A\rightarrow B}$ for</th>
<th>$R_{A\rightarrow B}$ for</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MCCS1</td>
<td>MCCS2</td>
<td>MCCS3</td>
</tr>
<tr>
<td>$S \rightarrow P$</td>
<td>1.5</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>$P \rightarrow C$</td>
<td>1.5</td>
<td>2.0</td>
<td>1.3333</td>
</tr>
<tr>
<td>$S \rightarrow H$</td>
<td>1.0</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>$H \rightarrow C$</td>
<td>0.875</td>
<td>1.0</td>
<td>0.5</td>
</tr>
<tr>
<td>$H \rightarrow P$</td>
<td>0.75</td>
<td>1.0</td>
<td>0.5</td>
</tr>
<tr>
<td>$C \rightarrow P$</td>
<td>0.75</td>
<td>1.0</td>
<td>0.5</td>
</tr>
<tr>
<td>$H \rightarrow P$</td>
<td>0.75</td>
<td>1.0</td>
<td>0.8333</td>
</tr>
<tr>
<td>$C \rightarrow H$</td>
<td>0.625</td>
<td>0.6667</td>
<td>0.6667</td>
</tr>
<tr>
<td>$C \rightarrow S$</td>
<td>0.625</td>
<td>0.8333</td>
<td>0.4167</td>
</tr>
<tr>
<td>$H \rightarrow S$</td>
<td>0.5</td>
<td>1.25</td>
<td>0.75</td>
</tr>
<tr>
<td>$P \rightarrow H$</td>
<td>0.375</td>
<td>0.8333</td>
<td>0.4167</td>
</tr>
<tr>
<td>$C \rightarrow P$</td>
<td>0.1667</td>
<td>0.2</td>
<td>0.1</td>
</tr>
<tr>
<td>$S \rightarrow C$</td>
<td>0.125</td>
<td>0.2</td>
<td>0.15</td>
</tr>
<tr>
<td>$C \rightarrow H$</td>
<td>n/a</td>
<td>n/a</td>
<td>0.6667</td>
</tr>
</tbody>
</table>

another round of design changes that focus on the weak points between non-control agents and build on the idea that C should provide more complete control as its name suggests. We aim to fully centralize the system around C with transformation T3, which we do in an incremental fashion to observe how the prevalence of implicit interactions changes in the intermediate step:

**T3** Completely centralize agent behavior coordination in the control agent C

**T3a** Move the remaining shared variable material definition from H to C so all shared environment communication is routed through C. Rename the variable to hHasMaterial which is set to 1 when C receives unloaded and set to 0 when C receives processed
**T3b** Reroute all communication via stimuli through C

Each step for transformation T3 is applied to MCCS3 to produce design alternative MCCS4 shown in Figure 5.4. With T2, T3a, and T3b applied to MCCS1 to produce MCCS5 communication in the system to achieve its objectives is now structured as shown in Figure 5.5. The system still performs its fundamental actions in the same order: Once C receives start, S loads material, then H prepares to receive material, material in S is unloaded to H, P is setup, P processes the material, and H and P are reset. The difference in this system design is that C now has total control over the sequence of operations.

Figure 5.4: Alternative design MCCS4 with shared environments centralized around C, after applying transformations T2 and T3a to MCCS1
Figure 5.5: Alternative design of MCCS5 with control completely centralized around C, after applying transformations $T_2$, $T_3a$, and $T_3b$ to MCCS1.

Eliminating Unnecessary Communication to Simplify System Design

Again, the interaction contribution ratios for MCCS5 are given in Table 5.8 and weak points are shown in red on Figure 5.5. The weak points for this highly centralized system all point towards the communication via shared environment being an issue. The shared environments once served to validate the state of other agents, but as C now has tight control over the other agents, we can eliminate the communication via shared environment and convert the MCCS to a fully message-passing system with transformation $T_4$:

$T_4$ Remove the references to shared variables $s_{Full}$, $h_{HasMaterial}$, and $state$ in $P$, and $s_{Full}$ in $H$. 
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Table 5.8: Frequency analysis and contribution ratio results for the direct interactions in the centralized manufacturing control cell (MCCS5)

<table>
<thead>
<tr>
<th>Direct Interaction</th>
<th>Sum Frequency in $P_{implicit}$</th>
<th>Sum Frequency in $P_{intended}$</th>
<th>$R_{A \rightarrow T B}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C \rightarrow T H$</td>
<td>1</td>
<td>4</td>
<td>0.25</td>
</tr>
<tr>
<td>$C \rightarrow T P$</td>
<td>1</td>
<td>8</td>
<td>0.125</td>
</tr>
<tr>
<td>$P \rightarrow S C$</td>
<td>2</td>
<td>24</td>
<td>0.08333</td>
</tr>
<tr>
<td>$H \rightarrow S C$</td>
<td>1</td>
<td>16</td>
<td>0.0625</td>
</tr>
<tr>
<td>$C \rightarrow S$</td>
<td>1</td>
<td>16</td>
<td>0.0625</td>
</tr>
<tr>
<td>$C \rightarrow S H$</td>
<td>0</td>
<td>12</td>
<td>0</td>
</tr>
<tr>
<td>$C \rightarrow S P$</td>
<td>0</td>
<td>16</td>
<td>0</td>
</tr>
<tr>
<td>$S \rightarrow S C$</td>
<td>0</td>
<td>16</td>
<td>0</td>
</tr>
</tbody>
</table>

Applying this transformation to MCCS5 produces a new alternative system design (MCCS6) as shown in Figure 5.6, which now has almost no implicit interactions and the majority of the contribution ratios, shown in Table 5.9, are zero. This means that most parts of the system only contribute to its intended interactions, which provides a good stopping point for these iterative changes.

Table 5.9: Frequency analysis and contribution ratio results for the direct interactions in the message-passing centralized MCCS (MCCS6)

<table>
<thead>
<tr>
<th>Direct Interaction</th>
<th>Sum Frequency in $P_{implicit}$</th>
<th>Sum Frequency in $P_{intended}$</th>
<th>$R_{A \rightarrow T B}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C \rightarrow S$</td>
<td>1</td>
<td>2</td>
<td>0.5</td>
</tr>
<tr>
<td>$P \rightarrow S C$</td>
<td>1</td>
<td>3</td>
<td>0.3333</td>
</tr>
<tr>
<td>$H \rightarrow S C$</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>$C \rightarrow S P$</td>
<td>0</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>$C \rightarrow S H$</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>$S \rightarrow S C$</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>
Additional Manufacturing Cell Control System Design Alternatives

The iterative application of design changes and weak point identification above has led to a highly centralized design, but there is another option. The purpose of C is to control operations, but in the original system design it already does not perform this responsibility by itself. Therefore, we can also decentralize the system by removing the C entirely and coordinating the remaining three agents through a more distributed control. With a more distributed approach, we can also then eliminate some of the weak points in the original system: If S directly communicates with P when material is unloaded, then P does not need to check status anymore, so we can eliminate S → P, and P → C no longer exists because C is not in the system. We make these changes in incremental steps according to the following transformations:
Figure 5.7: Alternative design MCCS8 with control distributed by removing the control agent C, after applying transformations T5a and T5b to MCCS1.

**T5** Distribute control across all agents by removing C from the system entirely.

**T5a** Remove C from the system, restructuring communication via stimuli to coordinate the remaining operations without a centralized control agent.

**T5b** Remove shared variable *status* as it is no longer needed since S communicates directly via stimuli with P.

Starting from the original system design MCCS1, applying transformation T5a results in MCCS7 and applying both transformations T5a and T5b results in MCCS8. The communications in MCCS8 to achieve its objectives are structured as shown in Figure 5.7. Without the overhead of the additional control agent, *start* immediately triggers S to load material, which is then unloaded by H, triggering P to setup and then process the material.

Finally, an interesting property of centralizing the system over multiple iterations of weak point identification and redesign is how there is very little concurrency in the system designs in Figure 5.5 and Figure 5.6. We can introduce some more concurrency to the system by changing how the system resets H and P. Instead of resetting H first...
Figure 5.8: Alternative design MCCS10 in which T6 is applied to design MCCS6 to simultaneously reset H and P second, we can broadcast a reset stimulus to both to reset them for the next round of operations at the same time:

**T6** Replace resetH and resetP with a single stimulus reset. Have C only send end once both doneH and doneP are received in either order.

By applying T6 to MCCS5 in Figure 5.5 and to MCCS6 in Figure 5.6, we produce design alternatives MCCS9 and MCCS10 respectively. The collaboration diagram for MCCS10 is shown in Fig. 5.8. The structure of the collaboration diagram is overall very similar to that of Fig. 5.6, but the change described in T6 results in a slightly higher prevalence of implicit interactions. A similar change in the prevalence of implicit interactions occurs between MCCS5 and MCCS9 from the added concurrency introduced by T6.
Implicit Interaction Dataset for the MCCS Design Alternatives

The above transformations are combined to generate a total of 10 formal models for alternative designs of the MCCS. Table 5.10 shows the prevalence of implicit interactions in each of these system design alternatives.

Table 5.10: Measurements of the prevalence of implicit interactions for each system design alternative for the MCCS

<table>
<thead>
<tr>
<th>System Design Alternative</th>
<th>Transformations Applied</th>
<th>Number of Implicit Interactions</th>
<th>Prevalence of Implicit Interactions</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCCS1</td>
<td></td>
<td>29</td>
<td>44.61%</td>
</tr>
<tr>
<td>MCCS2</td>
<td>T1</td>
<td>15</td>
<td>35.71%</td>
</tr>
<tr>
<td>MCCS3</td>
<td>T2</td>
<td>19</td>
<td>37.25%</td>
</tr>
<tr>
<td>MCCS4</td>
<td>T2, T3a</td>
<td>17</td>
<td>38.64%</td>
</tr>
<tr>
<td>MCCS5</td>
<td>T2, T3a, T3b</td>
<td>3</td>
<td>16.67%</td>
</tr>
<tr>
<td>MCCS6</td>
<td>T2, T3a, T3b, T4</td>
<td>1</td>
<td>8.333%</td>
</tr>
<tr>
<td>MCCS7</td>
<td>T5a</td>
<td>3</td>
<td>17.65%</td>
</tr>
<tr>
<td>MCCS8</td>
<td>T5a, T5b</td>
<td>2</td>
<td>18.18%</td>
</tr>
<tr>
<td>MCCS9</td>
<td>T2, T3a, T3b, T6</td>
<td>4</td>
<td>22.22%</td>
</tr>
<tr>
<td>MCCS10</td>
<td>T2, T3a, T3b, T4, T6</td>
<td>2</td>
<td>16.67%</td>
</tr>
</tbody>
</table>

MCCS1 is the original system design, MCCS2 through MCCS6 are generated solely from identifying weak points to inform design changes, and the remaining MCCS7 through MCCS10 are alternative system designs created as opposites to some of the side effects that the weak-point-focused design changes produced. We see that overall, the original system design MCCS1 has both the highest number of implicit interactions and the highest prevalence of implicit interactions, which makes sense as most of the design alternatives generated are created by applying the methods for identifying weak points. MCCS6, the design alternative produced at the end of the
iterative formal analysis process, has the lowest prevalence of implicit interactions overall.

5.3.2 Design Alternatives for the WDS

While some of the model transformations for the WDS are based solely in weak point identification, this larger system presents an opportunity to see how different independent design considerations might impact the prevalence of implicit interactions when considered in isolation, and together. Model transformations are also created to address design considerations such as centralization and concurrency, which are combined whenever possible to produce many more design alternatives than the MCCS.

Eliminating Design Oversights

The way in which faults are modelled in the WDS is the issue that causes the oversight $SO3 \to^S SAP$. While there is nothing wrong with modelling a fault as an external stimulus, either $SO3$ or $SAP$ receiving a fault causes it to broadcast another $fault$, which will cause the other agent to trigger its own faulting actions. This is because communication via stimuli in $C^2KA$ is broadcast, so any stimuli propagation such as this needs to be handled carefully. We need separate stimuli to model each fault, as described in the following model transformation:

**TI** Instead of both $SO3$ and $SAP$ sending $fault$ when a fault occurs, $SO3$ sends $so3fault$ and $SAP$ sends $sapfault$
The oversights $OP \rightarrow_S SAP$ and $OP \rightarrow_S SO3$ both have the same root cause in the model. Like the fault stimuli propagated by $SO3$ and $SAP$, the WDS intends to have $PLC$ propagate a fixed stimulus to $SAP$ and $SO3$ when it receives fixed from $OP$. However, since both stimuli have the same name, $OP$ broadcasting fixed actually influences all of $PLC$, $SAP$, and $SO3$, and $PLC$ broadcasting fixed influences $SAP$ and $SO3$ a second time. We can therefore change the system in one of two ways. We need to modify the system design by either renaming appropriate stimuli to fix the intended stimuli propagation in the original design, or we must do away with stimuli propagation and directly communicate the fixed stimuli.

**TII** Rename the stimulus that $PLC$ sends in response to receiving fixed to fixed2

**TIII** $PLC$ should not propagate the fixed stimulus at all. Instead, $OP$ will directly send fixed to $PLC$, $SAP$, and $SO3$. $PLC$ will no longer send any stimulus in response to receiving fixed.

For consistency, we will also broadcast the fault signals from $SAP$ and $SO3$ directly to $PLC$ and $OP$ which we will perform in multiple incremental steps to observe what, if any, impact an inconsistent design has on the prevalence of implicit interactions in that system:

**TIV** Send fault signals from $SAP$ and $SO3$ directly to $PLC$ and $OP$ instead of sending fault signals to $PLC$ and $PLC$ broadcasting the stimulus alarm

**TIVa** Broadcast only the fault signal from $SAP$ directly to $PLC$ to $OP$. The fault signal from $SO3$ is still propagated through $PLC$ to $OP$ and the fixed signal from $OP$ is still propagated through $PLC$.  
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**TIVb** Broadcast both fault signals from SAP and SO3 directly to PLC to OP.

From these transformations we create multiple design alternatives, varying which oversights are still present in the system to understand how different oversights might impact a system differently. Table 5.11 summarizes all the design alternatives generated from the above model transformations, and which oversights are still present in each alternate design.

### Table 5.11: WDS design alternatives with varying numbers of oversights present in the system

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>WDS1</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>WDS2 TI</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>WDS3 TII</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>WDS4 TII TIII</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>WDS5 TII</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>WDS6 TIVa</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>WDS7 TIVb</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>WDS8 TI TIVa</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>WDS9 TI TIVb</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>WDS10 TI TIII TIVa</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>WDS11 TI TIII TIVb</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>

WDS4 and WDS11 are the two alternative designs from Table 5.11 in which we are primarily interested, as these are the end results of applying transformations to remove all oversights. WDS10 also has no oversights, but this design alternative is only a stepping stone towards WDS11 that we include to have a more fine-grained view on the model transformations we apply. The elimination of oversights in either WDS4 or WDS11 greatly reduces the prevalence of implicit interactions in the system. While the original system has 74 implicit interactions, making up 52.48% of all possible
interactions, both the design alternatives have only 15 implicit interactions, with those 15 interactions making up 28.30% of all interactions in the design alternative WDS4, shown in Figure 5.9a, and 19.48% of all interactions in the design alternative WDS11, shown in Figure 5.9b.

(a) Alternative design WDS4 to fix the model’s intended stimuli propagation, after applying transformations TI and TII to WDS1

(b) Alternative design WDS11 that directly communicates all fixed and fault stimuli, after applying transformations TII, TIII, TIVb to WDS1

Figure 5.9: Alternative designs to fully eliminate oversights in the WDS

While the number of implicit interactions in both design alternatives is similar, the new weak point shows greater difference. The interaction contribution ratios for the design alternatives in Figure 5.9 are shown in Table 5.12, along with those for the original system for comparison. In Table 5.12, “n/a” indicates that the direct interaction does not occur in either the implicit or intended interactions of the system design, while “...” indicates that the direct interaction is an oversight. From Table 5.12, we can see that by renaming the stimuli to remove oversights, those communications channels that were the oversights no longer exist, whereas renaming oversights by broadcasting stimuli directly between OP and other agents results in new communication channels not present in either other design alternative. The design alternatives in Figure 5.9
have the six direct interactions with the largest contribution ratios highlighted in red. In Figure 5.9b, the two highest interaction contribution ratios are for those direct interactions that were oversights in the original design. This points towards the design alternative in Figure 5.9a, perhaps being a better solution to eliminate those oversights.

Table 5.12: Interaction contribution ratios for the original WDS side-by-side with the contribution ratios for the alternative designs generated by transformations in Figure 5.9a and Figure 5.9b

<table>
<thead>
<tr>
<th>Direct Interaction $A \rightarrow B$</th>
<th>$R_{A \rightarrow B}$ for WDS1</th>
<th>$R_{A \rightarrow B}$ for WDS4</th>
<th>$R_{A \rightarrow B}$ for WDS11</th>
</tr>
</thead>
<tbody>
<tr>
<td>OP $\rightarrow$ SAP</td>
<td>n/a</td>
<td>n/a</td>
<td>3.0</td>
</tr>
<tr>
<td>OP $\rightarrow$ SO3</td>
<td>n/a</td>
<td>n/a</td>
<td>2.0</td>
</tr>
<tr>
<td>SO3 $\rightarrow$ SAP</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>SAP $\rightarrow$ SFM</td>
<td>2.75</td>
<td>0.625</td>
<td>1.0</td>
</tr>
<tr>
<td>SFM $\rightarrow$ PLC</td>
<td>2.125</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>PLC $\rightarrow$ SAP</td>
<td>1.8889</td>
<td>1.0</td>
<td>n/a</td>
</tr>
<tr>
<td>SAP $\rightarrow$ PLC</td>
<td>1.75</td>
<td>0.25</td>
<td>1.0</td>
</tr>
<tr>
<td>SO3 $\rightarrow$ PLC</td>
<td>1.375</td>
<td>0.25</td>
<td>1.0</td>
</tr>
<tr>
<td>SO3 $\rightarrow$ PLC</td>
<td>1.375</td>
<td>0.1667</td>
<td>1.0</td>
</tr>
<tr>
<td>PLC $\rightarrow$ OP</td>
<td>1.1111</td>
<td>0</td>
<td>n/a</td>
</tr>
<tr>
<td>PLC $\rightarrow$ SO3</td>
<td>1.1111</td>
<td>0.3</td>
<td>n/a</td>
</tr>
<tr>
<td>SAP $\rightarrow$ SO3</td>
<td>1.0</td>
<td>0.375</td>
<td>0.375</td>
</tr>
<tr>
<td>SAP $\rightarrow$ SO3</td>
<td>1.0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>OP $\rightarrow$ PLC</td>
<td>0.3889</td>
<td>0.2</td>
<td>0</td>
</tr>
<tr>
<td>PLC $\rightarrow$ CFP1</td>
<td>0.3333</td>
<td>0.1</td>
<td>0.1667</td>
</tr>
<tr>
<td>PLC $\rightarrow$ CFP2</td>
<td>0.3333</td>
<td>0.1</td>
<td>0.1667</td>
</tr>
<tr>
<td>SAP $\rightarrow$ SFM</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>SFM $\rightarrow$ PLC</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>SO3 $\rightarrow$ OP</td>
<td>n/a</td>
<td>n/a</td>
<td>0.375</td>
</tr>
<tr>
<td>SAP $\rightarrow$ OP</td>
<td>n/a</td>
<td>n/a</td>
<td>0</td>
</tr>
</tbody>
</table>
Introducing an Additional Agent to Distribute Control

It is interesting that in Figure 5.9a, those direct interactions that are highlighted in red form cycles made up of a combination of direct interactions that are part of the chemical pump-controlling process of the system and fault-managing process. PLC is central to these two separate processes that occur in the system and the question becomes whether one agent should control two separate system processes, as this could serve as a point where the potential communication paths can “jump” from one intended control flow to the other and lead to a higher prevalence of implicit interactions. We experiment with adding a fault manager agent called FAULTMNGR that can help to decouple each process by coordinating the communications related to reporting and fixing faults while PLC continues to coordinate the communications related to controlling the chemical feed pumps:

TV Introduce agent FAULTMNGR. When a fault occurs in SAP or SO3, they send a signal to FAULTMNGR instead of PLC, and FAULTMNGR sends alarm to PLC and OP. When the fault is resolved, OP sends a fixed signal to FAULTMNGR, which then broadcasts a signal to PLC, SAP, and SO3.

Figure 5.10 shows the application of model transformation TV to the design alternative in Figure 5.9a to produce WDS13. Another version of the system is also created, WDS12 which adds the FAULTMNGR into the original system design with oversights still present. In WDS13, there are 23 implicit interactions making up 31.08% of all possible interactions in the system, an increase from the system without the fault manager agent. The weak points highlighted in red are those direct interactions that
still have a contribution ratio above one in Table 5.13. When we look at all these interaction weak points together, we see in Figure 5.10 that the weak points form paths made up of direct interactions from the two separate processes in the WDS. The paths in red in Figure 5.10 flow from OP and FAULTMNGR which only take part in one of the two system processes, through SAP and SO3 which take part in both processes in the system, to PLC and SFM which only take part in the other system process. This issue is reminiscent of the idea of non-interference, in which a system’s low-level inputs should produce the same results regardless of the system’s high-level inputs [GM82], and warrants further investigation.

The Role of Interference in the Prevalence of Implicit Interactions

To investigate how multiple processes in one system may be interfering to produce more implicit interactions, we use the WDS design alternative WDS4, which has no
Table 5.13: Frequency analysis and contribution ratio results for the direct interactions in the WDS with a fault manager agent (Transformations \(TI, TII, \text{ and } TV\))

<table>
<thead>
<tr>
<th>Direct Interaction (A \rightarrow_{\tau} B)</th>
<th>Sum Frequency in (P_{\text{implicit}})</th>
<th>Sum Frequency in (P_{\text{intended}})</th>
<th>(R_{A\rightarrow_{\tau}B})</th>
</tr>
</thead>
<tbody>
<tr>
<td>FAULTMNGR (\rightarrow_{S}) SAP</td>
<td>11</td>
<td>3</td>
<td>3.6667</td>
</tr>
<tr>
<td>FAULTMNGR (\rightarrow_{S}) SO3</td>
<td>10</td>
<td>3</td>
<td>3.3333</td>
</tr>
<tr>
<td>SO3 (\rightarrow_{\mathcal{E}}) PLC</td>
<td>11</td>
<td>4</td>
<td>2.75</td>
</tr>
<tr>
<td>SAP (\rightarrow_{\mathcal{E}}) SFM</td>
<td>6</td>
<td>4</td>
<td>1.5</td>
</tr>
<tr>
<td>OP (\rightarrow_{S}) FAULTMNGR</td>
<td>9</td>
<td>9</td>
<td>1.0</td>
</tr>
<tr>
<td>SAP (\rightarrow_{S}) FAULTMNGR</td>
<td>4</td>
<td>5</td>
<td>0.8</td>
</tr>
<tr>
<td>SFM (\rightarrow_{\mathcal{E}}) PLC</td>
<td>3</td>
<td>4</td>
<td>0.75</td>
</tr>
<tr>
<td>SAP (\rightarrow_{\mathcal{E}}) SO3</td>
<td>4</td>
<td>9</td>
<td>0.4444</td>
</tr>
<tr>
<td>PLC (\rightarrow_{\mathcal{E}}) CFP1</td>
<td>4</td>
<td>11</td>
<td>0.3636</td>
</tr>
<tr>
<td>PLC (\rightarrow_{\mathcal{E}}) CFP2</td>
<td>4</td>
<td>11</td>
<td>0.3636</td>
</tr>
<tr>
<td>SO3 (\rightarrow_{S}) FAULTMNGR</td>
<td>3</td>
<td>10</td>
<td>0.3</td>
</tr>
<tr>
<td>FAULTMNGR (\rightarrow_{S}) PLC</td>
<td>2</td>
<td>9</td>
<td>0.2222</td>
</tr>
<tr>
<td>SAP (\rightarrow_{S}) SFM</td>
<td>0</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>FAULTMNGR (\rightarrow_{S}) OP</td>
<td>0</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td>SAP (\rightarrow_{S}) SO3</td>
<td>0</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td>SFM (\rightarrow_{S}) PLC</td>
<td>0</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>SO3 (\rightarrow_{S}) PLC</td>
<td>0</td>
<td>4</td>
<td>0</td>
</tr>
</tbody>
</table>

oversights and is shown in Figure 5.9a. We create models that capture just one of two processes in the system. Then, we create four models that each include only the communication that propagates from one of the four stimuli that enter the system from outside the system boundary.

We know that the complete design in Figure 5.9a has 15 implicit interactions, but when we separate the system into only the communication to control chemical feed pumps in Figure 5.11a and only the communication to report and fix faults in Figure 5.11b we find many fewer. The model in Figure 5.11b has only two implicit interactions, \(SAP \rightarrow_{S} PLC \rightarrow_{S} SO3\) and \(SO3 \rightarrow_{S} PLC \rightarrow_{S} SAP\), while the model in
(a) Only communication that makes up the sampling and pump control process

(b) Only communication that makes up the fault reporting and fixing process

Figure 5.11: Alternative designs of the WDS that capture only one of two processes in the system

Figure 5.11a has no implicit interactions. The remaining 13 implicit interactions in WDS4 come from a combination of communications from the two processes. This is an aspect of system designs not seen in the MCCS, as it only contains one main control flow.

When we examine the communications that result from each stimulus received from outside the system boundary in isolation, we see the extent to which interference plays a role even further. In this context, interference now refers to interactions between the control flows that result from an external stimulus, rather than interactions between the pump-control and fault-management processes within the system. Figure 5.12 shows a breakdown of WDS4 into the communication that stems from each of the four external stimuli: start, sapfault, so3fault, and repair. Figure 5.12a is the same as Figure 5.11a, but Figures 5.12b, 5.12c, and 5.12d show Figure 5.11b broken down into three parts. None of the models in Figure 5.12 have any implicit interactions. What we find is that the implicit interactions in Figure 5.11b only appear when all
Figure 5.12: Alternative designs of the WDS that each capture the communication flow from only one external stimuli

three of Figures 5.12b, 5.12c, and 5.12d are combined, just as how the majority of the implicit interactions in WDS4 only appear when combining the chemical feed pump control and fault management processes. The MCCS only has one external stimuli to initiate its’ single process, so the issue of interference does not arise.
Additional WDS Design Alternatives

In the original WDS system design, all the stimuli for managing faults are centralized around PLC. We create another model transformation to fully centralize the system around PLC, by centralizing the pump-controlling communications around PLC as well over multiple steps. With this, we can see if centralization has a similar impact to that of the MCCS transformation.

TVI Centralize the pump-controlling stimuli fully around PLC

TVIa Centralize all pump-controlling stimuli around PLC. On receiving start, SAP still sends eff, but now PLC responds by sending getdata, which causes SO3 and SFM to perform the same work they would normally. Communication via shared environment is unchanged.

TVIb Centralize all pump-controlling shared environments around PLC. Instead of SO3 and SFM directly referencing effluent, PLC now stores effluent in the shared environment sapResult. SO3 and SFM now reference sapResult where they previously referenced effluent in their concrete behaviors.

Four design alternatives are created by applying TVIa by itself, and another four by applying TVIa and TVIb together, to centralize the pump-controlling process in the original system design (WDS1), the WDS without oversights (WDS4), and the WDS with the additional FAULTMNGR agent (WDS12 and WDS13). As an example of the resulting system designs, the application of transformations TVIa and TVIb to WDS4 results in the system design WDS17 shown in Figure 5.13. In this organization of
agents, the fault management process is unchanged, but now the communication flow for sampling and pump control is entirely coordinated by PLC. When we start with centralizing just the stimuli and leave the shared environments untouched, the number of implicit interactions in the system increases from 15 to 27, however, continuing to centralize the system through its shared environments as well decreases the number of implicit interactions in the system design again to 20.

![Diagram](image)

Figure 5.13: Alternative design with communication centralized around PLC after applying transformations TI, TII, TVI, and TVII.

The final transformation we apply relates to concurrency in the system. The actions of SO3 and SFM are independent and have been designed to operate in parallel up until now, so we want to see how the prevalence of implicit interactions changes when we serialize their actions:
TVII Once SAP completes its actions, instead of both SO3 and SFM performing their behaviors in parallel, SFM will measure the flow rate and, only when SFM is finished, SO3 will perform its behaviors in the system.

We can combine this transformation with any alternate system design that has centralized all stimuli around PLC (TVIa), regardless of whether oversights are present (TII and TIII), the FAULTMNGR is included in the system (TV), or the shared environments are also centralized (TVIb). Applying transformation TVII to WDS17 in Figure 5.13 produces WDS21, which does not change the structure of the system design’s communications, only their order. The difference is best shown in their intended interactions in Figure 5.14. Figure 5.14a shows the intended interactions for the system design when SFM and SO3 perform their behaviors in parallel, and figure 5.14b shows the intended interactions for the system design when SFM and SO3 perform their behaviors in series. Specifically in the case of WDS17 and WDS21, the number of implicit interactions increases from 20 in WDS17 when SFM and SO3 operate in parallel, to 24 in WDS21 when SFM and SO3 operate in series.

Figure 5.14: Alternative intended interactions of the WDS showing SO3 and SFM operating in parallel and in series
Implicit Interaction Dataset for the WDS Design Alternatives

Table 5.14 shows the prevalence of implicit interactions in each of the 29 total system design alternatives generated through combinations of the model transformations we identified. WDS1 is the original system design. WDS2 through WDS11 are generated from combining the different approaches to eliminating oversights. WDS12, WDS13, and WDS22 to WDS29 all include the additional FAULTMNGR agent. WDS14 through WDS29 all include one or both of the transformations to centralize the chemical feed pump-controlling communication around PLC. WDS18 to WDS21, WDS24, WDS25, WDS28, and WDS29 all serialize the actions of SO3 and SFM. Overall, WDS23 and WDS25, which include the FAULTMNGR and have oversights, have the highest prevalence of implicit interactions. WDS4 and WDS11, which only attempt to eliminate oversights and are the endpoints of applying the methods for identifying weak points in the WDS, have the lowest number of implicit interactions. For the WDS, we also include the number of oversights present in each alternate system design.
Table 5.14: Measurements of the prevalence of implicit interactions for each system design alternative for the WDS

<table>
<thead>
<tr>
<th>System Design Alternative</th>
<th>Transformations Applied</th>
<th>Number of Implicit Interactions</th>
<th>Percentage of Interactions that are Implicit</th>
<th>Number of Oversights</th>
</tr>
</thead>
<tbody>
<tr>
<td>WDS1</td>
<td></td>
<td>74</td>
<td>52.48%</td>
<td>3</td>
</tr>
<tr>
<td>WDS2</td>
<td>T1</td>
<td>46</td>
<td>48.94%</td>
<td>2</td>
</tr>
<tr>
<td>WDS3</td>
<td>TII</td>
<td>29</td>
<td>36.25%</td>
<td>1</td>
</tr>
<tr>
<td>WDS4</td>
<td>TII, TIII</td>
<td>15</td>
<td>28.30%</td>
<td>0</td>
</tr>
<tr>
<td>WDS5</td>
<td>TIII</td>
<td>37</td>
<td>33.64%</td>
<td>1</td>
</tr>
<tr>
<td>WDS6</td>
<td>TVa</td>
<td>124</td>
<td>62.62%</td>
<td>4</td>
</tr>
<tr>
<td>WDS7</td>
<td>TVb</td>
<td>97</td>
<td>57.74%</td>
<td>3</td>
</tr>
<tr>
<td>WDS8</td>
<td>TII, TVa</td>
<td>63</td>
<td>56.25%</td>
<td>2</td>
</tr>
<tr>
<td>WDS9</td>
<td>TII, TVb</td>
<td>68</td>
<td>57.63%</td>
<td>2</td>
</tr>
<tr>
<td>WDS10</td>
<td>TII, TIII, TVa</td>
<td>19</td>
<td>23.17%</td>
<td>0</td>
</tr>
<tr>
<td>WDS11</td>
<td>TII, TIII, TVb</td>
<td>15</td>
<td>19.48%</td>
<td>0</td>
</tr>
<tr>
<td>WDS12</td>
<td>TV</td>
<td>114</td>
<td>52.34%</td>
<td>4</td>
</tr>
<tr>
<td>WDS13</td>
<td>TII, TV</td>
<td>23</td>
<td>31.08%</td>
<td>0</td>
</tr>
<tr>
<td>WDS14</td>
<td>TVa</td>
<td>118</td>
<td>68.61%</td>
<td>4</td>
</tr>
<tr>
<td>WDS15</td>
<td>TVa, TVIa</td>
<td>112</td>
<td>76.71%</td>
<td>4</td>
</tr>
<tr>
<td>WDS16</td>
<td>TII, TVIa</td>
<td>27</td>
<td>41.54%</td>
<td>0</td>
</tr>
<tr>
<td>WDS17</td>
<td>TII, TIII, TVIa, TVIb</td>
<td>20</td>
<td>37.04%</td>
<td>0</td>
</tr>
<tr>
<td>WDS18</td>
<td>TVIa, TVII</td>
<td>135</td>
<td>78.49%</td>
<td>4</td>
</tr>
<tr>
<td>WDS19</td>
<td>TVIa, TVIb, TVII</td>
<td>116</td>
<td>79.45%</td>
<td>4</td>
</tr>
<tr>
<td>WDS20</td>
<td>TII, TVIa, TVII</td>
<td>32</td>
<td>49.23%</td>
<td>0</td>
</tr>
<tr>
<td>WDS21</td>
<td>TII, TVIa, TVII, TVIb</td>
<td>24</td>
<td>44.44%</td>
<td>0</td>
</tr>
<tr>
<td>WDS22</td>
<td>TV, TVIa</td>
<td>223</td>
<td>63.90%</td>
<td>5</td>
</tr>
<tr>
<td>WDS23</td>
<td>TV, TVIa, TVIb</td>
<td>310</td>
<td>83.11%</td>
<td>5</td>
</tr>
<tr>
<td>WDS24</td>
<td>TV, TVIa, TVII</td>
<td>279</td>
<td>79.94%</td>
<td>5</td>
</tr>
<tr>
<td>WDS25</td>
<td>TV, TVIa, TVIb, TVII</td>
<td>323</td>
<td>86.60%</td>
<td>5</td>
</tr>
<tr>
<td>WDS26</td>
<td>TII, TVIa</td>
<td>48</td>
<td>39.34%</td>
<td>0</td>
</tr>
<tr>
<td>WDS27</td>
<td>TII, TVIa, TVIb, TVII</td>
<td>76</td>
<td>60.32%</td>
<td>0</td>
</tr>
<tr>
<td>WDS28</td>
<td>TII, TVIa, TVIb, TVII</td>
<td>68</td>
<td>55.74%</td>
<td>0</td>
</tr>
<tr>
<td>WDS29</td>
<td>TII, TVIa, TVIb, TVIb, TVII</td>
<td>82</td>
<td>65.08%</td>
<td>0</td>
</tr>
</tbody>
</table>


5.4 Graph-Based Analysis

The purpose of performing a graph-based analysis on the alternative designs generated in Section 5.3 is to discover what relationships exist with the prevalence of implicit interactions discussed in Section 6.2. For each of the 10 design alternatives for the MCCS and the 29 design alternatives for the WDS, we first build an interaction model of the system design to which graph-based measurements can be applied. Then, after identifying measurements to take based on system properties we are interested in examining in Section 5.4.2, we record the measurements for the MCCS and WDS in Section 5.4.3.

5.4.1 Interaction Models

The interaction model of a system design is a directed multi-graph, where the set of agents \( \mathcal{A} \) is the set of nodes and there are two classes of edges: one for communication via stimuli and a second for communication via shared environment. Between any pair of nodes, there is one edge for each stimulus communicated and one edge for each shared variable defined by the source agent and referenced by the sink agent. This is not the same as using the set \( \mathcal{P}_{\text{direct}} \) as the edges in the graph. While the graph \((\mathcal{A}, \mathcal{P}_{\text{direct}})\) is still a directed multi-graph, it contains at most one edge from each class between any two nodes. Given the interaction model of a system, we can remove duplicate edges from each edge class between nodes to obtain the graph \((\mathcal{A}, \mathcal{P}_{\text{direct}})\), which is a communication graph \([PP05]\) of the system design. While the interaction
Figure 5.15: The difference between communication graphs, collaboration diagrams, and interactions graphs for MCCS1 model shows what information is communicated between agents, the communication graph only shows the communication channels that exist in the system.

Figure 5.15 shows the difference between collaboration diagrams, communication graphs, and the interaction model. In the original MCCS design shown in the collaboration diagram in Figure 5.15a, the difference lies in the direct interactions $S \rightarrow_{S} C$ and $C \rightarrow_{S} P$. In the communication graph in Figure 5.15b, this is treated as one solid edge from $S$ to $C$ and one solid edge from $C$ to $P$, whereas the interaction model shown in Figure 5.15c contains two solid edges from $S$ to $C$ and two solid edges from $C$ to $P$ because the two labels on the edges $S \rightarrow_{S} C$ and $C \rightarrow_{S} P$ in the collaboration diagram represent two different stimuli. Besides a collaboration diagram, we can also build the interaction model, and therefore the communication graph, from a sequence diagram or through the formal model itself by using the set of agents $\mathcal{A}$ as nodes, determining edges for communication via stimuli from the stimulus-response specification of each agent, and determining edges for communication via shared environment from the concrete behavior specifications of each agent.
5.4.2 Measurable System Properties of Interest

Throughout our experiments, we take measurements of system properties for two purposes. First, we want to determine which system properties are related to, and possibly the root cause of, the prevalence of implicit interactions in a system design. Second, we want to obtain indicators of the prevalence of implicit interactions, such that if a measurement increases or decreases from one design iteration to the next, we can see that the prevalence of implicit interactions reliably increases or decreases as well.

To take a measurement of a system property, we adopt an approach similar to the method proposed by Cavano and McCall [CM78] for measuring software quality. We determine the property of the system in which we are interested, select an attribute of the system that would characterize this system property, and then take a quantitative measurement of that system attribute. The attribute must be measured in a consistent way, and a relationship between the system property and measurement must be clearly explained. We explain each of the system properties we are interested in the above style, discuss why we expect them to relate to the prevalence of implicit interactions in a system, and what type of relationship we expect to see.

System-Level Complexity

The idea that complexity relates to a higher prevalence of implicit interactions has been expressed in terms system size [JV17b], interconnectedness [JV17a], and hidden coupling [JV17a, Jas20a]. Therefore, we explore multiple different measurements that
represent the concept of system complexity to determine how complexity is relevant to the prevalence of implicit interactions.

We expect larger systems to have a higher prevalence of implicit interactions because if a system is composed of more parts, more considerations need to be made to avoid having interactions go unnoticed, and there are more opportunities for things to go wrong. We can measure complexity as related to size in two ways. First, we can use the cyclomatic complexity $CC$ of the communication graph:

\[
CC = e - n + 2p
\]

(5.4)

where $e$ is the number of edges, $n$ is the number of nodes, and $p$ is the number of connected components. In the communication graph, $e$ is the number of direct interactions in $P_{direct}$ and $n$ is the number of agents in $A$. When a directed graph is connected (i.e., replacing all of its directed edges with undirected edges produces a path between each pair of nodes), there is one component, so $p$ is 1. This is the case in all our design alternatives. Therefore, we can simplify the equation for our context to:

\[
CC = |P_{direct}| - |A| + 2
\]

(5.5)

We can also measure complexity from the $C^2KA$ representation of the system. The “size” of a system in this view would relate to how large the next-stimulus and next-behavior mappings are, which we can calculate by multiplying the total number of behaviors in a system by the number of stimuli in the system. The size of the $C^2KA$...
The specification is calculated as:

\[ |\text{Spec}| = |K \setminus \{0, 1\}| \times |S \setminus \{\text{n, d}\}| \]  

(5.6)

We can multiply the size of each set to get the size of the specification because the next-behavior and next-stimulus mappings are total functions. Every combination of stimulus and behavior in either mapping has an output stimulus or behavior, even if they are simply the identity or annihilating elements \(\{0, 1\}\) from \(K\) or \(\{\text{n, d}\}\) from \(S\). We exclude these identity and annihilating elements from both sets when measuring the size of the \(C^2KA\) representation of the system because they will always be present in every system design represented with \(C^2KA\). Their exclusion also allows for the measurement to be clearer from how we represent the next-behavior and next-stimulus mappings. For example, one can reach the same result as Equation 5.6 for the original \textit{MCCS} design by counting the number of cells in the tabular representations of either mapping in Section 4.4. The cyclomatic complexity of a system design conveys the structural size of the system, as it measures system size in terms of how many components and communication channels a system is composed of, whereas the size of the \(C^2KA\) specification is more related to a behavioral view of complexity as it is concerned with what states and messages exist in the system.

Finally, as implicit interactions are defined as paths and therefore do not repeat any agents in their communication sequence, we want to see how cycles in the communication graph of a system design relates to the prevalence of implicit interactions. We measure cycles in terms of the number that exist in the graph, the size of largest cycle, and the median length of cycles that exist in the graph. Agents that take part
Figure 5.16: Example systems to differing number and size of cycles

in cycles, as shown in Figure 5.16b and Figure 5.16c have the potential to influence every other agent in that cycle, whereas in Figure 5.16a agents $E$ and $D$ have no communication paths that lead to $B$ or $A$. We expect a system with a greater prevalence of implicit interactions to have more cycles and tend towards having cycles of a larger size.

Agent-Level Complexity

When considering complexity from a coupling perspective, we look at each agent in a system design, rather than a system design as a whole, to see how it relates to the prevalence of implicit interactions. We look at the coupling of an agent as how many ways it can communicate with other agents, and therefore we can count coupling for any given agent with its *degree centrality* in the interaction model of the system design. Degree centrality measures the total number of incoming and outgoing edges for a given node in the graph [BJG07]. For a directed graph, this can be broken
Table 5.15: Degree centrality values for each agent in the MCCS

<table>
<thead>
<tr>
<th>Agent</th>
<th>Degree Centrality</th>
<th>In-Degree</th>
<th>Out-Degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>9</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>S</td>
<td>6</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>H</td>
<td>7</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>P</td>
<td>8</td>
<td>6</td>
<td>2</td>
</tr>
</tbody>
</table>

down into in-degree, which counts just the number of incoming edges for a node, and out-degree, which counts just just the number of outgoing edges for a node. In our context, in-degree is the sum of the number of incoming stimuli an agent receives and the number of shared environments it references, out-degree is the sum of the number of stimuli an agent sends and the number of shared environments it defines, and the degree centrality is the total number of direct communications via stimuli or shared environment in which the agent takes part. We can easily compute these centrality values for the MCCS by counting the edges in Figure 4.1 as shown in Table 5.15.

Since implicit interactions are described as hidden linkages between components [JV17b], we also consider eigenvector centrality and PageRank to measure global influence of an agent. The eigenvector centrality of a node more accurately captures the global importance of a node, where a node’s centrality is assigned based on the centrality of neighboring nodes [Bon87]. These values can be computed using the following equation:

\[ \lambda e = Re \]  

(5.7)

where \( R \) is the adjacency matrix representing an undirected version of the interaction model with eigenvalue \( \lambda \), and \( e \) is the eigenvector centrality values. The \( i \)-th value in \( e \) corresponds to the centrality value for the node represented by row \( i \) in \( R \). For directed
Table 5.16: Eigenvector centrality values for each agent in the MCCS

<table>
<thead>
<tr>
<th>Agent</th>
<th>Eigenvector Centrality</th>
<th>PageRank</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>0.5</td>
<td>0.2869</td>
</tr>
<tr>
<td>S</td>
<td>0.5</td>
<td>0.1399</td>
</tr>
<tr>
<td>H</td>
<td>0.5</td>
<td>0.2524</td>
</tr>
<tr>
<td>P</td>
<td>0.5</td>
<td>0.3208</td>
</tr>
</tbody>
</table>

graphs PageRank can be used instead, which takes into account the in-degrees of nodes instead of all edges \[\text{NH19}\]. Centrality methods give a set of values rather than one number so we cannot as easily compare them across different variations of a system design, but we can compare the centrality measures for each agent with how many implicit interactions each agent is present in to see if a higher centrality by any method relates to that agent occurring more frequently in the system’s implicit interactions. As an example, the eigenvector and PageRank centrality values for the MCCS are given in table 5.16. We compute these values using the NetworkX package for Python, which uses an iterative solver \[\text{Net}\], so some small variation may exist between the values in Table 5.16 and those calculated with Equation 5.7.

Concurrency

Implicit interactions represent possible out-of-order sequences of communication through a system, which are expected to be more prevalent in concurrent systems that have to synchronize activities in order to enforce the correct sequence of communication. The event trace that represents the intended interactions of a system (e.g., Figure 4.4) forks whenever the control flow branches with concurrent behaviors, which translates to more intended interactions in $P_{\text{intended}}$. A greater amount of communication via
shared environments may be required when there is more synchronization required between agents, which also increases the number of intended interactions. Therefore, we can measure concurrency in a system by the amount of intended interactions in a system, and we expect to see a higher prevalence of intended interactions correlate with a higher number of intended interactions.

Figure 5.17 shows an example of how concurrency changes the number of intended interactions. To make this example more simple, only the control flow is shown rather than show both direct interactions via stimuli and via shared environment. Figure 5.17a shows the control flow in the intended interactions for the sampling and pump control process of the WDS and Figure 5.17b shows that same process with transformation TVII applied, serializing the actions of SFM and SO3. The concurrent actions of SFM and SO3 in Figure 5.17b doubles the number of walks through the graph shown compared to Figure 5.17a where each action is done in series.

**Centralization**

It is expected that a higher amount of centralization in a system will correlate with a higher prevalence of implicit interactions. This is because the agents around the centralized agent within a system may be able to influence others through the highly connected central agent. We can measure the centralization of a directed graph by computing the degree centrality of each node in the interaction model and finding the variance in these values [981]. A smaller value indicates that more agents have a degree closer to the mean degree centrality within a system, so agents are similarly centralized, whereas a larger value means that a system has agents with
### Figure 5.17: Example systems to show how the number of intended interactions measures concurrency

Degree centrality values farther from the mean degree centrality value, which occurs in such cases as when there is one highly centralized agent and many other agents with lower degree centrality values.

For example, in Figure 5.18, two versions of a hypothetical system are shown: one centralized around a control agent, and the other distributed. In the centralized system in Figure 5.18a, the variance of degree centrality values is 8.89, because the central control agent has a much higher degree centrality than all other agents, whereas the variance of degree centrality values in the distributed system shown in Figure 5.18b is only 0.96 as all agents have a similar degree centrality.
We expect to see a larger variance in the degree centrality values of a system’s detailed communication graph to correlate positively with the prevalence of implicit interactions in system designs.

### 5.4.3 Graph Measurement Datasets for MCCS and WDS System Design Alternatives

The measurements for each system design alternative of the MCCS are given in Table 5.17. Appendix A.1 contains the centrality measurements for each in each MCCS design alternative. The measurements for each system design alternative of the WDS are given in Table 5.18. Appendix A.2 contains the centrality measurements for each in each WDS design alternative. In both tables, in addition to the measurements described above, we also include the values used to calculate cyclomatic complexity.
(i.e., the number of agents and number of direct interactions) and to calculate the size of the $C^2KA$ specification (i.e., the number of stimuli and number of behaviors).

The two tables help to show some of the differences between the two systems, namely how larger measures of complexity for the $WDS$ show the difference in size between the $WDS$ and the $MCCS$. For the $MCCS$, most of the design alternatives are based solely on identifying weak points and we can see that the original design has both the highest cyclomatic complexity and most cycles of all the $MCCS$ design alternatives. However, this is not true for the original $WDS$ design, in which most design alternatives are not based solely on identifying weak points. We can see for both designs how the centralization measurement coincides with the design alternatives. $MCCS2$ to $MCCS6$, $MCCS9$, and $MCCS10$ all centralize more communication around the control agent, and so the variance in agent degree centrality is larger than $MCCS1$, whereas $MCCS6$ and $MCCS7$ specifically look to distribute system control so the variance in agent degree centrality is smaller than $MCCS1$. Many of the $WDS$ design alternatives include centralizing more communication around $PLC$, which show a higher variance in agent degree centrality than the original system design.
<table>
<thead>
<tr>
<th>System Design Alternative</th>
<th>Number of Agents</th>
<th>Number of Direct Interactions</th>
<th>Cyclomatic Complexity</th>
<th>Number of Stimuli</th>
<th>Number of Behaviors</th>
<th>Size of C^2KA specification</th>
<th>Number of Cycles</th>
<th>Size of Largest cycle</th>
<th>Median Cycle Size</th>
<th>Number of Intended Interactions</th>
<th>Variance of Degree Centrality</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCCS1</td>
<td>4</td>
<td>13</td>
<td>11</td>
<td>12</td>
<td>12</td>
<td>144</td>
<td>15</td>
<td>4</td>
<td>3</td>
<td>16</td>
<td>1.6667</td>
</tr>
<tr>
<td>MCCS2</td>
<td>4</td>
<td>11</td>
<td>9</td>
<td>12</td>
<td>12</td>
<td>144</td>
<td>8</td>
<td>4</td>
<td>2.5</td>
<td>6</td>
<td>4.3333</td>
</tr>
<tr>
<td>MCCS3</td>
<td>4</td>
<td>12</td>
<td>10</td>
<td>12</td>
<td>10</td>
<td>120</td>
<td>8</td>
<td>4</td>
<td>2.5</td>
<td>12</td>
<td>8.3333</td>
</tr>
<tr>
<td>MCCS4</td>
<td>4</td>
<td>11</td>
<td>9</td>
<td>12</td>
<td>10</td>
<td>120</td>
<td>8</td>
<td>4</td>
<td>2.5</td>
<td>8</td>
<td>11.6667</td>
</tr>
<tr>
<td>MCCS5</td>
<td>4</td>
<td>8</td>
<td>6</td>
<td>16</td>
<td>12</td>
<td>192</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>8</td>
<td>40.6667</td>
</tr>
<tr>
<td>MCCS6</td>
<td>4</td>
<td>6</td>
<td>4</td>
<td>16</td>
<td>12</td>
<td>192</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>22.6667</td>
</tr>
<tr>
<td>MCCS7</td>
<td>3</td>
<td>8</td>
<td>7</td>
<td>7</td>
<td>6</td>
<td>42</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>6</td>
<td>0.3333</td>
</tr>
<tr>
<td>MCCS8</td>
<td>3</td>
<td>6</td>
<td>5</td>
<td>7</td>
<td>6</td>
<td>42</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>MCCS9</td>
<td>4</td>
<td>8</td>
<td>6</td>
<td>15</td>
<td>13</td>
<td>195</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>16</td>
<td>40.6667</td>
</tr>
<tr>
<td>MCCS10</td>
<td>4</td>
<td>6</td>
<td>4</td>
<td>15</td>
<td>13</td>
<td>195</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>22.6667</td>
</tr>
</tbody>
</table>
Table 5.18: Graph-based measurements for each system design alternative for the WDS

<table>
<thead>
<tr>
<th>System Design Alternative</th>
<th>Number of Agents</th>
<th>Number of Direct Interactions</th>
<th>Cyclomatic Complexity</th>
<th>Number of Stimuli</th>
<th>Number of Behaviors</th>
<th>Size of C^KA specification</th>
<th>Number of Cycles</th>
<th>Size of Largest cycle</th>
<th>Median Cycle Size</th>
<th>Number of Intended Interactions</th>
<th>Variance of Degree Centrality</th>
</tr>
</thead>
<tbody>
<tr>
<td>WDS1</td>
<td>7</td>
<td>18</td>
<td>13</td>
<td>12</td>
<td>13</td>
<td>156</td>
<td>14</td>
<td>5</td>
<td>3</td>
<td>36</td>
<td>14.4761</td>
</tr>
<tr>
<td>WDS2</td>
<td>7</td>
<td>17</td>
<td>12</td>
<td>13</td>
<td>13</td>
<td>169</td>
<td>9</td>
<td>4</td>
<td>3</td>
<td>40</td>
<td>10.9524</td>
</tr>
<tr>
<td>WDS3</td>
<td>7</td>
<td>16</td>
<td>11</td>
<td>13</td>
<td>13</td>
<td>169</td>
<td>8</td>
<td>4</td>
<td>2.5</td>
<td>40</td>
<td>13.6190</td>
</tr>
<tr>
<td>WDS4</td>
<td>7</td>
<td>15</td>
<td>10</td>
<td>14</td>
<td>13</td>
<td>182</td>
<td>5</td>
<td>3</td>
<td>2</td>
<td>40</td>
<td>10.6667</td>
</tr>
<tr>
<td>WDS5</td>
<td>7</td>
<td>16</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>156</td>
<td>8</td>
<td>5</td>
<td>3.5</td>
<td>45</td>
<td>9.6190</td>
</tr>
<tr>
<td>WDS6</td>
<td>7</td>
<td>20</td>
<td>15</td>
<td>12</td>
<td>13</td>
<td>156</td>
<td>25</td>
<td>5</td>
<td>3</td>
<td>38</td>
<td>16.5714</td>
</tr>
<tr>
<td>WDS7</td>
<td>7</td>
<td>19</td>
<td>14</td>
<td>11</td>
<td>13</td>
<td>143</td>
<td>18</td>
<td>5</td>
<td>3</td>
<td>24</td>
<td>15.2857</td>
</tr>
<tr>
<td>WDS8</td>
<td>7</td>
<td>18</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td>169</td>
<td>12</td>
<td>4</td>
<td>3</td>
<td>38</td>
<td>11.8095</td>
</tr>
<tr>
<td>WDS9</td>
<td>7</td>
<td>18</td>
<td>13</td>
<td>12</td>
<td>13</td>
<td>156</td>
<td>13</td>
<td>5</td>
<td>3</td>
<td>24</td>
<td>10.8095</td>
</tr>
<tr>
<td>WDS10</td>
<td>7</td>
<td>16</td>
<td>11</td>
<td>13</td>
<td>13</td>
<td>169</td>
<td>6</td>
<td>4</td>
<td>3</td>
<td>48</td>
<td>7.5174</td>
</tr>
<tr>
<td>WDS11</td>
<td>7</td>
<td>16</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>156</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>30</td>
<td>6.9048</td>
</tr>
<tr>
<td>WDS12</td>
<td>8</td>
<td>21</td>
<td>15</td>
<td>12</td>
<td>15</td>
<td>180</td>
<td>10</td>
<td>4</td>
<td>3</td>
<td>31</td>
<td>10.5000</td>
</tr>
<tr>
<td>WDS13</td>
<td>8</td>
<td>17</td>
<td>11</td>
<td>14</td>
<td>15</td>
<td>210</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>31</td>
<td>6.8571</td>
</tr>
<tr>
<td>WDS14</td>
<td>7</td>
<td>18</td>
<td>13</td>
<td>13</td>
<td>16</td>
<td>208</td>
<td>15</td>
<td>5</td>
<td>3</td>
<td>28</td>
<td>25.3333</td>
</tr>
<tr>
<td>WDS15</td>
<td>7</td>
<td>19</td>
<td>14</td>
<td>13</td>
<td>16</td>
<td>208</td>
<td>11</td>
<td>4</td>
<td>3</td>
<td>34</td>
<td>35.2381</td>
</tr>
<tr>
<td>WDS16</td>
<td>7</td>
<td>14</td>
<td>9</td>
<td>15</td>
<td>16</td>
<td>240</td>
<td>6</td>
<td>3</td>
<td>2</td>
<td>28</td>
<td>23.8095</td>
</tr>
<tr>
<td>WDS17</td>
<td>7</td>
<td>15</td>
<td>10</td>
<td>15</td>
<td>16</td>
<td>240</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>34</td>
<td>35.4762</td>
</tr>
<tr>
<td>WDS18</td>
<td>7</td>
<td>18</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>210</td>
<td>15</td>
<td>5</td>
<td>3</td>
<td>32</td>
<td>25.3333</td>
</tr>
<tr>
<td>WDS19</td>
<td>7</td>
<td>19</td>
<td>14</td>
<td>14</td>
<td>15</td>
<td>210</td>
<td>11</td>
<td>4</td>
<td>3</td>
<td>102</td>
<td>35.2381</td>
</tr>
<tr>
<td>WDS20</td>
<td>7</td>
<td>14</td>
<td>9</td>
<td>16</td>
<td>15</td>
<td>240</td>
<td>6</td>
<td>3</td>
<td>2</td>
<td>32</td>
<td>23.8095</td>
</tr>
<tr>
<td>WDS21</td>
<td>7</td>
<td>15</td>
<td>10</td>
<td>16</td>
<td>15</td>
<td>240</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>102</td>
<td>31.8095</td>
</tr>
<tr>
<td>WDS22</td>
<td>8</td>
<td>23</td>
<td>17</td>
<td>13</td>
<td>18</td>
<td>234</td>
<td>22</td>
<td>6</td>
<td>3</td>
<td>31</td>
<td>15.4286</td>
</tr>
<tr>
<td>WDS23</td>
<td>8</td>
<td>24</td>
<td>18</td>
<td>13</td>
<td>18</td>
<td>234</td>
<td>19</td>
<td>5</td>
<td>3</td>
<td>57</td>
<td>21.3571</td>
</tr>
<tr>
<td>WDS24</td>
<td>8</td>
<td>23</td>
<td>17</td>
<td>14</td>
<td>17</td>
<td>238</td>
<td>22</td>
<td>6</td>
<td>3</td>
<td>50</td>
<td>15.4286</td>
</tr>
<tr>
<td>WDS25</td>
<td>8</td>
<td>24</td>
<td>18</td>
<td>14</td>
<td>17</td>
<td>238</td>
<td>19</td>
<td>5</td>
<td>3</td>
<td>149</td>
<td>21.3571</td>
</tr>
<tr>
<td>WDS26</td>
<td>8</td>
<td>18</td>
<td>12</td>
<td>15</td>
<td>18</td>
<td>270</td>
<td>9</td>
<td>5</td>
<td>2</td>
<td>31</td>
<td>12.5000</td>
</tr>
<tr>
<td>WDS27</td>
<td>8</td>
<td>19</td>
<td>13</td>
<td>15</td>
<td>18</td>
<td>270</td>
<td>7</td>
<td>4</td>
<td>2</td>
<td>57</td>
<td>19.1429</td>
</tr>
<tr>
<td>WDS28</td>
<td>8</td>
<td>18</td>
<td>12</td>
<td>16</td>
<td>17</td>
<td>272</td>
<td>9</td>
<td>5</td>
<td>2</td>
<td>50</td>
<td>12.5000</td>
</tr>
<tr>
<td>WDS29</td>
<td>8</td>
<td>19</td>
<td>13</td>
<td>16</td>
<td>17</td>
<td>272</td>
<td>7</td>
<td>4</td>
<td>2</td>
<td>149</td>
<td>19.1429</td>
</tr>
</tbody>
</table>
5.5 Conclusions

The purpose of this chapter was to generate all the data required to identify relationships between the prevalence of implicit interactions in a system design and other measurements taken from a semi-formal, graph-based analysis. We presented each activity required to generate this data, which consists of both formal and graph-based methods to model alternate system designs and measure properties. Specifically, the main takeaways from this chapter are:

1. We generate 10 design alternatives of the MCCS through combinations of the model transformations $T_1$, $T_2$, $T_3$, $T_4$, $T_5$, and $T_6$.

2. We generate 29 design alternatives of the WDS through combinations of the model transformations $T_I$, $T_{II}$, $T_{III}$, $T_{IV}$, $T_V$, $T_{VI}$, and $T_{VII}$.

3. For each design alternative, we measure the prevalence of implicit interactions, given in Table 5.10 for the MCCS and Table 5.14 for the WDS.

4. For each design alternative, we measure graph-based measurements, given in Table 5.17 and Appendix A.1 for the MCCS and Table 5.18 and Appendix A.2 for the WDS.

5. For both the MCCS and WDS, the design alternatives with the fewest implicit interactions are the final designs produced from considering only the formal analysis for identifying weak points.
In the next chapter, we compare Table 5.10 with Table 5.17 and Table 5.14 with Table 5.18 to determine which graph-based measurements relate to the implicit interaction measurements for the MCCS and WDS and ultimately determine which system properties and design principles impact the prevalence of implicit interactions in a system design.
Chapter 6

Data Analysis Activities

In this chapter, we detail the data analysis activities presented in Chapter 3. Section 6.1 shows how we compare design alternatives to each other to identify specific changes that relate to differences in system properties to improve our understanding of implicit interactions, and Section 6.2 shows how we use the data generated by the formal and graph-based analyses to identify relationships between the two methods to answer RQ2. In each section, we describe the approach taken in the activity, and show its application on our two illustrative examples: the manufacturing cell control system and wastewater dechlorination system.

6.1 Compare Designs

With several design alternatives of each system, we now revisit those changes made through a more general design-focused lens to examine side effects that occur through
the application of model transformations. We compare groups of design alternatives to start working towards our ultimate goal of identifying design principles.

6.1.1 Comparing Design Alternatives for the MCCS

In the MCCS, there are relatively few design alternatives compared to the WDS and a small enough number that we can easily compare pairs of alternate designs side-by-side to discuss how system properties vary.

Comparing Initial Design Changes to Eliminate Weak Points

The first set of changes we propose to the original MCCS design achieve the same goal of eliminating a specific weak point using alternate methods. While MCCS2, shown in Figure 6.1a, eliminates references to a shared environment, MCCS3, shown in Figure 6.1b, moves the place in which the shared environment is defined. Compared to the original system design, as shown in Table 5.10, both MCCS2 and MCCS3 have a reduced prevalence of implicit interactions, with MCCS2 reducing the prevalence of implicit interactions to a greater extent. This is understandable, as while both alternate designs eliminate weak points, MCCS2 is simpler in that it now has fewer communication channels, whereas MCCS3 has only restructured the communication channels to centralize more of the design around C. In both alternate designs, S and P are decoupled as there is no longer any direct communication between them. This may make more sense for the software design as in the physical process, the physical components controlled by H are what actually facilitate a “shared environment” by
Figure 6.1: Alternative designs to eliminate weak points $S \rightarrow \varepsilon P$ and $S \rightarrow \varepsilon H$ in the MCCS

moving the material that the components controlled by $S$ store and the components controlled by $P$ process. In both cases, $S$ and $H$ are also decoupled as there is now only one communication path between them.

The additional communication channels created by status served as a way to improve the reliability of the design. In the original design, $H$ and $P$ would not act on only stimuli received from $C$, but also required a condition to be true about $S$. By eliminating the shared environment in MCCS2 completely, we have lost the extra reliability that condition would provide to the system, whereas in MCCS3, the additional conditions still exist but the shared environment resides in the same agent that issues the stimuli to trigger $H$ or $P$ to check this additional behavior. If $C$ were compromised in MCCS1 then $S$ would also need to be in the correct state for $H$ or $P$ to perform actions based on stimuli sent from $C$, whereas in MCCS2 and MCCS3, if $C$ is compromised by an attacker it can more easily influence $H$ and $P$ by just sending the
appropriate stimuli in MCCS2, or by sending stimuli and redefining its own shared environments in MCCS3.

**The Impact of Continued Centralization on the MCCS**

MCCS4 and MCCS5 build on MCCS3 by continuing to centralize the system. MCCS4, shown in Figure 6.2a, and MCCS5, shown in Figure 6.2b, each reduce the number of implicit interactions in the system further, from 19 in MCCS3 to 17 in MCCS4 to only 3 in MCCS5. The percentage of total interactions that are implicit is less consistent, increasing slightly from MCCS3 to MCCS4 before dropping sharply in MCCS5. The initial increase in prevalence of implicit interactions is okay when we consider that MCCS4 is primarily a stepping-stone from MCCS3 to MCCS5. In MCCS4, we centralize only one form of communication and this inconsistency in the design might lead to an increased prevalence of implicit interactions.

The continued centralization around C decouples the other agents from each other while increasing the coupling of C, and is more in line with the expected responsibility of a component labelled as a control agent. While in MCCS1 to MCCS4, most agents coordinated operations with each other, in MCCS5 the control agent has full control of system operations and the other agents focus only on the actions related to their physical components. The more centralized, cohesive design extends not only to the control agent but others as well, because now the storage, handling, and processing agents have only the responsibility given to the based on their names, instead of also coordinating the actions of other agents.
Figure 6.2: Alternative designs to gradually centralize the MCCS around C

We can see how the intended interactions compare through Figure 6.2c and Figure 6.2d or through the numbering on the edges of the collaboration diagrams in Figure 6.2a and Figure 6.2b. Centralizing communication around C, while reducing the prevalence of implicit interactions, removes the concurrency that occurs in MCCS4 and previous alternate designs and also increases the overall length of the intended interactions as everything must now pass through C. If this system has strict performance requirements, this may not be desirable as there is more communication and thus more delay in each cycle of system operations. Centralizing everything around C also makes this agent a much more attractive target since if this agent is compromised it can potentially invoke any action the system as a whole is capable of performing.
(a) Collaboration diagram of MCCS5

(b) Collaboration diagram of MCCS6

Figure 6.3: Alternative centralized MCCS designs with and without shared environments

The Impact of Eliminating Unnecessary Communication Channels

We remove the shared environments in MCCS5 to produce MCCS6, shown in Figure 6.3. Doing so eliminates two of the remaining three implicit interactions in MCCS5, and greatly simplifies communication in the system. Similar to the alternate designs in Figure 6.1, removing the shared environments can be seen as a reliability issue as removing the shared environments the H and P reference removes additional conditions they can check to ensure the system is in a correct state before performing any operations. Like we point out with MCCS3 however, the shared variables stored in C do not necessarily reflect the exact state of S at any time, so these shared variables may not be all that helpful and the design change can be viewed as simply eliminating unnecessary additional communications to reduce the attack surface of the system.
MCCS7 and MCCS8 are meant to take the original MCCS design in a more distributed direction. The direction of C simplifies the system in terms of the number of agents and direct interactions that exist as now S, H, and P all directly communicate instead of passing communication through C. Both greatly reduce the prevalence of implicit interactions in the system compared to original, with MCCS6 having a slightly high number of implicit interactions and MCCS8 having a higher percentage of total interactions that are implicit.

The simplified system can be seen in Figure 6.4a and Figure 6.4b in how much fewer communication occurs in Figure 6.4b. The intended interactions for MCCS6, shown in Figure 6.4c and MCCS8, shown in Figure 6.4d, help to highlight the difference in communication overhead. Both involve the same order of non-control agents, but because MCCS8 has no control agent to route communications through, the intended
interactions are much shorter. Like when comparing MCCS4 and MCCS5, the shorter intended interactions and less communication overhead points towards improved performance in MCCS8 over MCCS1 and MCCS6. In MCCS6, C is by far the most appealing target for attackers to attempt to compromise whereas the distributed control in MCCS8 spreads out control between the three agents.

Comparing Concurrent and Sequential Control Flows in the MCCS

Finally, introducing concurrency into MCCS5 and MCCS6 to create MCCS9 and MCCS10, respectively, consistently increases the prevalence of implicit interactions in the system design. MCCS10 has a lower prevalence of implicit interactions than MCCS9, just like MCCS6 has a lower prevalence of implicit interactions than MCCS5. Resetting H and P in series in MCCS5 and MCCS6 results in an extra round trip of communications between C and non-control agents, resulting in potentially lower performance than MCCS9 and MCCS10, which can be seen by comparing the intended interactions of MCCS6 in Figure 6.4c against the intended interactions of MCCS10 in Figure 6.5b. Introducing concurrency also adds to the complexity of MCCS9 and MCCS10, as we require more complicated behaviors in C to handle H or P completing their concurrent actions in either order.

6.1.2 Comparing Design Alternatives for the WDS

In the WDS we have more design alternatives than in the case of the MCCS, but due to how we produce those design alternatives through different combinations of model
transformations, we have many analogous design alternatives that differ by only one model transformation. This allows us to see how that specific model transformation impacts aspects of the system design in many different contexts.

Comparing Designs With and Without Oversights Present

Eliminating oversights from system designs has the greatest impact on the prevalence of implicit interactions for the model transformations we apply to the WDS. In every instance where we remove all oversights from a system design, shown in Table 6.1, the number of implicit interactions and prevalence of implicit interactions decrease drastically. When oversights are present, in Table 5.10 we see that alternate designs with more oversights always have more implicit interactions, but it is not always the case that designs with no oversights at all have fewer implicit interactions than other designs that have oversights. For example, WDS29 has 82 implicit interactions, the most of any design alternative without oversights. While eliminating all
Table 6.1: Change in the prevalence of implicit interactions when oversights are removed from the WDS

<table>
<thead>
<tr>
<th>System Design With Oversights</th>
<th>Corresponding Design Without Oversights</th>
<th>Change in Number of Implicit Interactions</th>
<th>Change in Prevalence of Implicit Interactions</th>
</tr>
</thead>
<tbody>
<tr>
<td>WDS1</td>
<td>WDS4</td>
<td>-59</td>
<td>-24.18%</td>
</tr>
<tr>
<td>WDS1</td>
<td>WDS11</td>
<td>-59</td>
<td>-33.00%</td>
</tr>
<tr>
<td>WDS12</td>
<td>WDS13</td>
<td>-91</td>
<td>-22.19%</td>
</tr>
<tr>
<td>WDS14</td>
<td>WDS16</td>
<td>-91</td>
<td>-27.07%</td>
</tr>
<tr>
<td>WDS15</td>
<td>WDS17</td>
<td>-92</td>
<td>-39.68%</td>
</tr>
<tr>
<td>WDS18</td>
<td>WDS20</td>
<td>-103</td>
<td>-29.26%</td>
</tr>
<tr>
<td>WDS19</td>
<td>WDS21</td>
<td>-92</td>
<td>-35.01%</td>
</tr>
<tr>
<td>WDS22</td>
<td>WDS26</td>
<td>-175</td>
<td>-24.55%</td>
</tr>
<tr>
<td>WDS23</td>
<td>WDS27</td>
<td>-234</td>
<td>-22.79%</td>
</tr>
<tr>
<td>WDS24</td>
<td>WDS28</td>
<td>-211</td>
<td>-24.21%</td>
</tr>
<tr>
<td>WDS25</td>
<td>WDS29</td>
<td>-241</td>
<td>-21.52%</td>
</tr>
</tbody>
</table>

oversights produces a large difference in the implicit interactions measurements taken from the same system with oversights (WDS25), WDS3, which has the fewest implicit interactions of any design with oversights present, has only 29 implicit interactions. Oversights are not the only difference between WDS3 and WDS29 of course, and the higher number of implicit interactions in WDS29 might be explained through the inclusion of the FAULTMNGR, which results in a larger system.

Since oversights are defined as additional direct interactions that exist in a system but do not contribute to the system’s objectives, their removal is an exercise in simplifying the system design by eliminating unnecessary potential communication like we do in the MCCS transforming MCCS5 to MCCS6. Removing communication between agents also reduces the coupling between those agents, as well as overall coupling in the system.
Comparing Designs With and Without the Fault Manager Agent

While the introduction of the eighth agent \texttt{FAULTMNGR} in WDS12 and WDS13 helps to separate the responsibilities of controlling pumps and managing fault-related stimuli that \texttt{PLC} otherwise must perform by itself, both WDS12 and WDS13 have a higher prevalence of implicit interactions than their seven-agent counterparts WDS1 and WDS4. It could be that the addition of an extra agent simply increases the attack surface of the system too much. An extra agent means we now have to consider how every other agent might implicitly influence, or be influenced by, that new agent, and can increase the overall system coupling despite improving cohesion within other agents. For example, the addition of \texttt{FAULTMNGR} to WDS4 to produce WDS29 actually eliminates all 15 implicit interactions that exist in WDS4, but introduces 23 implicit interactions that all pass through the new eighth agent, leading to an overall increase in the number of implicit interactions.

While a system design with \texttt{FAULTMMGR}, such as Figure 6.6b no longer sends fault-related stimuli from \texttt{SAP} and \texttt{SO3} to \texttt{PLC} as it does in Figure 6.6a, \texttt{SO3} can still directly interact with \texttt{PLC} to send the results of the sampling \texttt{SO3} performs for \texttt{PLC} to manage pumps. \texttt{FAULTMNGR} also now needs to send stimuli to \texttt{PLC} to switch between \texttt{PID} and \texttt{RATIO} modes in Figure 6.6b on top of sending the \textit{fixed} stimulus to each agent \texttt{PLC} needs to in in Figure 6.6a. This results in a design that overall has more coupling and is more complex. Unlike the \texttt{MCCS} where cohesion is improved by shifting responsibilities around existing agents, the changes in cohesion that \texttt{FAULTMNGR} provides are not sufficient to offset that additional complexity and overall system coupling that comes with the addition of a new agent.
Table 6.2 shows the difference in implicit interaction measurements for otherwise equivalent system designs with and without FAULTMNGR. In all cases, both measurements increase when FAULTMNGR is added to the system design. The number of implicit interactions increases most when there are oversights present in the system, as is the case with WDS12, WDS22, WDS23, WDS24, and WDS25. This is because FAULTMNGR propagates a fixed message to all three of SAP, SO3, and PLC. When this propagation is done incorrectly to result in oversights, there are three oversights \( \text{FAULTMNGR} \rightarrow_S \text{SAP}, \text{FAULTMNGR} \rightarrow_S \text{SO3}, \) and \( \text{FAULTMNGRPLC} \rightarrow_S \) whereas when PLC handles the fixed propagation incorrectly it only results in oversights \( \text{PLC} \rightarrow_S \text{SAP} \) and \( \text{PLC} \rightarrow_S \text{SO3} \).
Table 6.2: Change in the prevalence of implicit interactions when \textsc{FAULTMNGR} is added to the WDS

<table>
<thead>
<tr>
<th>System Design</th>
<th>Corresponding Design With \textsc{FAULTMNGR}</th>
<th>Change in Number of Implicit Interactions</th>
<th>Change in Prevalence of Implicit Interactions</th>
</tr>
</thead>
<tbody>
<tr>
<td>WDS1</td>
<td>WDS12</td>
<td>+40</td>
<td>+0.79%</td>
</tr>
<tr>
<td>WDS4</td>
<td>WDS13</td>
<td>+8</td>
<td>+2.78%</td>
</tr>
<tr>
<td>WDS14</td>
<td>WDS22</td>
<td>+105</td>
<td>+4.71%</td>
</tr>
<tr>
<td>WDS15</td>
<td>WDS23</td>
<td>+198</td>
<td>+6.40%</td>
</tr>
<tr>
<td>WDS16</td>
<td>WDS26</td>
<td>+21</td>
<td>+2.19%</td>
</tr>
<tr>
<td>WDS17</td>
<td>WDS27</td>
<td>+56</td>
<td>+23.28%</td>
</tr>
<tr>
<td>WDS18</td>
<td>WDS24</td>
<td>+144</td>
<td>+1.45%</td>
</tr>
<tr>
<td>WDS19</td>
<td>WDS25</td>
<td>+207</td>
<td>+7.14%</td>
</tr>
<tr>
<td>WDS20</td>
<td>WDS28</td>
<td>+36</td>
<td>+6.51%</td>
</tr>
<tr>
<td>WDS21</td>
<td>WDS29</td>
<td>+58</td>
<td>+20.64%</td>
</tr>
</tbody>
</table>

The Impact of Continued Centralization in the WDS

The purpose of transformations TVIa and TVIb were to centralize the system in a similar manner to what was done in the MCCS to see if this also produces alternative designs with a lower prevalence of implicit interactions. From WDS4, when we first centralize the communication via stimuli in the system around PLC to produce Figure 6.7a, we see the same effect as in the MCCS where the prevalence of implicit interactions is higher with only one type of communication centralized. However, unlike the MCCS, when we centralize all communication around PLC to produce Figure 6.7b, the prevalence of implicit interactions is higher in the WDS when communication is not centralized. This tells us that simply the act of centralization is not what caused the prevalence of implicit interactions to drop in the MCCS. In the MCCS, the weak points direct us to centralizing the system, so the prevalence of
implicit interactions drops, whereas weak points do not point us in this direction for the WDS.

Figure 6.7: WDS alternate design to centralize communication around PLC

Centralization of the pump-controlling process consistently increases the implicit interaction measurements, as shown in Table 6.3. Each row in Table 6.3 shows one system design alternative, a second design alternative which is equivalent to the first with model transformations TVIa and TVIb applied, and the resulting change in implicit interactions. Like Table 6.2, the increase in implicit interactions is more pronounced when oversights are present in the systems being centralized.

Table 6.3: Change in the prevalence of implicit interactions when centralizing the pump-controlling communications in the WDS

<table>
<thead>
<tr>
<th>System Design</th>
<th>Corresponding Centralized Design</th>
<th>Change in Number of Implicit Interactions</th>
<th>Change in Prevalence of Implicit Interactions</th>
</tr>
</thead>
<tbody>
<tr>
<td>WDS1</td>
<td>WDS15</td>
<td>+38</td>
<td>+24.23%</td>
</tr>
<tr>
<td>WDS4</td>
<td>WDS17</td>
<td>+5</td>
<td>+8.74%</td>
</tr>
<tr>
<td>WDS12</td>
<td>WDS23</td>
<td>+196</td>
<td>+29.84%</td>
</tr>
<tr>
<td>WDS13</td>
<td>WDS27</td>
<td>+45</td>
<td>+24.66%</td>
</tr>
</tbody>
</table>
Looking more closely at the intended interactions of alternate designs for the MCCS and WDS also helps to explain why centralizing the design helps reduce the implicit interactions in the MCCS but not the WDS. With designs that have no oversights and are completely centralized around one agent, any implicit interactions that exist can only start in one non-central agent (subsequently referred to as a leaf agent), propagate through the central control agent, and end in another leaf agent. With the WDS, the intended interactions (e.g., Figure 6.8c) visit each of the leaf agents only once or twice and cover relatively few of every possible pair of leaf agents before and after the central PLC, leading to many implicit interactions. The intended interactions for the centralized MCCS (e.g., Figure 6.4c) visit each leaf agent multiple times and cover a relatively large number of the possible pairs of leaf agents in the system design, so there are few implicit interactions.

From a higher level view, what we see is that the centralization in the WDS is more tightly coupling a greater number of agents together through the central PLC, though the coupling is still indirect. For example, SO3 and SFM cannot directly communicate in either the original system design or centralized system design, but in the centralized design such as Figure 6.8a, there are many combinations of different stimuli or shared environments that can form short communication paths between the two agents in either direction. More combinations of stimuli and shared environments also exist in Figure 6.8a to realize the paths from SAP to CFP1 or CFP2 when compared to the original system design.

1The term leaf originates in graph theory, where a star graph of $N$ nodes has one central node and $N-1$ leaf nodes [MFH14]. Centralized systems designs resemble a star graph, such as Figure 6.8a where PLC is the central node and the other 6 agents are leaf nodes.
Comparing Concurrent and Sequential Control Flows in the WDS

We also create design alternatives where the actions of SFM and SO3 are either performed in series or in parallel so that we can compare the change in the prevalence of implicit interactions with a similar change in the MCCS. With or without oversights present in the system, performing the actions of SFM and SO3 in series, such as in Figure 6.8b and Figure 6.8d, rather than in parallel, such as in Figure 6.8a and Figure 6.8c, results in a higher prevalence of implicit interactions, which is opposite to the results we obtain from the portion of the MCCS we parallelize and serialize.
Table 6.4: Change in the prevalence of implicit interactions when applying TVII to the WDS

<table>
<thead>
<tr>
<th>System Design</th>
<th>Corresponding Design with Serialized SFM/SO3</th>
<th>Change in Number of Implicit Interactions</th>
<th>Change in Prevalence of Implicit Interactions</th>
</tr>
</thead>
<tbody>
<tr>
<td>WDS14</td>
<td>WDS18</td>
<td>+17</td>
<td>+9.88%</td>
</tr>
<tr>
<td>WDS15</td>
<td>WDS19</td>
<td>+4</td>
<td>+2.74%</td>
</tr>
<tr>
<td>WDS16</td>
<td>WDS20</td>
<td>+5</td>
<td>+7.69%</td>
</tr>
<tr>
<td>WDS17</td>
<td>WDS21</td>
<td>+4</td>
<td>+7.41%</td>
</tr>
<tr>
<td>WDS22</td>
<td>WDS24</td>
<td>+56</td>
<td>+16.05%</td>
</tr>
<tr>
<td>WDS23</td>
<td>WDS25</td>
<td>+13</td>
<td>+3.49%</td>
</tr>
<tr>
<td>WDS26</td>
<td>WDS28</td>
<td>+60</td>
<td>+16.39%</td>
</tr>
<tr>
<td>WDS27</td>
<td>WDS29</td>
<td>+6</td>
<td>+4.76%</td>
</tr>
</tbody>
</table>

Like with centralization, this tells us that reducing concurrency does not necessarily reduce implicit interactions like in the case of the MCCS. In the case of the WDS, this again comes down to the leaf agents in the centralized design. Both Figure 6.8a and Figure 6.8b have similar structures, but because of the alternating forks and joins in the intended interactions in Figure 6.8c, a lot more possible system paths are covered when compared to the intended interactions in Figure 6.8d. For example, the intended interactions in Figure 6.8d no longer includes paths SAP → PLC → SO3, SFM → PLC → CFP1, or SFM → PLC → CFP2 which all exist in Figure 6.8c.

**The Impact of Multiple Overlapping Design Changes**

Though many of the changes we make to the WDS worsen the number of implicit interactions, we can think in terms of how reverting those changes improves the
number of implicit interactions. For example, in Table 6.2 we see that adding the agent FAULTMNGR consistently increases the number of implicit interactions, but we can also say that removing FAULTMNGR from each design consistently reduces the number of implicit interactions. With this lens, we can look at how multiple model transformations, or the inverse of a presented transformation, improves implicit interactions over many steps, and whether multiple design changes compound to produce better, worse, or equivalent results to the individual design changes discussed up until now in previous subsections.

In Table 6.5 we start with WDS25, which has oversights present, contains the extra fault manager agent, has centralized the pump-controlling process fully around PLC, and has serialized the actions of SFM and SO3 in the pump-controlling process. Following WDS25 are a series of other design alternatives that change one of these four aspects of the design until ending with WDS4 which has no oversights, no FAULTMNGR, no additional centralization, and no serialization of actions. For each design, we show the total number of implicit interactions, along with how many implicit interactions that exist in the previous row’s design alternative no longer exist and how many new implicit interactions the design change introduces.

It is important to note that we can make these changes in any order to move from WDS25 to WDS4. If transformations were made in a different order, the rows between WDS25 and WDS4 would include different design alternatives to include those with different combinations of features, but the conclusions are the same. In this context, we also refer to the implicit interactions that no longer exist from one design alternative to the next as “eliminated” and those that did not exist in the previous
design alternative as “new” despite not creating the design alternatives in the order shown in Table 6.5. What this actually means is that, for example, WDS23 has 238 implicit interactions not present in WDS12 and WDS12 has 42 implicit interactions not present in WDS23, but for the purposes here it is useful to use the words “eliminated” and “new” to talk about gradually progressing from WDS25 to WDS4.

Table 6.5: Change in the number of implicit interactions over many model transformations

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>WDS25</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>21</td>
<td>8</td>
<td>323</td>
</tr>
<tr>
<td>WDS23</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>238</td>
<td>42</td>
<td>310</td>
</tr>
<tr>
<td>WDS12</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>95</td>
<td>55</td>
<td>114</td>
</tr>
<tr>
<td>WDS1</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>59</td>
<td>0</td>
<td>74</td>
</tr>
<tr>
<td>WDS4</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td>15</td>
</tr>
</tbody>
</table>

Table 6.5 helps to show how any design change can not only remove implicit interactions, but also introduce new implicit interactions. Because each change introduces new implicit interactions, the effect of making multiple changes is not equal to the sum of impacts from making each individual change. For example, though the difference in number of implicit interactions between WDS25 and WDS4 is 308, summing the column for “eliminating” implicit interactions totals to 413 because most changes also introduce new implicit interactions. However, subsequent rows eliminate more implicit interactions than they introduce, including those introduced by previous rows to yield a lower and lower number of implicit interactions as more design changes are made. Therefore, while not a simple linear relationship, considering multiple design changes to mitigate the existence of implicit interactions in a system design is useful since different design changes target different implicit interactions.
6.2 Identifying Relationships

We primarily determine whether or not a relationship exists through Spearman’s rank correlation (also referred to as simply Spearman correlation), which describes how monotonically related two sets of values are \[\text{Spearman correlation}\]. As we cannot possibly try every possible design change for a system, we rely on critical value tables to determine whether the Spearman’s rank correlation values we obtain are statistically significant with \(\alpha = 0.05\). Critical value tables show the threshold value for a correlation at which one can be confident with a specified certainty that the relationship between two sets of values of a given size in fact exists, and is not due to random variation in a selected sample. \(\alpha = 0.05\) means that above the corresponding threshold value, one can be confident with 95% certainty that the relationship observed is not due to random variation in the sample size. These critical values can be computed, but we use the pre-computed tables for Spearman’s rank correlation critical values available online from York University [Uni].

6.2.1 Relationships Between Formal and Graph-Based Measurements in the MCCS

Since we have 10 alternative system designs of the MCCS, only Spearman correlation values with a magnitude of at least 0.564 are considered statistically significant. Each individual design has at most four agents, which poses some difficulty when looking at agent-level measurements since only correlation values with a magnitude of 1.0
can be considered statistically significant. In general, we consider a correlation “strong” if the magnitude is at least 0.7.

System-Level Measurements

The Spearman correlation values between the prevalence of implicit interactions and the graph-based measurements for the MCCS design alternatives are given in Table 6.6. Of these, only the relationships between the number of direct interactions, cyclomatic complexity, number of cycles, largest cycle size, median cycle size, and number of intended interactions have a statistically significant relationship with both measurements of implicit interactions. Those graph-based measurements that have statistically significant relationships with the implicit interactions measurements all indicate strong positive relationships, meaning that if these measurements increase from one system design alternative to the next, the prevalence of implicit interactions and number of implicit interactions reliably increases. This tells us that the number of communication channels in a system design for the MCCS is useful for approximating the formal method results, as is the existence and size of cycles in those communication channels.

The number of different stimuli sent or the behaviors of the agents in the system are not effective predictors. Given that implicit interactions deal with the potential for communication, it makes sense that the structure of the system’s communication is more relevant than what is communicated, but it is interesting at how little the size of the C²KA specification relates to the prevalence of implicit interactions since a greater number of stimuli would suggest more communication between agents in the
Table 6.6: Spearman correlations between the prevalence of implicit interactions in the MCCS alternative system designs and graph-based-measurements

<table>
<thead>
<tr>
<th>Number of Implicit Interactions</th>
<th>Prevalence of Implicit Interactions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Agents</td>
<td>0.3503</td>
</tr>
<tr>
<td>Number of Direct Interactions</td>
<td>0.9783</td>
</tr>
<tr>
<td>Cyclomatic Complexity</td>
<td>0.96</td>
</tr>
<tr>
<td>Number of Stimuli</td>
<td>-0.2922</td>
</tr>
<tr>
<td>Number of Behaviors</td>
<td>-0.0699</td>
</tr>
<tr>
<td>Size of C³KA Specification</td>
<td>-0.2105</td>
</tr>
<tr>
<td>Number of Cycles</td>
<td>0.8792</td>
</tr>
<tr>
<td>Largest Cycle Size</td>
<td>0.7833</td>
</tr>
<tr>
<td>Median Cycle Size</td>
<td>0.8792</td>
</tr>
<tr>
<td>Number of Intended Interactions</td>
<td>0.9632</td>
</tr>
<tr>
<td>Variance of Degree Centrality</td>
<td>-0.1963</td>
</tr>
</tbody>
</table>

system. It is understandable that we do not see a statistically significant relationship between the number of agents and the prevalence of implicit interactions in this sample, as we do not have design alternatives with a wide range of different numbers of agents. We were able to produce design alternatives with a lower prevalence of implicit interactions which both increased and decreased the variance of agent degree centrality, but we do not see a relationship indicating more centralized or distributed systems being better overall, nor do we find a general trend of the highest and lowest degree variance values always corresponding to the lowest prevalence of implicit interactions.

The similarity in correlation values for the number of direct interactions and cyclomatic complexity make sense when we consider that the number of direct interactions (i.e., the number of edges in the communication graph) is used to calculate cyclomatic complexity \([\text{McC76}]\) as shown in Equation 5.5. It also makes a lot of sense that more
(a) Cyclomatic complexity of each system design alternative plotted against the number of implicit interactions in that design

(b) Cyclomatic complexity of each system design alternative plotted against the prevalence of implicit interactions in that design

Figure 6.9: The relationship between cyclomatic complexity and the prevalence of implicit interactions in the MCCS
direct interactions correlates with the number of implicit interactions if we consider previous theories that larger systems will have more implicit interactions [JV17b]. A larger system may require more communication channels, but the correlation with the prevalence of implicit interactions is interesting as this is meant to normalize the implicit interactions measurement with respect to system size. The relationship between cyclomatic complexity and the prevalence of implicit interactions in the MCCS is shown in Figure 6.9. Each point on the plots represents one alternate system design. While Figure 6.9b shows a linear relationship between cyclomatic complexity and the prevalence of implicit interactions, Figure 6.9a seems to increase more quickly.

Figure 6.10, which shows how the number of cycles in a system design relates to the prevalence of implicit interactions, tells us that unlike cyclomatic complexity, the number of cycles has a linear relationship with the number of implicit interactions. The data in Figure 6.10a is much more clumped together than Figure 6.9a as several design alternatives have the same number of cycles, but a larger number of cycles
still reliably relates to a higher prevalence of implicit interactions. Figure 6.10b is similar. While the data points are grouped around specific numbers of cycles, the sets of alternative system designs with fewer cycles in their communication graphs have a consistently lower prevalence of implicit interactions. Implicit interactions are effectively paths in the communication graph \cite{JV17b}, meaning they are walks in the graph that do not repeat nodes, so it is interesting to see that all the measurements of cycles, which would allow a walk in the graph to repeat nodes, relate to implicit interaction prevalence within system designs.

The number of intended interactions in a system design also shows a strong positive relationship with both the number of implicit interactions in the system, shown in Figure 6.11a, and with the prevalence of implicit interactions, shown in Figure 6.11b. Both these relationships appear approximately linear.
Agent-Level Measurements

Table 6.7 shows the Spearman’s rank correlation values between the different node centrality measures taken from each MCCS design alternative’s interaction model and the frequency each agent occurs in the design alternative’s identified implicit interactions. The latter measurement is equivalent to the numerator of the agent contribution ratio in Equation 5.2. A cell value of “–” indicates that one or both of the sets of values used in the correlation are all equal. A correlation cannot be calculated in these cases because both sets of values need some amount of variance in order to determine the degree to which they vary together.

Though for most design alternatives degree centrality, fan-in, and PageRank all show strong positive relationships, we cannot draw conclusions from this data due to the lack of statistical significance. None of the tested node centrality measures show consistent strong or statistically significant relationships with the agent contribution
Table 6.7: Spearman correlations between node centrality methods and the number of implicit interactions that include each agent in the MCCS

<table>
<thead>
<tr>
<th>System Design Alternative</th>
<th>Degree Centrality</th>
<th>Fan-In</th>
<th>Fan-Out</th>
<th>Eigenvector Centrality</th>
<th>PageRank</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCCS1</td>
<td>0.9478</td>
<td>0.9478</td>
<td>0</td>
<td>–</td>
<td>0.9487</td>
</tr>
<tr>
<td>MCCS2</td>
<td>0.7746</td>
<td>0.5443</td>
<td>0.5443</td>
<td>0.5774</td>
<td>0.7746</td>
</tr>
<tr>
<td>MCCS3</td>
<td>0.7746</td>
<td>0.7746</td>
<td>0.5443</td>
<td>0.5774</td>
<td>0.7746</td>
</tr>
<tr>
<td>MCCS4</td>
<td>0.7746</td>
<td>0.7746</td>
<td>0.5443</td>
<td>0.5774</td>
<td>0.7746</td>
</tr>
<tr>
<td>MCCS5</td>
<td>0.9478</td>
<td>0.9478</td>
<td>0.8889</td>
<td>0.5443</td>
<td>0.9487</td>
</tr>
<tr>
<td>MCCS6</td>
<td>0.5443</td>
<td>0.5443</td>
<td>0.5443</td>
<td>0.3333</td>
<td>0.5443</td>
</tr>
<tr>
<td>MCCS7</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>MCCS8</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>MCCS9</td>
<td>0.9478</td>
<td>0.9478</td>
<td>0.8889</td>
<td>0.5443</td>
<td>0.9487</td>
</tr>
<tr>
<td>MCCS10</td>
<td>0.9428</td>
<td>0.9428</td>
<td>0.9428</td>
<td>0.5774</td>
<td>0.9428</td>
</tr>
</tbody>
</table>

| Number Strong Relationships |  | 7 | 6 | 3 | 0 | 7 |
| Number Statistically Significant |  | 0 | 0 | 0 | 0 | 0 |

ratios in each MCCS design alternative. While we can use the system-level correlations from the MCCS moving forward in Chapter 7, we can only use the agent-level correlations from the WDS due to the limitations set by the MCCS system size.

### 6.2.2 Relationships Between Formal and Graph-Based Measurements in the WDS

There are 29 design alternatives for the WDS so we can only consider Spearman correlations with a magnitude of at least 0.312 to be statistically significant for system-level measurements. Design alternatives WDS1 to WDS11 and WDS14 to WDS21 have seven agents, so agent-level measurements must have a Spearman correlation
magnitude of at least 0.714. WDS12, WDS13, and WDS22 to WDS29 all have eight agents, so agent-level measurements for these alternative designs can have a Spearman correlation magnitude as low as 0.643 to be considered statistically significant. Like the MCCS, we consider a correlation “strong” if the magnitude is at least 0.7.

System-Level Measurements

The Spearman correlation values between the system-level implicit interaction measurements and the graph-based measurements for the WDS design alternatives are given in Table 6.8. Of these measurements, the number of direct interactions, cyclo- matic complexity, and number of cycles show statistically significant, strong positive relationships with both measurements of implicit interactions, just as they did in the MCCS. This tells us that the number of communication channels and cycles in those communication channels are important for approximating the formal method results since these measurements show similar high correlation values in both sets of system designs.

Figure 6.12 shows the relationship between implicit interaction measurements and cyclomatic complexity. In this case, both appear approximately linear, with the wider spread of data in Figure 6.13b corresponding to the lower correlation value between cyclomatic complexity and the prevalence of implicit interactions. Figure 6.13 shows the relationship between implicit interaction measurements and the number of cycles. In the WDS, we have much more variety in the number of cycles across different design alternatives when compared to the MCCS, but we see similar shaped trends. The relationship in Figure 6.13a is more linear, while the relationship in Figure 6.13b
Table 6.8: Spearman correlations between the prevalence of implicit interactions in the WDS alternative system designs and graph-based-measurements

<table>
<thead>
<tr>
<th>Number of Implicit Interactions</th>
<th>Prevalence of Implicit Interactions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Agents</td>
<td>0.4120</td>
</tr>
<tr>
<td>Number of Direct Interactions</td>
<td>0.8962</td>
</tr>
<tr>
<td>Cyclomatic Complexity</td>
<td>0.9166</td>
</tr>
<tr>
<td>Number of Stimuli</td>
<td>-0.1634</td>
</tr>
<tr>
<td>Number of Behaviors</td>
<td>0.4575</td>
</tr>
<tr>
<td>Size of C²KA Specification</td>
<td>0.0842</td>
</tr>
<tr>
<td>Number of Cycles</td>
<td>0.8956</td>
</tr>
<tr>
<td>Largest Cycle Size</td>
<td>0.7468</td>
</tr>
<tr>
<td>Median Cycle Size</td>
<td>0.5723</td>
</tr>
<tr>
<td>Number of Intended Interactions</td>
<td>0.1512</td>
</tr>
<tr>
<td>Variance of Degree Centrality</td>
<td>0.3991</td>
</tr>
</tbody>
</table>

(a) Cyclomatic complexity of each system design alternative plotted against the number of implicit interactions in that design

(b) Cyclomatic complexity of each system design alternative plotted against the prevalence of implicit interactions in that design

Figure 6.12: The relationship between cyclomatic complexity and the prevalence of implicit interactions in the WDS appears more logarithmic. Two notable exceptions to the monotonically-increasing trend in Figure 6.13a are labelled. These are WDS6 and WDS7 which both increase the amount of stimuli broadcast between agents without removing the oversights present in the system. These system designs would be expected to have a particularly
Figure 6.13: The relationship between number of cycles and the prevalence of implicit interactions in the WDS.

(a) Number of cycles in each system design alternative plotted against the number of implicit interactions in that design

(b) Number of cycles in each system design alternative plotted against the prevalence of implicit interactions in that design

The differences in the strength of relationships for the MCCS and WDS are more interesting. The two measurements related to the size of cycles still show statistically significant relationships with both implicit interaction measurements, though the relationships are not as strong in the WDS. Only the relationship between the largest cycle size and number of implicit interactions is considered strong in the WDS whereas all four combinations of cycle size measurement and implicit interaction measurement showed strong relationships in the MCCS.

The variance of degree centrality also shows a statistically significant relationship with both measurements of implicit interactions, though it is not a strong monotonic relationship. The relationship between the variance of degree centrality and the measurements of implicit interactions is shown in Figure 6.14. In both Figure 6.14a...
(a) Variance of degree centrality in each system design alternative plotted against the number of implicit interactions in that design

Figure 6.14: The relationship between the variance of degree centrality and the prevalence of implicit interactions in the WDS design

and Figure 6.14b, we see that there is a more clear relationship with the implicit interactions measurements at lower variance values, which starts to diverge as the variance increases further. In both cases the divergence can be explained due to the presence of oversights in the system, indicated by the color of each data point. While for the complexity measures, separating the design alternatives with and without oversights does not alter the apparent trends in the data, in Figure 6.14 it is useful to separate visually whether or not oversights exist in a system design. In both figures, we can see that whether or not oversights are present in the WDS has a greater impact on the implicit interactions present in more centralized system design alternatives (i.e., those design alternatives further to the right of each plot). Unlike in the MCCS, we notice that in the WDS design alternatives without oversights, the designs with the highest and lowest degree variance values have lower implicit interaction values than those in the middle, but this relationship is not observed when considering all design alternatives.
The number of behaviors in the C²KA specification of the system design has a weaker, but still statistically significant, relationship with both measurements of implicit interactions. This can largely be explained by the design alternatives which increase the number of agents in the system, since any additional agent will require its own additional behavior(s).

It is surprising that the number of intended interactions in the system does not show a relationship with either implicit interaction measurement in the WDS, given how strong the relationship was in the MCCS. This difference is in part also explainable by the presence of oversights. In Figure 6.15a and Figure 6.15b each design alternative is colored to designate whether of not oversights are present in the design. In these figures, it is also useful to distinguish which design alternatives have some oversights eliminated. These are the design alternatives first listed in Table 5.11. With this distinction, it is easier to see how the presence of oversights increases the overall variation in this data. When recalculating the correlation for just the 12 WDS design alternatives that have no oversights (i.e., those shown in green in Figure 6.15b), the Spearman correlation is now 0.5674, which is considered statistically significant for 12 data points, but is still not as strong a relationship as seen in the MCCS.

Agent-Level Measurements

Table 6.9 shows the Spearman’s rank correlation values between the different node centrality measures taken from each WDS design alternative’s interaction model and the frequency each agent occurs in the design alternative’s identified implicit interactions. This is the same comparison as Table 6.7, but for the WDS rather than the
(a) Number of intended interactions in each system design alternative plotted against the number of implicit interactions in that design. (b) Number of intended interactions in each system design alternative plotted against the prevalence of implicit interactions in that design.

Figure 6.15: The relationship between number of intended interactions and the prevalence of implicit interactions in the WDS.

MCCS Each row represents one of the 29 WDS design alternatives, and each column represents one centrality method.

Table 6.9 tells us that, in general, higher node centrality values tend to indicate a higher number of implicit interactions that travel through an agent. We include in Table 6.9 how many of the design alternatives show statistically significant relationships between the formal method results and node centrality methods, and how many of those relationships are strong. With the exception of PageRank, most show strong, statistically significant relationships in the majority of the alternate designs. The local node centrality measures of fan-out and degree centrality best approximate which agents appear most frequently in the system’s implicit interactions. If a global influence centrality measure is preferred, eigenvector centrality should be used.

Unfortunately, like the MCCS, none of the tested node centrality measures show consistent statistically significant relationships with the agent contribution ratios in the WDS, meaning we still require the formal analysis if we want to know exactly...
Table 6.9: Spearman correlations between node centrality methods and the number of implicit interactions that include each agent in the WDS System Design Alternatives.

<table>
<thead>
<tr>
<th>System Design Alternative</th>
<th>Degree Centrality</th>
<th>Fan-In</th>
<th>Fan-Out</th>
<th>Eigenvector Centrality</th>
<th>PageRank</th>
</tr>
</thead>
<tbody>
<tr>
<td>WDS1</td>
<td>0.9909</td>
<td>0.867</td>
<td>0.9167</td>
<td>0.9722</td>
<td>0.887</td>
</tr>
<tr>
<td>WDS2</td>
<td>0.9636</td>
<td>0.6608</td>
<td>0.9909</td>
<td>0.9909</td>
<td>0.6732</td>
</tr>
<tr>
<td>WDS3</td>
<td>1</td>
<td>0.9063</td>
<td>0.9542</td>
<td>0.963</td>
<td>0.7106</td>
</tr>
<tr>
<td>WDS4</td>
<td>1</td>
<td>0.676</td>
<td>0.9816</td>
<td>0.963</td>
<td>0.5169</td>
</tr>
<tr>
<td>WDS5</td>
<td>0.6606</td>
<td>0.3965</td>
<td>0.7364</td>
<td>0.6973</td>
<td>0.4488</td>
</tr>
<tr>
<td>WDS6</td>
<td>0.9167</td>
<td>0.9907</td>
<td>0.8808</td>
<td>0.8981</td>
<td>0.8808</td>
</tr>
<tr>
<td>WDS7</td>
<td>0.8889</td>
<td>0.9907</td>
<td>0.8889</td>
<td>0.8981</td>
<td>0.8808</td>
</tr>
<tr>
<td>WDS8</td>
<td>0.8909</td>
<td>0.8119</td>
<td>0.8909</td>
<td>0.9358</td>
<td>0.7455</td>
</tr>
<tr>
<td>WDS9</td>
<td>0.8545</td>
<td>0.8874</td>
<td>0.7707</td>
<td>0.8808</td>
<td>0.7818</td>
</tr>
<tr>
<td>WDS10</td>
<td>0.789</td>
<td>0.7175</td>
<td>0.7707</td>
<td>0.789</td>
<td>0.4182</td>
</tr>
<tr>
<td>WDS11</td>
<td>0.6944</td>
<td>0.705</td>
<td>0.75</td>
<td>0.75</td>
<td>-0.1101</td>
</tr>
<tr>
<td>WDS12</td>
<td>0.8</td>
<td>0.5468</td>
<td>0.8313</td>
<td>0.7286</td>
<td>-0.4699</td>
</tr>
<tr>
<td>WDS13</td>
<td>0.897</td>
<td>0.7323</td>
<td>0.8836</td>
<td>0.7831</td>
<td>0.2909</td>
</tr>
<tr>
<td>WDS14</td>
<td>0.9542</td>
<td>0.8602</td>
<td>1</td>
<td>0.9909</td>
<td>0.8602</td>
</tr>
<tr>
<td>WDS15</td>
<td>0.9909</td>
<td>0.8975</td>
<td>0.9909</td>
<td>0.9342</td>
<td>0.8975</td>
</tr>
<tr>
<td>WDS16</td>
<td>0.8909</td>
<td>0.6362</td>
<td>0.9636</td>
<td>0.963</td>
<td>0.6362</td>
</tr>
<tr>
<td>WDS17</td>
<td>0.9358</td>
<td>0.8748</td>
<td>0.8808</td>
<td>0.6179</td>
<td>0.8748</td>
</tr>
<tr>
<td>WDS18</td>
<td>0.9542</td>
<td>0.8602</td>
<td>1</td>
<td>0.9909</td>
<td>0.8602</td>
</tr>
<tr>
<td>WDS19</td>
<td>0.9542</td>
<td>0.8602</td>
<td>0.9909</td>
<td>0.9342</td>
<td>0.8602</td>
</tr>
<tr>
<td>WDS20</td>
<td>0.8909</td>
<td>0.6362</td>
<td>0.9636</td>
<td>0.963</td>
<td>0.6362</td>
</tr>
<tr>
<td>WDS21</td>
<td>0.8909</td>
<td>0.5394</td>
<td>0.9358</td>
<td>0.6179</td>
<td>0.5394</td>
</tr>
<tr>
<td>WDS22</td>
<td>0.8232</td>
<td>0.7268</td>
<td>0.744</td>
<td>0.7827</td>
<td>0.4207</td>
</tr>
<tr>
<td>WDS23</td>
<td>0.9759</td>
<td>0.9262</td>
<td>0.8768</td>
<td>0.9184</td>
<td>0.7108</td>
</tr>
<tr>
<td>WDS24</td>
<td>0.9329</td>
<td>0.8635</td>
<td>0.819</td>
<td>0.9691</td>
<td>0.628</td>
</tr>
<tr>
<td>WDS25</td>
<td>0.9759</td>
<td>0.9262</td>
<td>0.8768</td>
<td>0.9184</td>
<td>0.7108</td>
</tr>
<tr>
<td>WDS26</td>
<td>0.8072</td>
<td>0.5396</td>
<td>0.8485</td>
<td>0.7108</td>
<td>0.4243</td>
</tr>
<tr>
<td>WDS27</td>
<td>0.994</td>
<td>0.8736</td>
<td>0.994</td>
<td>0.8768</td>
<td>0.6909</td>
</tr>
<tr>
<td>WDS28</td>
<td>0.9572</td>
<td>0.7851</td>
<td>0.9383</td>
<td>0.9572</td>
<td>0.6667</td>
</tr>
<tr>
<td>WDS29</td>
<td>0.9693</td>
<td>0.7998</td>
<td>0.9939</td>
<td>0.8626</td>
<td>0.589</td>
</tr>
</tbody>
</table>

Number Strong Relationships: 27, 21, 29, 26, 13

Number Statistically Significant: 27, 20, 29, 26, 14
those agent contribution ratios. This is okay, as we use the agent contribution ratios primarily to help generate the alternate system designs that we are using to identify relationships, formal approximations, and design principles. We are not arguing that contribution ratios should always be used in all system development. Agent weak points from the contribution ratios are only relevant if a later design has a formal model, which we are aiming to reduce reliance on through this work by providing alternate strategies.

We have seen in Section 5.2 that contribution ratios do not necessarily point to the same areas to focus redesign efforts as the frequency that each agent occurs in the system design’s implicit interactions, but the latter’s relationship with node centrality methods means we still have an area on which to focus redesign without applying formal methods. Rather than approximating which agents contribute relatively the most to the implicit interactions in a system given the agents’ contribution to system objectives, the node centrality measures can approximate which agents contribute absolutely the most to the implicit interactions in a system.

6.2.3 Combining Measurements in a Multiple Regression Model

Given that multiple system-level measurements seem to be useful in gauging how the measurements of implicit interactions change from one system design to another in both the MCCS and WDS we experiment to see if multiple measurements can be used together to produce greater predictive power. The primary goal of this experiment is not simply the construction of a model to predict the prevalence of implicit interactions in a system design, but to show that by considering more than
one measurement that relates to the existence of implicit interactions, we can better understand whether there will be an increased or decreased prevalence of implicit interactions from one system design alternative to the next without performing a full formal analysis of the system designs.

A multiple regression model is a regression model that uses multiple independent variables to predict a dependent variable, given by the linear equation:

$$\hat{y}_i = \beta_0 + \beta_1 x_{1i} + ... + \beta_n x_{ni}$$ (6.1)

where $x_1, ... x_n$ are the $n$ independent variables used, and $\beta_1, ... \beta_n$ are coefficients tuned given a dataset of dependent variable samples $y$ and independent variable samples $x$ [Sah16]. We score regression models with the coefficient of determination ($r^2$), which describes how much of the variation in a dependent variable can be explained by one or more independent variables. For example, an $r^2$ value of 0.75 means 75% of the variation in the dependent variable can be explained by the variation in the independent variable(s). For a single independent variable, the $r^2$ value is just the square of the Pearson correlation value. In general, the $r^2$ value can be computed with the following equation:

$$r^2 = \frac{\sum (y_i - \bar{y})^2 - \sum (y_i - \hat{y}_i)^2}{\sum (y_i - \bar{y})^2}$$ (6.2)

where $y_i$ is the $i$-th dependent variable value, $\bar{y}$ is the average of all dependent variable values, and $\hat{y}_i$ is the $i$-th dependent variable value predicted by the $i$-th independent variable value(s) [Sah16].
With multiple graph-based measurements that are related to the prevalence of implicit interactions in our system designs, we can use a multiple regression model to combine those graph-based measurements to see if together they more fully explain the variation in prevalence of implicit interactions in the system than the individual measurements. In addition, by varying which graph-based measurements are used as the independent variables in our regression model, we can see how much the coefficient of determination changes to compare the prediction strength of individual measurements. The independent variables that, through exclusion, cause the largest drop in the regression model’s $r^2$ value are the independent variables that best describe the variation in the dependent variable \cite{sah16}. In our context, this means that the measurements we exclude that cause the greatest drop in the regression model’s $r^2$ value are those that best approximate the prevalence of implicit interactions in the system that we would otherwise have to identify through formal analysis. Since this is our motivation for the regression analysis, we present only the $r^2$ value from each regression model and do not include the coefficients for every model constructed.

For the regression model, we want to combine all measurements that are shown to have a strong, statistically significant relationship with at least one of the measurements of implicit interactions. To perform this analysis, however, we need to assume the measurements are independent and the relationship with each individual measurement is linear. Though many of the plots presented pass a visual check for linearity, we use Spearman’s rank correlation when looking at individual measurements because we are primarily interested in whether an increase in a graph-based measurement coincides with an increase in implicit interaction measurements, not whether that increase is linear, exponential, or otherwise. Since the $r^2$ value of a regression model
with one independent variable is just the square of the Pearson correlation value, which measures the strength of linear relationships, we create regression models using each graph-based measurement individually to check data linearity. We also know that not all measurements are independent, so we exclude some. For example, the number of agents and direct interactions are used to calculate cyclomatic complexity [McC76], and we have two measurements related to the size of cycles. For this reason, we exclude the number of agents, number of direct interactions, and median cycle size from the regression analysis. We exclude median cycle size and not largest cycle size because the latter measurement shows a strong relationship across both system design alternatives, whereas median cycle size shows weaker relationships in the WDS.

Multiple Regression Models for the MCCS

In Table 6.10, we show the results of performing a multiple regression analysis with cyclomatic complexity, number of cycles, median cycle size, and number of intended interactions as independent variables, and each measurement of implicit interactions as dependent variables. We create a regression model that includes all four graph-based measurements, regression models which each exclude one of the four graph-based measurements, and regression models that only include one of the four graph-based measurements. The results reported are the $r^2$ values for each model, indicating which sets of independent variables have the greatest predictive power.

The first row includes that, collectively, these four graph-based measurements explain 98.72% of the variance in the number of implicit interactions and 94.7% of the
Table 6.10: $r^2$ values for regression models with different subsets of independent variables for the MCCS

<table>
<thead>
<tr>
<th>Independent Variables Used</th>
<th>Number of Implicit Interactions</th>
<th>Prevalence of Implicit Interactions</th>
</tr>
</thead>
<tbody>
<tr>
<td>All 4 independent variables</td>
<td>0.9872</td>
<td>0.947</td>
</tr>
<tr>
<td>Exclude ‘cyclomatic complexity’</td>
<td>0.9859</td>
<td>0.9464</td>
</tr>
<tr>
<td>Exclude ‘number of cycles’</td>
<td>0.8841</td>
<td>0.9182</td>
</tr>
<tr>
<td>Exclude ‘largest cycle size’</td>
<td>0.9862</td>
<td>0.9239</td>
</tr>
<tr>
<td>Exclude ‘number of intended interactions’</td>
<td>0.9862</td>
<td>0.9263</td>
</tr>
<tr>
<td>Only ‘cyclomatic complexity’</td>
<td>0.8835</td>
<td>0.8963</td>
</tr>
<tr>
<td>Only ‘number of cycles’</td>
<td>0.9595</td>
<td>0.8166</td>
</tr>
<tr>
<td>Only ‘largest cycle size’</td>
<td>0.7151</td>
<td>0.7852</td>
</tr>
<tr>
<td>Only ‘number of intended interactions’</td>
<td>0.39</td>
<td>0.4042</td>
</tr>
</tbody>
</table>

Variance in the prevalence of implicit interactions in the ten MCCS design alternatives. For both dependent variables, the $r^2$ values are still quite high when any one of the independent variables are excluded, or when only one of cyclomatic complexity, number of cycles, or largest cycle size are used. The largest decrease in the $r^2$ value for either dependent variable from excluding an independent variable comes from excluding the number of cycles from the regression model. We do however see the trend that we are looking for: the use of more graph-based measurements produces a stronger relationship with the results of the formal analysis than considering only one measurement.

**Multiple Regression Models for the WDS**

In Table 6.11, we show the results of performing the same multiple regression analysis for the WDS. Here we only use cyclomatic complexity, number of cycles, and largest
Table 6.11: $r^2$ values for regression models with different subsets of independent variables for the WDS

<table>
<thead>
<tr>
<th>Independent Variables Used</th>
<th>Number of Implicit Interactions</th>
<th>Prevalence of Implicit Interactions</th>
</tr>
</thead>
<tbody>
<tr>
<td>All 3 independent variables</td>
<td>0.8655</td>
<td>0.6265</td>
</tr>
<tr>
<td>Exclude ‘cyclomatic complexity’</td>
<td>0.642</td>
<td>0.5158</td>
</tr>
<tr>
<td>Exclude ‘number of cycles’</td>
<td>0.8605</td>
<td>0.6066</td>
</tr>
<tr>
<td>Exclude ‘largest cycle size’</td>
<td>0.8604</td>
<td>0.6194</td>
</tr>
<tr>
<td>Only ‘cyclomatic complexity’</td>
<td>0.859</td>
<td>0.6065</td>
</tr>
<tr>
<td>Only ‘number of cycles’</td>
<td>0.642</td>
<td>0.5145</td>
</tr>
<tr>
<td>Only ‘largest cycle size’</td>
<td>0.4158</td>
<td>0.3114</td>
</tr>
</tbody>
</table>

cycle size as independent variables as the number of intended interactions does not show a relationship with the implicit interactions measurements across the WDS design alternatives. Like Table 6.10, each cell in Table 6.11 shows the $r^2$ value for a regression model created from the independent variables described by the row title and the dependent variable described by the column title.

The three graph-based measurements together explain 87% of the variation in the number of implicit interactions and 62.17% of the variation in the prevalence of implicit interactions across the 29 WDS design alternatives. We can directly compare these results to the fifth row in Table 6.10 as they use the same independent and dependent variables, to see that three graph-based measurements in the WDS do not as strongly predict changes in the implicit interaction methods as in the MCCS.

The presence of oversights and multiple interfering processes are the two main differences between the MCCS and WDS. Table 5.14 includes the number of oversights present in each system design alternative, so we can add this to the regression model
to see how much of a role oversights play in the decreased predictive power. The resulting regression models, now with four independent variables, have an $r^2$ value of 0.8664 with the number of implicit interactions as the dependent variable and 0.6636 for the prevalence of implicit interactions. The values are still much lower than the results we see with the MCCS, leaving the varying amounts of interference between the processes in each system design, for which we do not have a single measurement to characterize, as the most likely cause for this difference.

In the WDS, the largest decrease in the $r^2$ value in Table 6.11 for both dependent variables comes from excluding cyclomatic complexity from the regression model. The decrease in $r^2$ is also larger than what we see for the MCCS in Table 6.10. We again see that considering multiple graph-based measurements results in a greater predictive power than any one measurement, though the effect is very small in the WDS with the number of implicit interactions as the dependent variable.

## 6.3 Conclusions

The purpose of this chapter was to compare design alternatives for the MCCS and WDS with each other to understand what design changes impact the formal methods results, and to compare the formal and graph-based measurements to identify what measurements have strong relationships with the formal methods results. In doing so, we can now focus on the design changes and graph-based measurements that are found to relate to implicit interactions, rather than rely on formal methods-based activities. Specifically, the main takeaways from this chapter are:
1. Not every type of design change that successfully mitigates implicit interactions in one system will work in another system.

2. Both sets of system design alternatives show that the number of direct interactions, cyclomatic complexity, number of cycles in the system design communication graph can help to understand which design alternatives with have more implicit interactions.

3. Centrality methods, specifically fan-out, degree centrality, and eigenvector centrality, can be used to approximate which agents in a system design will contribute most to the system’s implicit interactions.

In the next chapter, we use the identified relationships with the graph-based measurements in Table 6.6 through Table 6.9 and the design comparisons made in Section 6.1 to determine which system properties and design principles impact the prevalence of implicit interactions in a system design.
Chapter 7

Data Interpretation Activities

In this chapter, we detail the activities presented in Chapter 3 in which we interpret the results of the data analysis performed in Chapter 6. We begin in Section 7.1 by mapping the relationships between formal and graph-based analyses identified in Section 6.2 to system properties and relate these properties to relevant system quality attributes to answer RQ3. In Section 7.2, we identify design principles that relate to the identified system properties and from the specific design comparisons made in Section 6.1 to answer RQ4.

7.1 Identifying System Properties

In Section 5.4.2, we introduced a number of measurements within the context of different system properties. With the analysis results from Chapter 6, we can now
revisit these system properties for a discussion on how they contribute to the existence of implicit interactions in a system design.

Complexity

The structural complexity of a system design has been shown to relate highly to the both the number and prevalence of implicit interactions in a system design. In both the MCCS and WDS, the positive relationships between implicit interaction measurements and the number of direct interactions, cyclomatic complexity, number of cycles, and size of cycles shown in Table 6.6 and Table 6.8 all point to higher complexity coinciding with a higher prevalence of implicit interactions and a larger total number of implicit interactions.

The number of messages sent in system models [KB02, PS12, AFS12], number of global data structures [RD05, AFS12], and number of communication channels [BD02, SB13, RD05, ZT06] have been proposed as measures of complexity in other works, which in our context correspond to the number of direct interactions via stimuli, number of direct interactions via shared environment, and total number of direct interactions, respectively. Works exist tying cycles to complexity, most notably in the dependency cycles of both models and developed systems [ZN07, Oye15]. The centrality methods we explore have also been proposed in many works to characterize complexity, particularly fan-out [RD05, YR02, MKPS00] and degree centrality [RD05, PS12, MKPS00], which both show consistent strong positive relationships with the number of implicit interactions at an agent level in Table 6.9.
Intuitively, it makes sense that larger, more complex system will have more implicit interactions, and is an idea that has been posited in previous works related to implicit interactions [JV17b, JV17a, Jas20a]. A larger, more complex system in general simply has more agents or potential interactions between agents that need to be accounted for in order to address and mitigate the existence of implicit interactions in the system design. We see this with the inclusion of the FAULTMNGR agent in the WDS. Though it helps to eliminate many of the current implicit interactions in the system, the additional agent results in a net increase in implicit interaction measurements in Table 6.2 because there are so many new potential interactions between agents that must be considered. The presence of oversights is also emblematic of this issue, as their presence effectively increases how many direct interactions are in the system, and therefore the complexity of the system, without contributing to the system’s objectives. Dealing with size and complexity is one of the major challenges faced in providing adequate security assurance at the time of writing, as a complete view of all agents and possible interactions is often out of reach for large systems [Jas20c]. While a system designer needs to do their best to account for every possible vulnerability, an attacker only needs to find one vulnerability (e.g., an implicit interaction they can exploit) to potentially have a major impact on that system’s ability to achieve its objectives.

In the broader context of system design, managing complexity is also a major goal. Cyclomatic complexity was originally developed as a method to characterize the complexity of program control flows, and McCabe states that the cyclomatic complexity for any software module should be kept as low as possible, and suggests
refactoring when a module’s cyclomatic complexity surpasses 10 to better manage the complexity \cite{McC76}. Parnas and Weiss state that designs should be as simple as possible, but no simpler, and that designs should be well structured, which they define as being consistent with design principles \cite{PW87}. Complexity also often is detrimental to many software quality attributes. As complexity increases, many works describe how software quality attributes suffer, including flexibility \cite{BD02}, modifiability \cite{SB13, ZT06, GPM04}, reusability \cite{BD02, ZT06, RD05}, maintainability \cite{ZT06, MKPS00, FMM94}, extendibility \cite{BD02, ZT06}, and understandability \cite{RD05, GPM04}. This is good for our specific context of implicit interactions, because it means that working towards existing desirable goals when designing systems, like managing complexity or improving specific quality attributes, is in line the goal of reducing the prevalence of implicit interactions in system designs.

**Coupling**

Coupling between agents is often considered during system development, but many works describe coupling as just a specific way to measure complexity \cite{BD02, SB13, ZT06, MSA13}. Coupling in a system design has been expressed through measurements analogous to the number of direct interactions, such as number of communication channels \cite{BD02, SB13, ZT06} and number of dependencies between system components \cite{KM11}, which we have seen strongly correlates to both implicit interaction measurements in both sets of system design alternatives in Table 6.6 and Table 6.8. At the agent-level, degree centrality, which we have found to consistently
relate strongly to the number of implicit interactions in Table 6.9, has also been used to measure coupling [BD02, ZT06, SB13, KB02].

Much of the discussion on both the MCCS and WDS design alternatives in Section 6.1 revolves around coupling. Specifically, in the MCCS most subsequent designs based purely on weak point identification repeatedly decouple non-control agents from each other. The communication via shared environment from the handling agent $H$ and processing agent $P$ both referencing status are particularly interesting as they provide communication redundancy to ensure the storage agent $S$ is in the correct state for different actions in the system. Redundant communication in general can help to improve reliability [Bea91] and availability [EOS09], but we see in Section 5.3.1 that whenever the status communication via shared environment exists, it is a weak point in the system. This points to redundant communication, and therefore the quality attributes that use redundancy as an improvement strategy, as being counterproductive to reducing the number or prevalence of implicit interactions in a system design. We can also intuit this by recognizing that redundant communication channels means the system has overall more communication channels and therefore more coupling and complexity, which both positively correlate with the implicit interaction measurements.

Since coupling has been discussed as a way to characterize complexity, reducing coupling also helps to improve similar quality attributes as reducing overall complexity. Counter to the many quality attributes that benefit from reduced coupling and complexity, less coupling is often detrimental to performance [DAD+04]. This is because greater coupling often results in more direct communication, which has less overhead.
than indirect communications propagated through multiple agents. Therefore, re-
designing to reduce the number of implicit interactions in a system design may have
negative side-effects for performance.

Centralization

Despite our expectation that more centralized design alternatives would have more
implicit interactions, as described in Section 5.4.2, we do not see strong evidence of
this relationship in the system design alternatives. There is no statistically signifi-
cant relationship between the variance in degree centrality and the number of implicit
interactions in the MCCS or in the WDS when we only consider the design alterna-
tives without oversights. A statistically significant relationship does exist when we
include the WDS design alternatives with oversights, though it is not as strong as
what we see with other measurements. Given that increased centralization overall
decreases system-wide coupling in the MCCS whereas overall coupling is increased
through the centralization in the WDS the positive relationship we see between cen-
tralization and implicit interaction measurements in the WDS may just be due to
that increased coupling and complexity. This would also be in line with why we
only see a statistically significant relationship when the design alternatives with over-
sights are included in the set of alternate designs used, because they also increase the
coupling and complexity of a design while increasing both measurements of implicit
interactions.
Concurrency

As discussed in Section 5.4.2, systems with more concurrency were expected to have more implicit interactions because of the increased communication needed to synchronize their concurrent behaviors. We see in the MCCS that a greater number of intended interactions, which increases with the amount of control flow forks and synchronization required, shows a strong positive relationship with the prevalence of implicit interactions and number of implicit interactions. In the WDS we only see a relationship between the number of intended interactions and implicit interaction measurements when we ignore the system design alternatives that contain oversights. This makes sense since oversights are, by definition, not information captured by the intended interactions of the system design. The relationship seen between the number of intended interactions and implicit interaction measurements is still not as strong in the WDS design alternatives than in the MCCS design alternatives, but the WDS does contain additional concurrency in the form of interference between the pump-controlling and fault-managing control flows. We see with the MCCS in Figure 6.11 that the relationship between the number of intended interactions and implicit interactions in a system that contains a single main control flow appears linear, but in Section 5.3.2 we have seen how quickly the number of implicit interactions grows when combining multiple control flows together. It appears that both concurrency from multiple agents within one control flow and concurrency from having multiple control flows in a system contribute the number of implicit interactions in a system, but the latter contributes to a much greater extent so we see a weaker relationship with measurements that characterize the former in the WDS.
Incorporating concurrency into a control flow in a system design is one of the main strategies used to improve system performance since we can have independent actions like those performed by the sample flow meter agent SFM and SO₃ analyzer agent SO₃ in the WDS performed in parallel to save time. We can see this visually in the intended interactions of systems, where the event traces are longer for system designs without concurrency (e.g., MCCS6 in Figure 6.4c) when compared to designs with concurrency (e.g., MCCS10 in Figure 6.5b) since without concurrency, only one agent can perform its actions at a time. Since we see a relationship between concurrency and more implicit interactions when a system design contains a single main control flow, like we discuss with coupling, redesigning systems to reduce the number of implicit interactions may be detrimental to system performance, as is often the case with improving security in general.

7.2 Identifying Design Principles

We now identify design principles from different facets of software and system design that either relate to the identified system properties in Section 7.1 or capture the spirit behind specific design changes discussed in Section 6.1. The identification of these design principles, and specifically how each relates to the prevalence of implicit interactions, can provide guidance to system designers, enabling them to avoid the need for time-consuming formal analyses to improve system security with respect to these vulnerabilities at each iteration of the design process.
Low Coupling and Law of Demeter

Greater coupling at a system-level through the number of direct interactions has been shown in Section 6.2 to relate highly to the prevalence of implicit interactions. Since we discuss in detail in Section 7.1 how more coupling relates to more implicit interactions, the principle Low Coupling is relevant. This principle states that systems should be designed so that they minimize the degree to which each component depends on others in the system [QFTX10].

Coupling also relates highly to the Law of Demeter, which states that designers should limit the knowledge each component has about other components, and to only allow components to communicate with others that are closely related [Lie89]. In the MCCS, the decoupling of P and S discussed in Section 6.1.1 is particularly relevant here because H is the agent that actually transfers material from S to P, so we do not necessarily need P and S to directly communicate, and removing this direct communication causes both implicit interaction measurements to decrease. For the pump-controlling process within the WDS, the actions of agents SAP, SFM, and SO3 do not need to know any information about PLC, and so in the original design the PLC only communicates with these agents when faults are resolved. When the WDS design is centralized (e.g., WDS15), PLC now needs to communicate directly to these three agents and the prevalence of implicit interactions is increased.
High Cohesion and Single Responsibility

We discuss in Section 6.1.1 how many of the design changes made by transforming the MCCS around weak points improve cohesion in the system while reducing the prevalence of implicit interactions, which relates to the principle of *High Cohesion*. This principle states that components should be designed so that they perform a set of closely related operations [QFTX10]. This is very similar to the concept of *Single Responsibility*, which describes how a component should only have one responsibility, and is often expressed as the idea that a component “should have only one reason to change” [MNK03].

Ideally, if the MCCS has a control agent, then it should have the responsibility of controlling system operations. The other agents should perform actions related only to what their name suggests: storing material for S, handling material for H, and processing material for P. In design alternatives like MCCS6 that have a lower prevalence of implicit interactions, only C needs to change when changes to the overall control flow are made because each agent has a single responsibility, whereas and changes to the control flow in MCCS1 may require changes to agents beyond just the control agent as several agents take part in coordinating actions.

In the WDS, the addition of the fault manager agent FAULTMNGR at first seems to counter the relevance of the principles of high cohesion and single-responsibility because both the implicit interaction measurements increase. However, we have seen in Section 6.1.2 how the addition of FAULTMNGR does successfully eliminate implicit interactions in the system while improving overall cohesion. In this case, it appears that while relevant, cohesion may not have as much of an impact on the prevalence...
of implicit interactions as the impact of size and coupling. It may be the case that improving cohesion through reorganizing responsibilities as we do in the MCCS is effective at reducing the number of implicit interactions, while improving cohesion through splitting responsibilities into multiple agents as we do in the WDS is simply offset by the extra communication required for an additional agent to be included in the system.

**Isolation and Modularity**

It is understandable that *Low Coupling* and *High Cohesion* relate to a lower prevalence of implicit interactions, as other works have expressed how low cohesion or too much coupling makes the overall structure of the system hard to manage, expand, maintain, and modify, leading to more complexity and susceptibility for unwanted component interactions which can propagate unexpected behaviors through the system [Per99]. Proper cohesion and coupling are also required to achieve proper *Isolation* and *Modularity* [SB18]. The principle of Isolation states that public access systems should be isolated from critical resources to prevent disclosure or tampering, while the principle of Modularity relates to the use of modular architectures and the development of security functions as separate, protected modules. A more isolated agent is less coupled in the system so there should be fewer ways for the agent to be influenced through implicit interactions. A system designed into proper modules is also better than all system behavior placed within a single large agent. We do not explicitly create a model for this, because a system with one agent would have no implicit interactions as there would be no communication between different
agents. However, this does not mean that the implicit linkages between actions no longer exist, they simply are no longer at the design level from which we perform our analysis. Furthermore, a single large agent, sometimes referred to as a “god object,” has several additional issues, including low cohesion, maintainability, and understandability [Fow18].

Least Common Mechanism and Open-Closed Principle

Least Common Mechanism is a security design principle which states that mechanisms used to access resources should not be shared [SS75]. Sharing resources provides a channel along which information can be transmitted, and so unnecessary resource sharing should be avoided. When considering specific system properties, a greater amount of resource sharing could be deemed necessary to facilitate reliability, adaptation, or recovery, but in a security context these additional communication channels provide additional vectors an attacker may be able to exploit. In a general software engineering context, we often minimize shared environments such as global variables as much as possible since they are typically seen as bad design practice [QFTX10]. Moreover, least common mechanism has been described as a principle that “helps reduce the number of unintended communication paths,” [SB18] which is very relevant to the focus of this work. Resource sharing is also captured in the Open–Closed Principle, which states that a component should be open to extension, but closed for modification [Mar00]. This relates to encapsulation, an object-oriented specific version of Isolation [SB18], but the Open–Closed Principle also discourages the use of global variables. The more global variables or shared environments in a system, the
more coupling and complexity exist, which both relate to the prevalence of implicit interactions. We see in several design alternatives how shared environments often have high contribution ratios and that when two agents communicate with each other by both stimuli and shared environment, the shared environments frequently appear as interaction weak points over the communication via stimuli in both the MCCS (e.g., MCCS1 in Figure 5.1, MCCS2 in Figure 5.3a, MCCS5 in Figure 5.5) and the WDS (e.g., WDS1 in Figure 5.2, WDS4 and WDS11 in Figure 5.9, WDS13 in Figure 5.10).

**Economy of Mechanism**

With the clear relationship established with complexity in Section 7.1, *Economy of Mechanism* [SS75] is highly relevant to the prevalence of implicit interactions within a system design. Economy of Mechanism promotes the idea that systems should be as simple and small as possible to reduce the opportunities for an attacker to discover vulnerabilities to exploit. We have shown that more complex and larger systems have a higher prevalence of implicit interactions through relationships identified across all design alternatives for both the MCCS and WDS. We have also seen specific examples in how making the system simpler and smaller through the elimination of both stimuli (e.g., Section 6.1.2) and shared environments (e.g., Section 6.1.1 and Section 6.1.1) reduces the prevalence of implicit interactions.

It is important to note that eliminating communications, of course, may compromise system objectives such as the added reliability that the redundancy through the status variable in the original MCCS provides. Redundant communication may be
seen as necessary in a system design depending on system requirements, so while eliminating communication such as status may make the system more simple and small, it may not be viewed as a possible design change. Oversights on the other hand, as seen in the WDS are communications that can be eliminated to make a system smaller without compromising system objectives, as we discuss in Section 7.1.

Separation of Privilege

The MCCS design alternatives centered around the status shared variable are interesting when we consider Separation of Privilege, which describes how a system should not grant permission based on a single condition [SS75]. In the original manufacturing cell design (MCCS1), when status is present, it is used by H and P to ensure that S is ready for certain actions to be performed by C issues commands. In this case, H and P have two conditions on their actions: (1) the reception of stimuli from C and (2) the correct value of status. Since multiple conditions are requiring more communication between agents, granting permission based on more conditions is worse for the prevalence of implicit interactions in system designs.

7.3 Conclusions

The purpose of this chapter was to use the analysis conducted in Chapter 6 to identify system properties and existing design principles that are relevant to mitigating the prevalence of implicit interactions in system designs through exploring literature
related to system properties, design principles, and the identified graph-based measurements that have shown a relationship to implicit interaction measurements. This provides yet another layer of abstraction from the formal-methods based activities, in which we can now focus on conformance to design principles in order to reduce the number or prevalence of implicit interactions. The main takeaways from this chapter are:

1. Given our data collected in Chapter 5 and the relationships identified in Chapter 6, the size and complexity of systems is the most impactful system property for increasing the number of implicit interactions.

2. In systems with a single main control flow, the amount of concurrency between agent actions plays a role in the number of implicit interactions. When there are multiple control flows in a system, interference between those control flows has a larger impact on the number of implicit interactions.

3. Adherence to fundamental software design principles like Low Coupling and High Cohesion \[QFTX10\] are in line with the goal of mitigating implicit interactions in a system design.

4. The application of well-known security design principles \[SS75, SB18\] are also found to be in line with the goal of mitigating implicit interactions, with the important exception of Separation of Privilege when multiple privilege attributes are brought together from different parts of the system design.
The remaining chapters contain a broad discussion of many aspects of this work, including the applicability of the findings, threats to validity, and possible future works.
Chapter 8

Discussion

In this chapter, we explore the strengths and limitations of the approach detailed in Chapters 5, 6, and 7. In Section 8.1, we focus on the additional formal analysis that builds on existing works [JV17] and answers research question RQ1, described and demonstrated in Chapter 5. In Section 8.2, we focus on the graph-based measurements we collect which answer research question RQ2, identified in Chapter 6. In Section 8.3, we focus on the system properties, quality attributes, and design principles which answer research questions RQ3 and RQ4, identified in Chapter 7. In Section 8.4 and Section 8.5, we focus on the limitations of the research approach and threats to the validity of the results obtained.
8.1 Strengths of Formally Identifying System Weak Points

Research question [RQ1] is motivated by the results of a questionnaire distributed to domain experts of the WDS in previous work [Jas20b] to understand the usefulness of the implicit interaction identification presented in Section 5.1 for improving system security. While every respondent agreed that the results were understandable and valuable, individual feedback included comments raising the issue that the presentation of the implicit interactions in a form like Table 5.2 requires too much expertise, and that it would be more beneficial to provide a summary of problematic areas and mitigation advice. Using the contribution ratios described in Equation 5.2 and Equation 5.3 and identifying weak points helps to make all this information much more easily digestible and provides more actionable results to directly address the suggestions for improvement made by domain experts.

Beyond simply addressing previous critiques, the ability to prioritize vulnerabilities is important as it is often not possible to address every vulnerability present in the system. With our focus on implicit interactions, this means requiring some method to determine which aspects of the system contribute most their existence, so we can most effectively mitigate them given the available resources. A frequency analysis of the agents and direct interactions that exist in the system’s implicit interactions is a simple and effective method to achieve exactly this, and identifying both agent and interaction weak points provides multiple views of the problem that can paint a more complete picture as to why the identified weak points are problematic in the system.
Since this prioritization approach is driven solely by the characteristics of the implicit interactions, it avoids any subjectivity in the results from the practitioner’s input. A data-driven approach such as this improves objectivity, can be easily automated, and provides a more reproducible and consistent outcome.

8.2 Strengths of Identifying Relevant Graph-Based Measurements

The benefits of identifying graph-based measurements with relationships to the implicit interaction measurements we collect are twofold. First, we are able to tie implicit interactions to system properties and design principles in Chapter 4 since there is a much greater volume of work on the relationship between system properties and measurements taken from systems than there is work on implicit interactions. By relating implicit interactions to other system measurements, we are able to relate implicit interactions to system properties based on what properties other works characterize with the same measurements. Second, these measurements can be used directly to approximate the formal analysis results, allowing us to reason about whether the prevalence of implicit interactions changes from one design to the next without actually performing the formal analysis.

These benefits enable a wider range of practitioners to consider the security threat implicit interactions pose without requiring the formal methods expertise to use existing works. One common critique of formal methods are scalability issues and so using the graph-based methods presented to track implicit interactions across
Table 8.1: Execution times to calculate formal and graph-based measurements for each MCCS design alternative

<table>
<thead>
<tr>
<th>System Design Alternative</th>
<th>Formal Methods Execution Time</th>
<th>Graph-Based Measurement Execution Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCCS1</td>
<td>12.9647s</td>
<td>0.0045s</td>
</tr>
<tr>
<td>MCCS2</td>
<td>13.7693s</td>
<td>0.0038s</td>
</tr>
<tr>
<td>MCCS3</td>
<td>14.9017s</td>
<td>0.0038s</td>
</tr>
<tr>
<td>MCCS4</td>
<td>14.2747s</td>
<td>0.0042s</td>
</tr>
<tr>
<td>MCCS5</td>
<td>17.5392s</td>
<td>0.0072s</td>
</tr>
<tr>
<td>MCCS6</td>
<td>17.7228s</td>
<td>0.0076s</td>
</tr>
<tr>
<td>MCCS7</td>
<td>5.7559s</td>
<td>0.0032s</td>
</tr>
<tr>
<td>MCCS8</td>
<td>5.6447s</td>
<td>0.0031s</td>
</tr>
<tr>
<td>MCCS9</td>
<td>16.1764s</td>
<td>0.0073s</td>
</tr>
<tr>
<td>MCCS10</td>
<td>16.1414s</td>
<td>0.0066s</td>
</tr>
</tbody>
</table>

Total Execution Time 134.8914s 0.0516s
Average Execution Time 13.4891s 0.0052s

design alternatives, like simply counting the number of communication channels at a system or agent-level, opens up implicit interactions as a design concern that can be analyzed in larger systems. On a machine with a 2.6 GHz Intel Core i7 processor and 8 GB RAM, the completion times for the formal analysis and the graph-based approximations are given in Table 8.1 for the MCCS design alternatives and Table 8.2 for the WDS design alternatives, highlighting the speedup that can be gained through relying on graph-based approximations during an iterative design phase.

In the case of the WDS, formally evaluating all 29 design alternatives takes over 23 minutes, whereas calculating the graph-based approximations from the same models only takes a fraction of a second. In a real development setting, one would need to stop working or shift focus while they wait for formal results, whereas the graph-based approximations can be provided almost instantly to make an informed decision. With
Table 8.2: Execution times to calculate formal and graph-based measurements for each WDS design alternative

<table>
<thead>
<tr>
<th>System Design Alternative</th>
<th>Formal Methods Execution Time</th>
<th>Graph-Based Measurement Execution Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>WDS1</td>
<td>52.6138s</td>
<td>0.0060s</td>
</tr>
<tr>
<td>WDS2</td>
<td>41.5916s</td>
<td>0.0043s</td>
</tr>
<tr>
<td>WDS3</td>
<td>39.6907s</td>
<td>0.0040s</td>
</tr>
<tr>
<td>WDS4</td>
<td>42.3328s</td>
<td>0.0042s</td>
</tr>
<tr>
<td>WDS5</td>
<td>36.8629s</td>
<td>0.0041s</td>
</tr>
<tr>
<td>WDS6</td>
<td>37.7981s</td>
<td>0.0047s</td>
</tr>
<tr>
<td>WDS7</td>
<td>35.5755s</td>
<td>0.0039s</td>
</tr>
<tr>
<td>WDS8</td>
<td>39.8283s</td>
<td>0.0042s</td>
</tr>
<tr>
<td>WDS9</td>
<td>37.1526s</td>
<td>0.0040s</td>
</tr>
<tr>
<td>WDS10</td>
<td>39.4172s</td>
<td>0.0050s</td>
</tr>
<tr>
<td>WDS11</td>
<td>36.4172s</td>
<td>0.0041s</td>
</tr>
<tr>
<td>WDS12</td>
<td>51.7611s</td>
<td>0.0042s</td>
</tr>
<tr>
<td>WDS13</td>
<td>58.7487s</td>
<td>0.0042s</td>
</tr>
<tr>
<td>WDS14</td>
<td>41.0388s</td>
<td>0.0042s</td>
</tr>
<tr>
<td>WDS15</td>
<td>41.1811s</td>
<td>0.0052s</td>
</tr>
<tr>
<td>WDS16</td>
<td>45.6463s</td>
<td>0.0048s</td>
</tr>
<tr>
<td>WDS17</td>
<td>45.7131s</td>
<td>0.0062s</td>
</tr>
<tr>
<td>WDS18</td>
<td>42.7514s</td>
<td>0.0044s</td>
</tr>
<tr>
<td>WDS19</td>
<td>42.8829s</td>
<td>0.0055s</td>
</tr>
<tr>
<td>WDS20</td>
<td>49.1890s</td>
<td>0.0047s</td>
</tr>
<tr>
<td>WDS21</td>
<td>63.4549s</td>
<td>0.0064s</td>
</tr>
<tr>
<td>WDS22</td>
<td>57.6086s</td>
<td>0.0049s</td>
</tr>
<tr>
<td>WDS23</td>
<td>56.9613s</td>
<td>0.0056s</td>
</tr>
<tr>
<td>WDS24</td>
<td>60.4169s</td>
<td>0.0052s</td>
</tr>
<tr>
<td>WDS25</td>
<td>63.4737s</td>
<td>0.0070s</td>
</tr>
<tr>
<td>WDS26</td>
<td>63.5737</td>
<td>0.0049s</td>
</tr>
<tr>
<td>WDS27</td>
<td>63.0347s</td>
<td>0.0056s</td>
</tr>
<tr>
<td>WDS28</td>
<td>66.9186s</td>
<td>0.0051s</td>
</tr>
<tr>
<td>WDS29</td>
<td>67.2729s</td>
<td>0.0074s</td>
</tr>
</tbody>
</table>

Total Execution Time 1418s 0.1449s

Average Execution Time 48.8974s 0.0049s
a preferable design alternative selected, the formal analysis can still be performed on
only the selected design alternative if needed for assurance.

Some of the discussed measures are also used to track other design concerns, such
as the number of communication channels to measure coupling [SB13] or cyclomatic
complexity as a complexity measure [McC76]. If a practitioner already tracks these
measurements at a system or agent level, then they may already have the capability
to consider the prevalence of implicit interactions without requiring additional work.

8.3 Strengths of Identifying System Properties and
Design Principles

Identifying system properties, quality attributes, and design principles relevant to
the mitigation of implicit interactions provides yet another avenue for considering
this type of vulnerability at the design phase of a project. Any combination of formal
methods, graph-based measurements, and design principles can be used depending
on the practitioners’ skill set to approach the threat posed by implicit interactions.
A model-driven development may focus more on formal methods, while data-driven
development can utilize graph-based measurements and other development cycles that
do not utilize formal or semi-formal methods can evaluate and still improve a design’s
adherence to identified design principles to improve a system design with respect to
the prevalence of implicit interactions.
Several of the identified design principles also have overlapping concerns. Where appropriate in Section 7.2 we have emphasized similarities between design principles (e.g., Cohesion and Single-Responsibility), but it is important to include each as not all designers may be well versed in every design principle. Depending on their work, different practitioners may focus on different design principles. For example, Single-Responsibility comes from the SOLID principles of object-oriented development [Mar00, MNK03] which may not be known to practitioners if they do not operate in that development paradigm. The same can be said for security design principles in how principles like Isolation and Modularity relate to Low Coupling and High Cohesion, and how Least Common Mechanism and Open-Closed Principle have overlapping concerns. Not all system designers have security experience, so identifying more widely known principles like Low Coupling and High Cohesion is useful so results are understood by a wider range of practitioners.

8.4 Limitations of the Proposed Approach and Obtained Results

A limitation common to all of the formal methods, graph-based measurements, and design principle adherence approaches is that none will tell a practitioner exactly what design changes to make. All methods will, at best, point to a specific area of a system that should be redesigned, and it is the interpretation of analysis results that informs exactly what change should be made. Some design expertise is still required
to make design changes based on this information, and different designers may come to different conclusions of the same data produced by the analyses approaches.

Another potential limitation is that we only look at aggregate measurements for implicit interactions, with all vulnerabilities considered equally important. It is possible that a user of these methods may want to protect part of a system by eliminating any implicit interactions that influence a particular agent or agents in a system design. It would be possible to compare the contribution ratios for agents in different design alternatives to look for the lowest values for a particular agent or agents, but that would only allow a designer to select the alternative with fewest implicit interactions passing through those agents, not the design alternative with the least ability to influence those agents. Analyzing the adherence to the identified design principles in a specific part of the system, rather than the system as a whole, may also help to some extent.

Specific implicit interactions with a higher exploitability, a concept discussed in Section 2.4, are also not considered when comparing design alternatives with aggregate measurements. By aiming for the fewest number of vulnerabilities, it is possible that we leave behind a small number of very exploitable implicit interactions that can still cause issues in the system once implemented. At the time of writing, it is infeasible to use the existing tool support \[\text{Jas20a}\] on the scale required to incorporate exploitability analyses throughout this work. Future works with more efficient methods could allow for a comparison between methods that target the most exploitable vulnerabilities for redesign with our method of minimizing the prevalence of existing vulnerabilities. Meanwhile, reducing the prevalence of implicit interactions with the
methods we discuss in this work can enable practitioners to perform an exploitability analysis on the final design alternative they obtain to understand if those vulnerabilities that remain are of much concern.

Finally, despite providing semi-formal and non-formal analysis approaches in this work, if a system requires a high level of security assurance, the formal analysis may need to be completed anyway. Some benefit is still provided by having graph-based measurements and design principles however, since the formal analysis would only need to be completed at the end of the design phase. Intermediate design iterations could be completed more quickly with the less formal approximations.

8.5 Threats to Validity

In this section, we discuss threats to validity and how each affects the strength of the conclusions of this work. Threats to validity are classified into conclusion validity, internal validity, construct validity, and external validity [CbO17].

8.5.1 External Validity

External validity is the degree to which the results generalize [CbO17]. This work employs a common practice in systems engineering and computer science related research, in which we present a methodology, show its application to one or a small set of example models, and present conclusions. Of course, identifying the relationships in Section 6.2 and design principles in Section 7.2 on our illustrative examples does not
necessarily mean all systems everywhere will always provide these same conclusions. With the agent-level graph-based approximations identified with the WDS, we have also seen a strong relationship between the agent-level implicit interaction and graph-based measurements in two other system models of a maritime port terminal and batch chemical reactor [NJ21].

Though in many instances we see strong relationships between implicit interactions and system-level measurements in both the MCCS and WDS when we see a relationship that exists in one illustrative example but not the other, we attribute this to the differences between the two models, but it could be the case that the relationship is specific to the illustrative example and not the type of system which that example represents. For example, we only see a strong positive relationship between the number of implicit interactions and number of intended interactions in the MCCS and we conclude this relationship only exists in systems with a single control flow, but it could be the case that other systems with a single control flow do not exhibit this relationship. More work would be needed to verify or deny this conclusion for system-level measurements.

8.5.2 Conclusion Validity

Conclusion validity is the ability to derive conclusions from the relationships between independent and dependent variables [CbO17]. It is obviously not feasible to look at every possible design change for either system, but of all possible alternative designs, 10 for the MCCS and 29 for the WDS is a fairly small sample of that total design space. The use of critical values helps to combat the small sample size, since despite
the variability we see in the plots in Section 6.2, we can still say these relationships are statistically significant with a 95% confidence level.

8.5.3 Internal Validity

Internal validity is the degree to which changes to a dependent variable exclusively caused by changes in one or more known independent variable(s) [Cbo17]. We see in Section 6.2 that none of the correlation values are perfectly 1.0 and the plots do not show a perfect monotonic relationship across design alternatives. Some variability is to be expected as any one measurement is unlikely to be the only thing that impacts how many implicit interactions a system has. We simply find measurements that correlate with the prevalence of implicit interactions, and at best are just one of possibly many factors that influence the prevalence of implicit interactions in a system. There may be other factors that impact the prevalence of implicit interactions that we do not consider, as evidenced by our inability to fully explain all of the variation in measurements of implicit interactions in Section 6.2.3

8.5.4 Construct Validity

Construct validity is the belief that the defined independent and dependent variables are a good representation of the theoretical concepts under study [Cbo17]. In order for us to draw conclusions about what properties and principles are relevant to reducing the prevalence of implicit interactions in system designs, we assume that the measurements we relate to those properties and principles accurately represent
what they aim to measure. It can be quite difficult to find effective quantitative measurements for qualities, which is why we focus on existing published works that identify measurements in Chapter 7 instead of trying to come up with justifications for why a measurement relates to a specific software quality, system property, or design principle on our own.

We must also assume that the relationships between formal and graph-based measurements, and the relationships between graph-based measurements and design properties, principles, etc., are transitive. For example, we say that if the number of implicit interactions relates to the number of direct interactions, and the number of direct interactions relates to coupling, then the number of implicit interactions is, at least in part, a coupling issue. This assumption may not hold in all circumstances, or in some instances the relationship between implicit interactions and the concerns discussed in Chapter 7 may be weaker than expected by requiring several steps to jump from formal to informal analysis.

In addition to requiring the measurements to accurately capture their associated qualitative properties, the measurements must also be taken correctly. This means the tools we use to generate our data for use in Chapter 6 must be free from any faults that would impact the results they produce. This includes the Python package NetworkX [HSS08] we use for graph-based analysis, existing tool support for implicit interactions analysis [JKZ14, Jas15], and our own scripts to collect and organize measurements taken from each design alternative. We have no reason to suspect any of these tools contain faults that would impact the results, but any erroneous results they report could impact our conclusions.
8.6 Conclusions

The purpose of this chapter was to discuss the strengths and limitations of the methods used and results obtained in this work. The main takeaways from this chapter are:

1. This work does not completely eliminate the threat posed by implicit interactions, but provides several benefits and advancements to the state-of-the-art in design-phase implicit interaction mitigation.

2. The results obtained only hold under the assumptions made, and has some noteworthy, but common, threats to validity.

In the next chapter, we offer concluding statements and a short discussion on potential future works.
Chapter 9

Concluding Remarks

In this final chapter, we summarize the contributions of the thesis and possible next steps. In Section 9.1 we summarize the results of this thesis in terms of our research questions. In Section 9.2 we briefly discuss several possible future directions for this work. In Section 9.3 we offer final closing remarks.

9.1 Outcomes of the Work

In this thesis we presented several approaches to improve system security by eliminating implicit interactions at the design phase of a project. We can now revisit our research questions, first posed in Section 1.3.

RQ1. How can we identity areas of a system design that should be modified to best reduce the prevalence of implicit interactions within the system?
This is the subject of Section 5.2. We presented an approach for identifying weak points in system designs by analyzing the frequency of their components and communication channels in the system’s implicit and intended interactions. The proposed approach is objective, repeatable, and like the implicit interaction analysis it builds upon [JV17b], can be used in the early stages of development when changes to identified weak points can be more easily made.

RQ2. What measurable aspects of a system design are related to the prevalence of implicit interactions in that system?

These are identified in Section 6.2. For the system level, we identified the number of direct interactions, cyclomatic complexity, and the number of cycles in the interaction model of a system design as measurements that relate highly to the prevalence of implicit interactions. The number of intended interactions in a system design can also be used when the system design contains only a single control flow. For the agent level, we identify the degree centrality, fan-out, and eigenvector centrality as measurements that relate highly to the frequency a design’s agents occur in its implicit interactions.

RQ3. How do design changes that mitigate implicit interactions relate to system properties and system quality attributes?

This is the subject of Section 7.1. Mitigating implicit interactions is found to be in line with the goals of reducing complexity and coupling in a system design. Mitigating implicit interactions can be achieved with less concurrency in a system though the relationship is not as absolute as with complexity or coupling. Based on these properties, we suggest that improving flexibility, modifiability,
reusability, maintainability, extendibility, and understandability are all in line with reducing the prevalence of implicit interactions in system designs, while improving performance or reliability will likely increase the prevalence of implicit interactions.

**RQ4.** *What existing design principles align with the goal of reducing the prevalence of implicit interactions in a system design?*

This is the subject of Section 7.2. We find that improving adherence to the principles of Low Coupling, High Cohesion, Law of Demeter, Single Responsibility, Isolation, Modularity, Least Common Mechanism, Open-Closed, and Economy of Mechanism all align with the goal of reducing the prevalence of implicit interactions in a system design.

### 9.2 Possible Future Works

The answers to our research questions, as well as the identified limitations and threats to validity in our approach, offer several opportunities to further our understanding of, and provide additional mitigation strategies for, implicit interactions. In this section, we briefly discuss possible extensions to this work based on our contributions.

**Expand the sample size:** Further experiments, both in terms of additional design alternatives of the MCCS and WDS, and experimentation with entirely new case study systems, can provide further support for the findings within this work and potentially expand the list of relevant system properties, quality attributes, and design principles. Exploring other example systems would allow the consideration of other
design principles not directly applicable to the illustrative examples in this work (e.g., Interface Segregation from the SOLID principles \cite{Mar00,MNK03}). With additional case study systems, we can also better understand under which circumstances different measurements provide better approximations, and in which circumstances different design principles are more applicable.

**Implement tool support:** Tool support for the extended formal analysis and graph-based approximations would greatly aid in their adoption. Existing implicit interaction tool support \cite{JV17b} could be extended to incorporate the calculation of weak points. An application could also be created to build an interaction model in a graphical interface, to build an interaction model from \texttt{C\textsuperscript{2}KA} specification files like we do in our approach, or to build an interaction model from other more commonly used formats (e.g., SysML \cite{FMS14}). Such a tool could then automate the system and agent level measurements to provide data for practitioners to make informed decisions. This could potentially be integrated with other existing automated analyses (e.g., as part of the Compass toolkit \cite{SJY21b}) to provide a suite of security-focused design tools to enable effective security-by-design.

**Demonstrate an iterative design process using the findings from this work:** With another example system, we could perform a validation experiment to see how well our findings generalize by executing the “System Design Development” activities of Figure 3.2. In this hypothetical experiment, we would start with a new example system and perform several rounds of design changes based on increased adherence to the design principles we identify to answer research question \textbf{RQ4}. We would then perform a formal analysis of each alternate design only after all design changes
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are completed to see how the prevalence of implicit interactions changes as a way to show that the recommendations of this work are applicable to more than just the illustrative examples we use to generate our findings.

**Explore the relationship with non-interference:** In section 5.3.2, we saw the extent to which the prevalence of implicit interactions in the WDS was caused by the fact that there are two separate control flow processes in the system. It would be interesting to explore this further with additional case study systems to understand how implicit interactions relate to non-interference [GM82], similar concepts such as feature interaction [WE05], and whether strategies to avoid interference or feature interaction are effective at reducing the prevalence of implicit interactions in system designs.

**Identify design patterns to mitigate implicit interactions:** Design patterns offer more concrete solutions to solving a design problem as they would provide more exactly the change that should be made to reduce the prevalence of implicit interactions in a system design. Several approaches to analyze and catalogue security patterns have been developed over the years [YB97, DSS+09, FB13, HW18], but it is currently unknown how these patterns relate to the notion of implicit interactions. Understanding which design principles relate to the prevalence of implicit interactions and understanding the role complexity plays can help to narrow down candidate patterns that might be applicable to mitigate implicit interactions, as well as looking for common changes between the MCCS, WDS and other systems that all successfully reduce the prevalence of implicit interactions.
Provide mitigation methods to focus on specific vulnerabilities: If we are able to capture the potential impact an implicit interaction might have, or how likely the potential communication pathway might be exploited, then it may be possible to provide an understanding of what aspects of a design contribute to the “worst” implicit interactions, and how those specific vulnerabilities can best be targeted for remediation. The exploitability of an implicit interaction is one possible area of exploration for this direction of research, but it is infeasible to use the existing tool support for calculating this property on the scale required [Jas20a].

9.3 Closing Remarks

Security is often discussed in terms of countermeasures and controls aimed at eliminating or mitigating the impact of malicious activity, but what we demonstrate in this work is how important the underlying design of the system behind is for limiting the reach of a compromised agent should those countermeasures fail. System designers should consider implicit interactions as a design-phase concern through one or more of the strategies discussed in this work as the design is much harder to change once implemented, and this early focus can help to avoid major issues later in the development lifecycle should an implicit interaction be exploited. By effectively mitigating the prevalence of implicit interactions in a system design, we not only make changes in line with many other design goals, but also help to make the systems we rely upon more foundationally secure.
Appendix A

Graph-Based Measurements from Illustrative Example Design Alternatives
The tables contained in this Appendix contain the node centrality values for each design alternative of the MCCS and WDS. These values are used in Chapter 6 to create Table 6.7 and Table 6.9.

### A.1 Measurements taken from the MCCS Design Alternatives

Table A.1: Degree centrality for the interaction model of each alternative system design of the MCCS

<table>
<thead>
<tr>
<th>System Design Alternative</th>
<th>C</th>
<th>S</th>
<th>H</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCCS1</td>
<td>9</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>MCCS2</td>
<td>9</td>
<td>4</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>MCCS3</td>
<td>11</td>
<td>4</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>MCCS4</td>
<td>12</td>
<td>4</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>MCCS5</td>
<td>18</td>
<td>4</td>
<td>5</td>
<td>9</td>
</tr>
<tr>
<td>MCCS6</td>
<td>14</td>
<td>4</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>MCCS7</td>
<td>-</td>
<td>5</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>MCCS8</td>
<td>-</td>
<td>3</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>MCCS9</td>
<td>18</td>
<td>4</td>
<td>5</td>
<td>9</td>
</tr>
<tr>
<td>MCCS10</td>
<td>14</td>
<td>4</td>
<td>4</td>
<td>6</td>
</tr>
</tbody>
</table>
Table A.2: Fan-In for the interaction model of each alternative system design of the MCCS

<table>
<thead>
<tr>
<th>System Design</th>
<th>C</th>
<th>S</th>
<th>H</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCCS1</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>MCCS2</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>MCCS3</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>MCCS4</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>MCCS5</td>
<td>7</td>
<td>2</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>MCCS6</td>
<td>7</td>
<td>2</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>MCCS7</td>
<td>-</td>
<td>1</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>MCCS8</td>
<td>-</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>MCCS9</td>
<td>7</td>
<td>2</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>MCCS10</td>
<td>7</td>
<td>2</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>

Table A.3: Fan-Out for the interaction model of each alternative system design of the MCCS

<table>
<thead>
<tr>
<th>System Design</th>
<th>C</th>
<th>S</th>
<th>H</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCCS1</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>MCCS2</td>
<td>5</td>
<td>2</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>MCCS3</td>
<td>7</td>
<td>2</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>MCCS4</td>
<td>8</td>
<td>2</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>MCCS5</td>
<td>11</td>
<td>2</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>MCCS6</td>
<td>7</td>
<td>2</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>MCCS7</td>
<td>-</td>
<td>4</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>MCCS8</td>
<td>-</td>
<td>2</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>MCCS9</td>
<td>11</td>
<td>2</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>MCCS10</td>
<td>7</td>
<td>2</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>
Table A.4: Eigenvector centrality for the interaction model of each alternative system design of the MCCS

<table>
<thead>
<tr>
<th>System Design Alternative</th>
<th>C</th>
<th>S</th>
<th>H</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCCS1</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>MCCS2</td>
<td>0.5573</td>
<td>0.4352</td>
<td>0.5573</td>
<td>0.4352</td>
</tr>
<tr>
<td>MCCS3</td>
<td>0.5573</td>
<td>0.4352</td>
<td>0.5573</td>
<td>0.4352</td>
</tr>
<tr>
<td>MCCS4</td>
<td>0.5573</td>
<td>0.4352</td>
<td>0.5573</td>
<td>0.4352</td>
</tr>
<tr>
<td>MCCS5</td>
<td>0.7071</td>
<td>0.4082</td>
<td>0.4082</td>
<td>0.4082</td>
</tr>
<tr>
<td>MCCS6</td>
<td>0.7071</td>
<td>0.4082</td>
<td>0.4082</td>
<td>0.4082</td>
</tr>
<tr>
<td>MCCS7</td>
<td>-</td>
<td>0.5774</td>
<td>0.5774</td>
<td>0.5774</td>
</tr>
<tr>
<td>MCCS8</td>
<td>-</td>
<td>0.5774</td>
<td>0.5774</td>
<td>0.5774</td>
</tr>
<tr>
<td>MCCS9</td>
<td>0.7071</td>
<td>0.4082</td>
<td>0.4082</td>
<td>0.4082</td>
</tr>
<tr>
<td>MCCS10</td>
<td>0.7071</td>
<td>0.4082</td>
<td>0.4082</td>
<td>0.4082</td>
</tr>
</tbody>
</table>

Table A.5: PageRank centrality for the interaction model of each alternative system design of the MCCS

<table>
<thead>
<tr>
<th>System Design Alternative</th>
<th>C</th>
<th>S</th>
<th>H</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCCS1</td>
<td>0.2869</td>
<td>0.1399</td>
<td>0.2524</td>
<td>0.3208</td>
</tr>
<tr>
<td>MCCS2</td>
<td>0.3336</td>
<td>0.1415</td>
<td>0.2227</td>
<td>0.3022</td>
</tr>
<tr>
<td>MCCS3</td>
<td>0.3266</td>
<td>0.1291</td>
<td>0.2443</td>
<td>0.3</td>
</tr>
<tr>
<td>MCCS4</td>
<td>0.3432</td>
<td>0.1396</td>
<td>0.2317</td>
<td>0.2855</td>
</tr>
<tr>
<td>MCCS5</td>
<td>0.4797</td>
<td>0.1116</td>
<td>0.1487</td>
<td>0.2599</td>
</tr>
<tr>
<td>MCCS6</td>
<td>0.4797</td>
<td>0.1116</td>
<td>0.1487</td>
<td>0.2599</td>
</tr>
<tr>
<td>MCCS7</td>
<td>-</td>
<td>0.1764</td>
<td>0.446</td>
<td>0.3777</td>
</tr>
<tr>
<td>MCCS8</td>
<td>-</td>
<td>0.1764</td>
<td>0.446</td>
<td>0.3777</td>
</tr>
<tr>
<td>MCCS9</td>
<td>0.4797</td>
<td>0.1116</td>
<td>0.1487</td>
<td>0.2599</td>
</tr>
<tr>
<td>MCCS10</td>
<td>0.4797</td>
<td>0.1116</td>
<td>0.1487</td>
<td>0.2599</td>
</tr>
</tbody>
</table>
A.2 Measurements taken from the WDS Design Alternatives
Table A.6: Degree centrality for the interaction model of each alternative system design of the WDS

<table>
<thead>
<tr>
<th>System Design Alternative</th>
<th>PLC</th>
<th>CFP1</th>
<th>CFP2</th>
<th>SO3</th>
<th>SFM</th>
<th>SAP</th>
<th>OP</th>
<th>FAULTMNGR</th>
</tr>
</thead>
<tbody>
<tr>
<td>WDS1</td>
<td>10</td>
<td>1</td>
<td>1</td>
<td>8</td>
<td>3</td>
<td>9</td>
<td>4</td>
<td>-</td>
</tr>
<tr>
<td>WDS2</td>
<td>10</td>
<td>1</td>
<td>1</td>
<td>6</td>
<td>3</td>
<td>6</td>
<td>4</td>
<td>-</td>
</tr>
<tr>
<td>WDS3</td>
<td>10</td>
<td>1</td>
<td>1</td>
<td>6</td>
<td>3</td>
<td>8</td>
<td>2</td>
<td>-</td>
</tr>
<tr>
<td>WDS4</td>
<td>10</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>3</td>
<td>6</td>
<td>2</td>
<td>-</td>
</tr>
<tr>
<td>WDS5</td>
<td>8</td>
<td>1</td>
<td>1</td>
<td>6</td>
<td>3</td>
<td>8</td>
<td>4</td>
<td>-</td>
</tr>
<tr>
<td>WDS6</td>
<td>10</td>
<td>1</td>
<td>1</td>
<td>9</td>
<td>3</td>
<td>10</td>
<td>6</td>
<td>-</td>
</tr>
<tr>
<td>WDS7</td>
<td>9</td>
<td>1</td>
<td>1</td>
<td>9</td>
<td>3</td>
<td>10</td>
<td>5</td>
<td>-</td>
</tr>
<tr>
<td>WDS8</td>
<td>10</td>
<td>1</td>
<td>1</td>
<td>6</td>
<td>3</td>
<td>8</td>
<td>5</td>
<td>-</td>
</tr>
<tr>
<td>WDS9</td>
<td>9</td>
<td>1</td>
<td>1</td>
<td>6</td>
<td>3</td>
<td>8</td>
<td>5</td>
<td>-</td>
</tr>
<tr>
<td>WDS10</td>
<td>8</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>3</td>
<td>6</td>
<td>5</td>
<td>-</td>
</tr>
<tr>
<td>WDS11</td>
<td>6</td>
<td>1</td>
<td>1</td>
<td>6</td>
<td>3</td>
<td>6</td>
<td>5</td>
<td>-</td>
</tr>
<tr>
<td>WDS12</td>
<td>7</td>
<td>1</td>
<td>1</td>
<td>8</td>
<td>3</td>
<td>9</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>WDS13</td>
<td>6</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>3</td>
<td>6</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>WDS14</td>
<td>15</td>
<td>1</td>
<td>1</td>
<td>9</td>
<td>4</td>
<td>8</td>
<td>4</td>
<td>-</td>
</tr>
<tr>
<td>WDS15</td>
<td>18</td>
<td>1</td>
<td>1</td>
<td>9</td>
<td>4</td>
<td>6</td>
<td>4</td>
<td>-</td>
</tr>
<tr>
<td>WDS16</td>
<td>15</td>
<td>1</td>
<td>1</td>
<td>6</td>
<td>4</td>
<td>5</td>
<td>2</td>
<td>-</td>
</tr>
<tr>
<td>WDS17</td>
<td>18</td>
<td>1</td>
<td>1</td>
<td>6</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>-</td>
</tr>
<tr>
<td>WDS18</td>
<td>15</td>
<td>1</td>
<td>1</td>
<td>9</td>
<td>4</td>
<td>8</td>
<td>4</td>
<td>-</td>
</tr>
<tr>
<td>WDS19</td>
<td>18</td>
<td>1</td>
<td>1</td>
<td>9</td>
<td>4</td>
<td>6</td>
<td>4</td>
<td>-</td>
</tr>
<tr>
<td>WDS20</td>
<td>15</td>
<td>1</td>
<td>1</td>
<td>6</td>
<td>4</td>
<td>5</td>
<td>2</td>
<td>-</td>
</tr>
<tr>
<td>WDS21</td>
<td>17</td>
<td>1</td>
<td>1</td>
<td>6</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>-</td>
</tr>
<tr>
<td>WDS22</td>
<td>12</td>
<td>1</td>
<td>1</td>
<td>9</td>
<td>4</td>
<td>8</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>WDS23</td>
<td>15</td>
<td>1</td>
<td>1</td>
<td>9</td>
<td>4</td>
<td>7</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>WDS24</td>
<td>12</td>
<td>1</td>
<td>1</td>
<td>9</td>
<td>4</td>
<td>8</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>WDS25</td>
<td>15</td>
<td>1</td>
<td>1</td>
<td>9</td>
<td>4</td>
<td>7</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>WDS26</td>
<td>11</td>
<td>1</td>
<td>1</td>
<td>6</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>WDS27</td>
<td>14</td>
<td>1</td>
<td>1</td>
<td>6</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>WDS28</td>
<td>11</td>
<td>1</td>
<td>1</td>
<td>6</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>WDS29</td>
<td>14</td>
<td>1</td>
<td>1</td>
<td>6</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>8</td>
</tr>
</tbody>
</table>
Table A.7: Fan-In for the interaction model of each alternative system design of the WDS

<table>
<thead>
<tr>
<th>System Design</th>
<th>PLC</th>
<th>CFP1</th>
<th>CFP2</th>
<th>SO3</th>
<th>SFM</th>
<th>SAP</th>
<th>OP</th>
<th>FAULTMNGR</th>
</tr>
</thead>
<tbody>
<tr>
<td>WDS1</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>WDS2</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>WDS3</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>WDS4</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>WDS5</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>WDS6</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>-</td>
</tr>
<tr>
<td>WDS7</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>-</td>
</tr>
<tr>
<td>WDS8</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>-</td>
</tr>
<tr>
<td>WDS9</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>-</td>
</tr>
<tr>
<td>WDS10</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>-</td>
</tr>
<tr>
<td>WDS11</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>-</td>
</tr>
<tr>
<td>WDS12</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>WDS13</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>WDS14</td>
<td>8</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>WDS15</td>
<td>9</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>WDS16</td>
<td>8</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>WDS17</td>
<td>9</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>WDS18</td>
<td>8</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>WDS19</td>
<td>9</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>WDS20</td>
<td>8</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>WDS21</td>
<td>9</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>WDS22</td>
<td>8</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>WDS23</td>
<td>9</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>WDS24</td>
<td>8</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>WDS25</td>
<td>9</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>WDS26</td>
<td>7</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>WDS27</td>
<td>8</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>WDS28</td>
<td>7</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>WDS29</td>
<td>8</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>3</td>
</tr>
</tbody>
</table>
Table A.8: Fan-Out for the interaction model of each alternative system design of the WDS

<table>
<thead>
<tr>
<th>System Design Alternative</th>
<th>PLC</th>
<th>CFP1</th>
<th>CFP2</th>
<th>SO3</th>
<th>SFM</th>
<th>SAP</th>
<th>OP</th>
<th>FAULTMNGR</th>
</tr>
</thead>
<tbody>
<tr>
<td>WDS1</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>6</td>
<td>3</td>
<td>-</td>
</tr>
<tr>
<td>WDS2</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>5</td>
<td>3</td>
<td>-</td>
</tr>
<tr>
<td>WDS3</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>6</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>WDS4</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>WDS5</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>6</td>
<td>3</td>
<td>-</td>
</tr>
<tr>
<td>WDS6</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>1</td>
<td>7</td>
<td>3</td>
<td>-</td>
</tr>
<tr>
<td>WDS7</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>1</td>
<td>7</td>
<td>3</td>
<td>-</td>
</tr>
<tr>
<td>WDS8</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>6</td>
<td>3</td>
<td>-</td>
</tr>
<tr>
<td>WDS9</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>6</td>
<td>3</td>
<td>-</td>
</tr>
<tr>
<td>WDS10</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>6</td>
<td>3</td>
<td>-</td>
</tr>
<tr>
<td>WDS11</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>6</td>
<td>3</td>
<td>-</td>
</tr>
<tr>
<td>WDS12</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>6</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>WDS13</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>WDS14</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>5</td>
<td>3</td>
<td>-</td>
</tr>
<tr>
<td>WDS15</td>
<td>9</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>-</td>
</tr>
<tr>
<td>WDS16</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>WDS17</td>
<td>9</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>WDS18</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>5</td>
<td>3</td>
<td>-</td>
</tr>
<tr>
<td>WDS19</td>
<td>9</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>-</td>
</tr>
<tr>
<td>WDS20</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>WDS21</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>WDS22</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>5</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>WDS23</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>WDS24</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>5</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>WDS25</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>WDS26</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>WDS27</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>WDS28</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>WDS29</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>5</td>
</tr>
</tbody>
</table>
Table A.9: Eigenvector centrality for the interaction model of each alternative system design of the WDS

<table>
<thead>
<tr>
<th>System Design Alternative</th>
<th>PLC</th>
<th>CFP1</th>
<th>CFP2</th>
<th>SO3</th>
<th>SFM</th>
<th>SAP</th>
<th>OP</th>
<th>FAULTMNGR</th>
</tr>
</thead>
<tbody>
<tr>
<td>WDS1</td>
<td>0.5467</td>
<td>0.1567</td>
<td>0.1567</td>
<td>0.4114</td>
<td>0.2935</td>
<td>0.4768</td>
<td>0.4114</td>
<td>-</td>
</tr>
<tr>
<td>WDS2</td>
<td>0.5467</td>
<td>0.1567</td>
<td>0.1567</td>
<td>0.4114</td>
<td>0.2935</td>
<td>0.4768</td>
<td>0.4114</td>
<td>-</td>
</tr>
<tr>
<td>WDS3</td>
<td>0.6206</td>
<td>0.2108</td>
<td>0.2108</td>
<td>0.3672</td>
<td>0.3672</td>
<td>0.4603</td>
<td>0.2108</td>
<td>-</td>
</tr>
<tr>
<td>WDS4</td>
<td>0.6207</td>
<td>0.2108</td>
<td>0.2109</td>
<td>0.3672</td>
<td>0.3672</td>
<td>0.4603</td>
<td>0.2108</td>
<td>-</td>
</tr>
<tr>
<td>WDS5</td>
<td>0.5467</td>
<td>0.1567</td>
<td>0.1567</td>
<td>0.4114</td>
<td>0.2935</td>
<td>0.4768</td>
<td>0.4114</td>
<td>-</td>
</tr>
<tr>
<td>WDS6</td>
<td>0.5467</td>
<td>0.1567</td>
<td>0.1567</td>
<td>0.4114</td>
<td>0.2935</td>
<td>0.4768</td>
<td>0.4114</td>
<td>-</td>
</tr>
<tr>
<td>WDS7</td>
<td>0.5467</td>
<td>0.1567</td>
<td>0.1567</td>
<td>0.4114</td>
<td>0.2935</td>
<td>0.4768</td>
<td>0.4114</td>
<td>-</td>
</tr>
<tr>
<td>WDS8</td>
<td>0.5467</td>
<td>0.1567</td>
<td>0.1567</td>
<td>0.4114</td>
<td>0.2935</td>
<td>0.4768</td>
<td>0.4114</td>
<td>-</td>
</tr>
<tr>
<td>WDS9</td>
<td>0.5467</td>
<td>0.1567</td>
<td>0.1567</td>
<td>0.4114</td>
<td>0.2935</td>
<td>0.4768</td>
<td>0.4114</td>
<td>-</td>
</tr>
<tr>
<td>WDS10</td>
<td>0.5467</td>
<td>0.1567</td>
<td>0.1567</td>
<td>0.4114</td>
<td>0.2935</td>
<td>0.4768</td>
<td>0.4114</td>
<td>-</td>
</tr>
<tr>
<td>WDS11</td>
<td>0.5467</td>
<td>0.1567</td>
<td>0.1567</td>
<td>0.4114</td>
<td>0.2935</td>
<td>0.4768</td>
<td>0.4114</td>
<td>-</td>
</tr>
<tr>
<td>WDS12</td>
<td>0.4485</td>
<td>0.1145</td>
<td>0.1145</td>
<td>0.4377</td>
<td>0.2141</td>
<td>0.3900</td>
<td>0.4377</td>
<td>0.4377</td>
</tr>
<tr>
<td>WDS13</td>
<td>0.4995</td>
<td>0.1616</td>
<td>0.1616</td>
<td>0.4462</td>
<td>0.2894</td>
<td>0.3949</td>
<td>0.1568</td>
<td>0.4846</td>
</tr>
<tr>
<td>WDS14</td>
<td>0.5467</td>
<td>0.1567</td>
<td>0.1567</td>
<td>0.4114</td>
<td>0.2934</td>
<td>0.4768</td>
<td>0.4114</td>
<td>-</td>
</tr>
<tr>
<td>WDS15</td>
<td>0.5651</td>
<td>0.1727</td>
<td>0.1727</td>
<td>0.4439</td>
<td>0.1727</td>
<td>0.4439</td>
<td>0.4439</td>
<td>-</td>
</tr>
<tr>
<td>WDS16</td>
<td>0.6206</td>
<td>0.2108</td>
<td>0.2108</td>
<td>0.3671</td>
<td>0.3671</td>
<td>0.4603</td>
<td>0.2108</td>
<td>-</td>
</tr>
<tr>
<td>WDS17</td>
<td>0.7071</td>
<td>0.2887</td>
<td>0.2887</td>
<td>0.2887</td>
<td>0.2887</td>
<td>0.2887</td>
<td>0.2887</td>
<td>-</td>
</tr>
<tr>
<td>WDS18</td>
<td>0.5467</td>
<td>0.1567</td>
<td>0.1567</td>
<td>0.4114</td>
<td>0.2935</td>
<td>0.4768</td>
<td>0.4114</td>
<td>-</td>
</tr>
<tr>
<td>WDS19</td>
<td>0.5651</td>
<td>0.1727</td>
<td>0.1727</td>
<td>0.4439</td>
<td>0.1727</td>
<td>0.4439</td>
<td>0.4439</td>
<td>-</td>
</tr>
<tr>
<td>WDS20</td>
<td>0.6206</td>
<td>0.2108</td>
<td>0.2108</td>
<td>0.3672</td>
<td>0.3672</td>
<td>0.4603</td>
<td>0.2108</td>
<td>-</td>
</tr>
<tr>
<td>WDS21</td>
<td>0.7071</td>
<td>0.2887</td>
<td>0.2887</td>
<td>0.2887</td>
<td>0.2887</td>
<td>0.2887</td>
<td>0.2887</td>
<td>-</td>
</tr>
<tr>
<td>WDS22</td>
<td>0.4880</td>
<td>0.1133</td>
<td>0.1133</td>
<td>0.4045</td>
<td>0.2167</td>
<td>0.4453</td>
<td>0.4045</td>
<td>0.4045</td>
</tr>
<tr>
<td>WDS23</td>
<td>0.4918</td>
<td>0.1182</td>
<td>0.1182</td>
<td>0.4232</td>
<td>0.1182</td>
<td>0.4232</td>
<td>0.4232</td>
<td>0.4232</td>
</tr>
<tr>
<td>WDS24</td>
<td>0.4880</td>
<td>0.1133</td>
<td>0.1133</td>
<td>0.4045</td>
<td>0.2167</td>
<td>0.4453</td>
<td>0.4045</td>
<td>0.4045</td>
</tr>
<tr>
<td>WDS25</td>
<td>0.4918</td>
<td>0.1182</td>
<td>0.1182</td>
<td>0.4232</td>
<td>0.1182</td>
<td>0.4232</td>
<td>0.4232</td>
<td>0.4232</td>
</tr>
<tr>
<td>WDS26</td>
<td>0.5353</td>
<td>0.1513</td>
<td>0.1513</td>
<td>0.4061</td>
<td>0.2837</td>
<td>0.4687</td>
<td>0.1224</td>
<td>0.4331</td>
</tr>
<tr>
<td>WDS27</td>
<td>0.5973</td>
<td>0.1978</td>
<td>0.1978</td>
<td>0.3601</td>
<td>0.1978</td>
<td>0.3601</td>
<td>0.1978</td>
<td>0.4901</td>
</tr>
<tr>
<td>WDS28</td>
<td>0.5353</td>
<td>0.1513</td>
<td>0.1513</td>
<td>0.4061</td>
<td>0.2837</td>
<td>0.4687</td>
<td>0.1224</td>
<td>0.4331</td>
</tr>
<tr>
<td>WDS29</td>
<td>0.5973</td>
<td>0.1978</td>
<td>0.1978</td>
<td>0.3601</td>
<td>0.1978</td>
<td>0.3601</td>
<td>0.1978</td>
<td>0.4901</td>
</tr>
</tbody>
</table>
Table A.10: PageRank centrality for the interaction model of each alternative system design of the WDS

<table>
<thead>
<tr>
<th>System Design Alternative</th>
<th>PLC</th>
<th>CFP1</th>
<th>CFP2</th>
<th>SO3</th>
<th>SFM</th>
<th>SAP</th>
<th>OP</th>
<th>FAULTMNGR</th>
</tr>
</thead>
<tbody>
<tr>
<td>WDS1</td>
<td>0.2779</td>
<td>0.0907</td>
<td>0.0907</td>
<td>0.1886</td>
<td>0.0916</td>
<td>0.1698</td>
<td>0.0907</td>
<td>-</td>
</tr>
<tr>
<td>WDS2</td>
<td>0.3157</td>
<td>0.0992</td>
<td>0.0992</td>
<td>0.1706</td>
<td>0.0888</td>
<td>0.1273</td>
<td>0.0992</td>
<td>-</td>
</tr>
<tr>
<td>WDS3</td>
<td>0.3136</td>
<td>0.0987</td>
<td>0.0987</td>
<td>0.1599</td>
<td>0.0862</td>
<td>0.1440</td>
<td>0.0987</td>
<td>-</td>
</tr>
<tr>
<td>WDS4</td>
<td>0.3481</td>
<td>0.1065</td>
<td>0.1065</td>
<td>0.1426</td>
<td>0.0835</td>
<td>0.1065</td>
<td>0.1065</td>
<td>-</td>
</tr>
<tr>
<td>WDS5</td>
<td>0.2619</td>
<td>0.1263</td>
<td>0.1263</td>
<td>0.1424</td>
<td>0.0884</td>
<td>0.1282</td>
<td>0.1263</td>
<td>-</td>
</tr>
<tr>
<td>WDS6</td>
<td>0.2520</td>
<td>0.0849</td>
<td>0.0849</td>
<td>0.1861</td>
<td>0.0822</td>
<td>0.1654</td>
<td>0.1445</td>
<td>-</td>
</tr>
<tr>
<td>WDS7</td>
<td>0.2504</td>
<td>0.0986</td>
<td>0.0986</td>
<td>0.1904</td>
<td>0.0865</td>
<td>0.1692</td>
<td>0.1064</td>
<td>-</td>
</tr>
<tr>
<td>WDS8</td>
<td>0.3086</td>
<td>0.0976</td>
<td>0.0976</td>
<td>0.1675</td>
<td>0.0821</td>
<td>0.1305</td>
<td>0.1161</td>
<td>-</td>
</tr>
<tr>
<td>WDS9</td>
<td>0.2728</td>
<td>0.1049</td>
<td>0.1049</td>
<td>0.1770</td>
<td>0.0856</td>
<td>0.1379</td>
<td>0.1166</td>
<td>-</td>
</tr>
<tr>
<td>WDS10</td>
<td>0.2832</td>
<td>0.1343</td>
<td>0.1343</td>
<td>0.1231</td>
<td>0.0812</td>
<td>0.0959</td>
<td>0.1478</td>
<td>-</td>
</tr>
<tr>
<td>WDS11</td>
<td>0.2503</td>
<td>0.1688</td>
<td>0.1688</td>
<td>0.1120</td>
<td>0.0889</td>
<td>0.0935</td>
<td>0.1097</td>
<td>-</td>
</tr>
<tr>
<td>WDS12</td>
<td>0.2088</td>
<td>0.1365</td>
<td>0.1365</td>
<td>0.1328</td>
<td>0.0816</td>
<td>0.1196</td>
<td>0.0676</td>
<td>0.1167</td>
</tr>
<tr>
<td>WDS13</td>
<td>0.2147</td>
<td>0.1365</td>
<td>0.1365</td>
<td>0.1040</td>
<td>0.0748</td>
<td>0.0777</td>
<td>0.0776</td>
<td>0.1718</td>
</tr>
<tr>
<td>WDS14</td>
<td>0.3222</td>
<td>0.0800</td>
<td>0.0800</td>
<td>0.1904</td>
<td>0.1043</td>
<td>0.1431</td>
<td>0.0800</td>
<td>-</td>
</tr>
<tr>
<td>WDS15</td>
<td>0.3547</td>
<td>0.0726</td>
<td>0.0726</td>
<td>0.1884</td>
<td>0.1061</td>
<td>0.1331</td>
<td>0.0726</td>
<td>-</td>
</tr>
<tr>
<td>WDS16</td>
<td>0.3802</td>
<td>0.0893</td>
<td>0.0893</td>
<td>0.1544</td>
<td>0.1083</td>
<td>0.0893</td>
<td>0.0893</td>
<td>-</td>
</tr>
<tr>
<td>WDS17</td>
<td>0.4086</td>
<td>0.0793</td>
<td>0.0793</td>
<td>0.1565</td>
<td>0.1179</td>
<td>0.0793</td>
<td>0.0793</td>
<td>-</td>
</tr>
<tr>
<td>WDS18</td>
<td>0.3222</td>
<td>0.0800</td>
<td>0.0800</td>
<td>0.1904</td>
<td>0.1043</td>
<td>0.1431</td>
<td>0.0800</td>
<td>-</td>
</tr>
<tr>
<td>WDS19</td>
<td>0.3547</td>
<td>0.0726</td>
<td>0.0726</td>
<td>0.1884</td>
<td>0.1061</td>
<td>0.1331</td>
<td>0.0726</td>
<td>-</td>
</tr>
<tr>
<td>WDS20</td>
<td>0.3802</td>
<td>0.0893</td>
<td>0.0893</td>
<td>0.1544</td>
<td>0.1083</td>
<td>0.0893</td>
<td>0.0893</td>
<td>-</td>
</tr>
<tr>
<td>WDS21</td>
<td>0.4041</td>
<td>0.0850</td>
<td>0.0850</td>
<td>0.1709</td>
<td>0.0850</td>
<td>0.0850</td>
<td>0.0850</td>
<td>-</td>
</tr>
<tr>
<td>WDS22</td>
<td>0.2619</td>
<td>0.0964</td>
<td>0.0964</td>
<td>0.1611</td>
<td>0.1140</td>
<td>0.1331</td>
<td>0.0568</td>
<td>0.1331</td>
</tr>
<tr>
<td>WDS23</td>
<td>0.2894</td>
<td>0.0775</td>
<td>0.0775</td>
<td>0.1699</td>
<td>0.1198</td>
<td>0.1002</td>
<td>0.0529</td>
<td>0.1039</td>
</tr>
<tr>
<td>WDS24</td>
<td>0.2619</td>
<td>0.0964</td>
<td>0.0964</td>
<td>0.1611</td>
<td>0.1140</td>
<td>0.1331</td>
<td>0.0568</td>
<td>0.1331</td>
</tr>
<tr>
<td>WDS25</td>
<td>0.2894</td>
<td>0.0775</td>
<td>0.0775</td>
<td>0.1699</td>
<td>0.1198</td>
<td>0.1002</td>
<td>0.0529</td>
<td>0.1039</td>
</tr>
<tr>
<td>WDS26</td>
<td>0.2767</td>
<td>0.0985</td>
<td>0.0985</td>
<td>0.1373</td>
<td>0.1122</td>
<td>0.0647</td>
<td>0.0647</td>
<td>0.1473</td>
</tr>
<tr>
<td>WDS27</td>
<td>0.3065</td>
<td>0.0790</td>
<td>0.0790</td>
<td>0.1471</td>
<td>0.1224</td>
<td>0.0603</td>
<td>0.0603</td>
<td>0.1455</td>
</tr>
<tr>
<td>WDS28</td>
<td>0.2767</td>
<td>0.0985</td>
<td>0.0985</td>
<td>0.1373</td>
<td>0.1122</td>
<td>0.0647</td>
<td>0.0647</td>
<td>0.1473</td>
</tr>
<tr>
<td>WDS29</td>
<td>0.3065</td>
<td>0.0790</td>
<td>0.0790</td>
<td>0.1471</td>
<td>0.1224</td>
<td>0.0603</td>
<td>0.0603</td>
<td>0.1455</td>
</tr>
</tbody>
</table>
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