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ABSTRACT

The Decision Feedback Equalizer (DFE) is commonly used in recovering data at the receive end of a multi-gigabit per second rate serial backplane channel. This form of equalization scheme typically relies on a training sequence. However this training sequence may not be shared by all implementations of the DFE, thus causing significant compatibility issues. A model of a DFE and adaptation algorithm was developed in MATLAB in combination with measurement data of a typical backplane channel. A method was developed to process the incoming signals from the channel involving a known adaptation algorithm in order to determine appropriate tap coefficients. These coefficients are shown to be effective for a data rate of 10 Gbps. The design presented would yield itself to standard-cell implementation except for the analog DFE structure and several stages of the up/down counters. Furthermore the design was evaluated using representative error sources and across several design parameters.
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1.1 Introduction

The demand for ever greater high speed data communications has increased steadily for the past several years. This has led to an increase in data transmission rates within telecommunications equipment as well as consumer products. Therefore a great deal of effort has been focused on allowing greater and greater interconnect speeds within these types of equipment; leading to a variety of specialized techniques and circuit topologies.

Due to the complex timing issues and added manufacturing costs involved, simply increasing the number of parallel transmission paths has been ruled out as unfeasible. As a result, significant advances have been made in techniques which allow for higher speed data transmission over a serial backplane channel. These techniques are broadly categorized as channel equalization, since they have been created with the goal of preventing or reversing the negative effects caused by the limitations of the channel.

Modern high speed serial backplane channels include various circuit blocks whose exclusive function is to perform channel equalization. These circuit blocks can be implemented at either or both ends of the channel; at the transmitter as pre-emphasis, or at the
receiver as equalization. The pre-emphasis technique operates by modifying the transmitted bits in order to counteract the frequency response of the channel. The receive end techniques are more varied and in the case of analog and feed-forward equalization, operate very similar to the pre-emphasis technique by attempting to reverse the distortion caused by the channel. One very important technique is the decision feedback equalizer (DFE). This structure does not attempt to reverse the channel response, instead it focuses on removing the Inter-Symbol Interference (ISI) directly.

These various techniques, with the exception of the analog equalizer, are often implemented in the form of either a Finite or Infinite Impulse Response (FIR or IIR) filter. The various filter structures require their coefficients to be properly tuned in order to have a corrective effect on the data being transmitted. This tuning can be performed by calculations prior to implementation or while the filter is in operation. Although, selecting the coefficients before implementation may provide accurate results and reduce circuit complexity, it does not account for changing power and environmental conditions. Therefore an adaptive filter implementation is preferred. Unfortunately, an adaptive filter requires that the coefficient values must converge to the correct levels using an algorithm and a known sequence of data. This known sequence of data is transmitted across the backplane and the algorithm uses the incoming symbols to compare with the local copy. This comparison allows the algorithm to properly set the coefficients in order to minimize the amount of error at the output of the filter and is called filter training. Transmitting this known sequence and adapting the filter unfortunately wastes a significant amount of time which could be used for transmitting real data. Another major problem is that the training sequence used must be identical, and therefore creates significant compatibility issues.
1.2 Contributions

To date there have been many adaptive equalization schemes proposed in literature for use in a high-speed serial backplane channel. Many of these are CMOS implementations which typically employ a DFE structure capable of equalizing incoming signals. To do this effectively, the tap coefficients of these equalizers are usually trained at start-up using a specialized sequence of known data. The contribution of this work is a method for adaptively tuning the coefficients of a 4-tap decision feedback equalizer which would be suitable for use at the end of a 34 inch serial backplane channel operating at 10 Gbps. It is the goal of this work to eliminate the training sequence and allow the adaptive DFE to converge its coefficients with the incoming data. Thus removing the dependence on proprietary or vendor specific technology. At the time of writing this document, there have been no detailed solutions reported.

The methodology used for this work was based entirely on simulations and experimentation. Since it would not be practical to develop a new algorithm for such a limited application using only mathematical methods, an alternative route was chosen. This route involved the use of the target application, in the form of a channel model, to revise an algorithm from previously developed work. The implementation of the proposed system is unnecessary as it would reside primarily in the digital domain which does not require silicon validation. Furthermore, the analog filter circuitry which would be required, has been quoted from literature. The stability of this solution has also been evaluated against the impact of possible mismatches typical of an analog DFE. While the methodology proposed in this work is based on a CMOS implementation, it is not necessarily limited to this technology.
1.3 Thesis organization

This document is organized into six separate sections. This first section provides a brief introduction to the topic and an outline of the contributions made to knowledge. The following section provides an in depth outline into the field of backplane signal integrity as well as a simplified overview of the various circuits used in adaptive equalization. Section three provides a full description of the research and accomplishments made in the method of blind adaptation of a DFE. The fourth section highlights basic details of how this method may be implemented into a real system and selected circuitry which would be required. This section also presents the power and area required in a similar implementation. Finally the conclusion will highlight the contributions made herein.


CHAPTER 2

Overview of Adaptive Equalization

2.1 Introduction

A significant amount of effort has gone into increasing the capacity of new serial backplane equipment through advances in the materials of construction and printed circuit board (PCB) design including techniques such as back drilling [1]. Unfortunately, the cost of replacing the existing equipment with these new types of backplanes is prohibitive. Therefore, there has been a great deal of focus on semiconductor based compensation circuitry which can allow for higher transmission speeds across both new and existing backplane channels. This chapter will discuss the channel, its signal integrity issues and the reasons why compensation circuitry is required. Next, a detailed description of the various circuits and techniques which are used to perform this compensation will be shown. This will include the topology, principles of operation, and implementation issues, followed by the requirements needed for them to operate effectively. Finally, there will be a brief overview of a state-of-the-art serial link topology including a brief discussion on how that topology effects the design of the adaptation engine. It is the goal of this chapter to give the reader an in-depth look into adaptive equalization and requirements that must be satisfied in a modern high-speed serial transmission environment.
2.2 The Serial Backplane Channel

The name serial backplane refers to a printed circuit board, on which many copper traces form independent serial channels between various daughter cards which are connected to a main board. These serial connections use gigahertz-speed data transmission in order to move large amounts of data from one card to another. Serial data transmission is used since the addition of many parallel transmission lines would significantly increase the cost of manufacturing the PCB as well as the chips and packages [3], [4]. It is for this reason, every effort should be made to increase the data transmission capacity of new and existing serial channels. Although a fiber-optic channel would be better suited for transmitting at such high data rates, the data must eventually pass through electrical equipment. Therefore, it is at the ends of these optical channels where serial backplane equipment is typically used in order to properly route information [2]. For the short length transmission between various parts of telecommunication equipment, or large scale computer equipment, the required overhead for optical transceivers would make such a system unfeasible.

Figure 2.1 A Typical Backplane Structure.
Figure 2.1 above, illustrates a typical setup for a serial backplane channel with the signal path highlighted by the dotted line. The transmitter and receiver are on separate daughter cards connected through the copper traces on the surface of the backplane. Each daughter card may contain information processing hardware such as a switch, or other interface circuitry such as an optical transceiver.

2.2.1 Physical Description

The serial channel used for this work is a 30" TYCO Electronics, 10 Gigabit Attachment Unit Interface (XAUI) backplane with two daughter cards, each containing 2" of trace connected to the main board via two Z-Pack HM-Zd connectors. This standard evaluation channel is used to verify the inter-operability of equipment and circuits and is constructed using a standard type of fire-resistant 4 layer PCB (FR-4). This work utilizes electrical measurements of this channel, adopted from the IEEE standards committee, for use in testing serial transmission circuit designs [40], [42]. Unfortunately, the materials and connectors used in the backplane environment do not form a perfect, loss-less channel. These imperfections lead to significant problems when transmitting high-speed serial data [1]. In order to fully understand these issues, one must look at how the channel appears to the passing electrical signal, and how it is modelled. The following section examines these distortions, their source and further describes the electrical properties of the channel used in this research.

2.2.2 Electrical Performance

There are two major forms of distortion which are seen using a backplane channel, that is simple d.c. attenuation, and frequency dependant distortions. They are caused by the copper traces and energy storage within the connectors [1]. To properly understand
these frequency dependant distortions one must examine an typical model of the channel. Since the data signalling speed is in the gigabits per second range, the path along the backplane, from the transmitter to the receiver, must be modeled as a distributed transmission line [4]. The exact point at which the channel can no longer be correctly modeled as a set of lumped passive elements and must be viewed as a distributed transmission line is beyond the scope of this document. However, a typical rule of thumb states that any transmission line resulting in a delay longer than 1/6 of the duration of the rising edge must be modeled using the distributed model [4]. Figure 2.2 below, shows an individual section of the distributed RLCG transmission line model. Each section contains 4 elements; the series self-inductance L, the series resistance R, the shunt conductance G and the shunt capacitance C. The series components are attributed to the copper trace along the length of the backplane, while the shunt elements represent effects from the dielectric material insulating the various layers of the PCB. Therefore the materials used in constructing the PCB represent a significant effect on the electrical performance of the channel.

![Figure 2.2 The L-R-G-C Transmission Line Model [4].](image)

This model will also allow the designer to extract the propagation function (Eq. 2.1) of the transmission line as a function of the attenuation constant ($\alpha$) and phase constant ($\beta$) [1],[4]. It can clearly be seen that these are both functions of the signaling frequency and the above model parameters. Further manipulation of this equation in order to solve
for either constant will yield two separate non-linear frequency dependent functions. Therefore, when a square-wave based data stream is sent across this transmission line, the various frequency components will see different attenuation and phase distortions [1].

\[ \gamma = \alpha + j\beta = \sqrt{(R + j\omega L) \cdot (G + j\omega C)} \] (2.1)

Further analysis of the model parameters within these functions will show that they themselves are also functions of frequency, due to the properties of the dielectric material within the PCB [4]. With these two attenuation constants the designer may compute the amplitude of a sinusoidal signal propagating down the transmission line using the following equation (2.2) [1]. It is clear from this equation that the various frequency components which make up the data signal would see different attenuation across the backplane channel.

\[ A(x, t) = A_0 e^{-\alpha x} \cos(\omega t - \beta x) \] (2.2)

To further understand these frequency dependant effects, one must examine the measured frequency response of the serial backplane channel. Figure 2.3 below, shows the frequency response from the serial backplane channel based on the measurements mentioned earlier [5]. From this graph, one can clearly see the low pass nature of the channel and the frequency dependant attenuation. This attenuation is especially severe beyond 1 GHz which unfortunately is where the desired baud frequency of the transmitted data will likely lie. Since the data being transmitted over the channel will be 2-Level Pulse Amplitude Modulation (PAM-2) or Non-Return to Zero (NRZ), the fundamental frequency of interest will be half of the data rate (assuming alternating ones and zeros). In this case, a
data rate of 5 Gbps has a fundamental frequency of 2.5 GHz which would see between 25 and 30 dB of loss.

Figure 2.3 The Measured Frequency Response of the Serial Backplane [5]

2.3 Signal Integrity

Although the fundamental frequency will be half of the baud rate, the spectral components within the transmitted signal will vary according to the transmitted data pattern. As mentioned earlier, these various frequency components will see different attenuation across the channel. To better understand the effects of these various attenuations, one must look at the impulse response of the channel. Figure 2.4 below, shows the normalized
impulse response of the measured serial backplane channel used [5]. From this graph, the designer can extract several important properties of the channel.

![Impulse Response of the 30-inch FR4 Channel](image)

**Figure 2.4 The Measured Impulse Response of the Serial Backplane [5].**

One would first notice obvious information such as the channel delay, which gives the transit time required for any symbol to reach the receiver, and the overall attenuation of the channel. The next and more important information seen in the impulse response is the distortion in front and at the tail of the received impulse.
2.3.1 Inter-Symbol Interference

The distortion seen in front of the main peak (cursor) is called pre-cursor distortion and if severe enough, will interfere with the preceding data symbol. The long tail seen after the main peak is called post-cursor distortion. Because it lasts much longer and has a higher overall amplitude, the post-cursor distortion is considered the more severe of the two. However, as the data rate increases, the NRZ symbol period will shrink and the pre and post-cursor distortions will begin to overlap with the adjacent data symbols. This effect is called Inter-Symbol Interference or ISI. This interference from adjacent symbols becomes a very significant problem for which there must be compensation. Unfortunately, the low pass nature of the channel is not the only effect at work in distorting the transmitted data. Another major effect which can be seen in the impulse response of the channel, are reflections. In Figure 2.4 a reflection can clearly be seen by the characteristic amplitude increase at approximately 7.1 ns, this increase can interfere with data symbols which are several baud periods after the desired data symbol [6]. These reflections are caused by mismatches in the attenuation of the various components which make up the backplane channel, such as connectors, packages and bond wires [4]. These mismatches allow components to store energy temporarily, and release it to following data symbols, thus creating the undesired increase in amplitude [1].

It should be noted here that the impulse response and the frequency response do not show all of the sources of distortion seen across a serial backplane. These unseen sources include environmental effects, noise from external sources, voltage variations and most importantly, crosstalk.
2.3.2 *Crosstalk*

The serial backplane environment consists of many independent channels running in parallel over the entire length of the backplane. These independent channels can all be active simultaneously, furthermore these channels may even be directly adjacent to each other in order to reduce the manufacturing costs [1]. Therefore they would remain in close proximity through the chip package, along the daughter card, through the connectors and finally across the backplane. This results in relatively high coupling capacitance between the two channels. Figure 2.5 below shows the two forms of crosstalk which can drastically affect the signal integrity of the backplane channel.

![Diagram of Daughter Card and IC with Transmit and Receive Connections](image)

Figure 2.5 Overhead View of Backplane, Showing Crosstalk Paths.

The above figure shows an overhead view of a serial backplane channel. For simplicity, the diagram only shows two daughter cards and the copper traces linking them. In reality the channel consists of many more parts including packages, bond wires and card connectors, however the concept is unchanged by this simplification. The two types of crosstalk are distinguished by the relative positions of the offending transmitter and the
receiver. The first type, called Far-End Crosstalk (FEXT), occurs when a transmitted symbol couples onto a parallel path and is seen by a receiver at the same end as the desired receiver. FEXT is the weaker of the two types since the offending bit has been attenuated by the channel as well as the coupling process, therefore it appears as noise to the receiver [6], [3]. The second type of crosstalk is much more severe and is called Near-End Crosstalk (NEXT). This type of crosstalk occurs when symbols from an offending transmitter are coupled onto a channel whose receiver is in close proximity, possibly directly adjacent to the offender. Because of this proximity, the interfering symbol could have a drastically higher amplitude than the desired symbol [6]. Furthermore, this interfering symbol could be synchronized with the desired symbols which would completely destroy the desired information.

With the combined effects of the channel and ISI it is clear that in order to transmit data across the serial backplane channel at high speed, some form of compensation technique must be employed [7]. The remainder of this chapter will be dedicated to the various techniques and their implementation.

2.4 Channel Equalization Techniques

There are several techniques which can be used to compensate for the various distortions which are caused by the backplane channel. These techniques are all classified as channel equalization, since they attempt to compensate for the undesired channel characteristics. Initially used in data transmission over voice channels, the equalization techniques used in modern backplane and optical fiber channels have changed relatively little although the methods used in their implementation have changed drastically [6], [7], [8].
The ideal solution would involve a system which can completely compensate for all of the distortions due to the channel. This would involve a filter with a transfer function which is the inverse of the channel, however it would need to be infinitely long in the case of an FIR structure in order to remove all of the distortion [7].

It is for this reason that several different types of structures have been developed in order to combat the distortion, as opposed to inverting the channel. These structures or equalization methods fall into different categories depending on where they are located and how they operate. In terms of their location, equalizers are split into two groups. The first is called transmit pre-emphasis, which acts on the transmitted symbols before they enter the channel. The second group is called receive-end equalization and may contain several parts which process the received symbols after passing through the channel. Finally in the context of their operation, the equalizer structures are classified as either adaptive or fixed over time. These various types of equalization structures and their operation will be discussed in the following sections.

2.4.1 Transmitter Pre-Emphasis

As mentioned above, the strategy for a pre-emphasis circuit is to modify the outgoing data in order to correct for channel induced distortions. Unlike a forward error correcting technique, the pre-emphasis circuit does not add redundant information to the outgoing symbols for later recovery. Instead it adds redundant power to the higher frequency components in order to overcome the low pass nature of the channel [9]. The pre-emphasis technique also uses the symbols which have previously been transmitted in order to counteract their ISI contribution [7]. This is accomplished through the use of a linear transversal filter also known as a finite impulse response filter at the transmitter. The filter, as seen in figure 2.6, is basically a tapped delay-line which is connected in a
feed-forward configuration. For each baud period a new data symbol enters the filter and previous data passes through the next delay element. The total number of which varies according to the length of the filter.

![Diagram of the Transmitter Pre-Emphasis Circuit](image)

**Figure 2.6 The Transmitter Pre-Emphasis Circuit**

Each of these symbols is multiplied by an individual tap value according to the desired proportion typically determined by their individual ISI contribution [7]. These proportions are important to the effectiveness of the filter, and their values will be discussed in further detail later in this chapter. The overall output symbol will be based on the proportional sum of the current and past information as described in equation 2.3.

\[
Y(t) = \sum_{n=0}^{N} Tap(n)U(t - nT) \tag{2.3}
\]
Pre-emphasis circuits are a relatively popular method for combating ISI because of their ease of implementation [9], [10]. This technique sometimes falls under the name de-emphasis which simply indicates that the polarity of the coefficients are such that the rising edges of the data symbols may have a purposefully reduced initial amplitude. Unfortunately there are significant penalties with the use of the pre-emphasis technique.

The first is that it relies on added voltage swing in order to compensate for the high-frequency attenuation of the channel. However the output is still limited and therefore the effectiveness of the technique is also limited. Furthermore, the added high-frequency power serves to enhance both near and far-end crosstalk [9],[10]. Another limitation of the pre-emphasis technique is that there is no inherent feedback from the receiver in order to verify its effectiveness. Therefore, the tap coefficients are fixed and a great deal of effort must go into their selection during the design [10]. Alternatively some form of feedback path from the receiver can be created in order to control the coefficient values which would consume additional resources and time [5], [11].

2.4.2 Receiver Equalization

An alternative strategy for correcting the ISI is to recover the data on the receive-end of the serial backplane channel. Recovering the data in the receiver involves using a filter to remove the distortion added by the channel, then making a decision on the value of that filtered data. This filtering usually involves two parts, a linear feed-forward equalizer and a non-linear decision feedback equalizer (DFE) [12]. The linear forward equalizer is very similar to that found in the transmitter pre-emphasis technique, however it does not need to completely reverse the channel response. Rather, it is specifically targeted at the
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pre-cursor ISI, which involves symbols in the future with respect to the current data symbol. Therefore it does not specifically enhance the high-frequency noise components of the incoming symbols, causing an increase in crosstalk like the pre-emphasis circuit. Any noise seen at the input is processed and added to any subsequent symbols [3], [7], [12]. This technique does however reduce the burden placed on any subsequent circuits such as the DFE.

The second circuit employed at the receiver is the decision feedback equalizer. This is most effective at removing post-cursor ISI since it utilizes previously detected symbols to remove their contribution to the interference [7], [12]. This is accomplished using a structure similar to that of an infinite impulse response (IIR) filter, with a built in decision device. It is because of this decision that the DFE is called a non-linear transversal filter.

Through this decision on the incoming data symbols, the circuit is able to feedback a proportion of the previously received data bits without its associated noise or ISI. This allows the DFE to exactly cancel the post-cursor ISI from previous data symbols if

![Figure 2.7 The Decision Feedback Equalizer](image)
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the decisions are correct and the tap values are chosen appropriately. The one consequence
to this technique is that if incorrect decisions are made, the error will appear on the follow­
ing data symbols because of the feedback loop in the filter. Although this will have a tem­
porarily negative effect on the decision making ability of the filter, these errors are not
considered fatal to its operation [7]. In order to fully understand the operation of this filter
structure, one must look at the equation which describes its operation. Equation 2.4 below,
describes the operation of the filter with respect to the input of the decision device.

\[ x_t = y_t - \sum_{i=1}^{N} X_{t-i} \cdot c_{t,i} \]  

(2.4)

The output of the summation node \( x_t \) is equal to the input from the channel \( y_t \)
and the combination of the past decisions \( X_{t-i} \) and their respective tap coefficients
\( c_{t,i} \) [12]. The coefficient term includes a dependence on time since it may vary accord­
ing to an adaptation scheme such as the one proposed in this work. From the above rela­
tion, it is clear how the DFE can be effective in countering post-cursor ISI. However, it
is also clear how important the selection of the tap coefficients is to the correct operation
of the filter. The number of past decisions and coefficient values \( N \) used to remove the
post-cursor interference depends on the length of the filter. The length is determined by
the amount of ISI contribution from previous data symbols and the desired hardware com­
plexity as there is typically more than one serial link in the system. Although the measur­
able effects from a transmitted data symbol can reach many baud-periods into future data symbols, as can be observed in the channel impulse response, the length of a typical DFE is at or under 5 taps [5], [12]-[15], [41].

The following section will discuss the various options when selecting the proper tap coefficient values. This is of paramount importance since these coefficients govern the performance of the equalization scheme as well as being of primary interest to this work. Following this, there will be a short overview of the current state-of-the-art implementation of a typical equalization scheme for a modern serial link. Specifically, the remainder of this document will deal exclusively with the decision feedback equalizer structure, since it has been shown to be both effective and popular amongst equalization techniques.

2.5 Adaptive Equalization

There are two separate methods for setting the tap coefficient values for any equalization filter. The first and simplest method involves setting the coefficients to an optimal value which is either fixed into the design or set at start-up based on the individual measured channel characteristics [5]. This is both costly and difficult and is therefore less desirable since each implementation would require measurement and adjustment from the designer [14]. Furthermore, a fixed equalization solution does not take into account the time varying nature of the channel characteristics [10]. These include temperature, humidity, power supply drift and component aging which can all change with time. Therefore an alternative solution which would make the coefficient values adaptive over time would be better suited to the changing environment of the serial backplane channel.
Adaptive equalization requires additional hardware complexity in order to evaluate the channel characteristics and make the necessary adjustments to the filter coefficients. The designer must select an algorithm which is able to quickly adapt to the channel and follow any changes over time with a reasonable degree of accuracy without excessive hardware and power expenditure. It is therefore important to carefully select an appropriate adaptive algorithm which is both effective in removing ISI as well as efficient in its use of valuable silicon area. The following section will review the most common algorithms used in the receive-end adaptive equalizer, and discuss the various trade-offs in their implementation.

2.5.1 Algorithms

There are many different algorithms which can be chosen to adapt the tap coefficients of the DFE structure. However, as mentioned earlier the designer must weigh performance over the cost of implementation. Therefore designers have typically selected the Least-Mean-Squares or LMS algorithm for use in the DFE since it is relatively straightforward in its implementation [9], [10], [16], [17]. Although there are alternatives such as the Recursive-Least-Squares algorithm which can perform much faster, it is however more complex and therefore more costly to implement [17].

The LMS algorithm acts to minimize the mean squared error between the output of the filter and the correct or ideal output. In order to accomplish this the algorithm adapts each coefficient based on the value and error of the data it is currently using. For each iteration, the algorithm computes the new coefficient value \( C(n+1) \) based on the previous value \( C(n) \) and a correction. The correction term is based on the value of the data \( d(n) \),
the error observed on that data \( (e(n)) \), and the correction or dampening factor \( (\mu) \). This correction factor is one of the most important factors in determining the performance and stability of the LMS algorithm [16]. Unfortunately, the selection of the ideal convergence factor involves in depth stochastic analysis well beyond the scope of this thesis. For this reason, the convergence factor is typically set through the use of computer simulations [17]. Equation 2.5 below illustrates the operation of the full LMS algorithm.

\[
C(n + 1) = (C(n) + 2\mu e(n)d(n)) \tag{2.5}
\]

The main deficiency of the LMS algorithm is that it requires the computation of the error, the multiplication with the dampening factor and data value, then the addition to the previous tap value. This may place excessive demands on the design performance, since it is expected to operate in a high-speed serial communications environment.

For this reason designers often select LMS variants which sacrifice some performance for a reduction in the design complexity and a timing constraints [17]. The following equations show the various alternatives to the full LMS algorithm [18].

\[
C(n + 1) = C(n) + 2\mu \text{sgn}[e(n)]d(n) \tag{2.6}
\]
\[
C(n + 1) = C(n) + 2\mu e(n) \text{sgn}[d(n)] \tag{2.7}
\]
\[
C(n + 1) = C(n) + 2\mu \text{sgn}[e(n)] \text{sgn}[d(n)] \tag{2.8}
\]

In the above simplified versions of the LMS algorithm, the signum \( (\text{sgn}) \) or sign function is used to avoid numerous multiplications. Instead of using the complete value, only the polarity is used as a substitute which allows the use of bit-wise operations in
place of the full word multiplication [17]. These variants are named according to where
this simplification is applied; equation 2.6 represents the sign-error LMS, equation 2.7 the
sign-data LMS and equation 2.8 is the sign-sign LMS. Another important trade-off that
must be recognized is that this simplification also sacrifices the final accuracy of the algo-

rithm. The accuracy, otherwise called the coefficients residual error will not converge to
zero due to the above simplification. Since slight errors will be given the same weight as
larger errors, the algorithm will continually update the tap coefficients regardless of how
small the errors become [17].

The other main performance sacrifice made in these simplifications, most preva-

lent in the Sign-Sign algorithm, is the slower speed of convergence. Since the tap coeffi-
cient updates will no longer be proportional to the magnitude of either the data or the
error, they cannot make updates of variable size. This fact becomes clear in a binary
implementation as each iteration can only alter the tap coefficient by the same amount
each time. This lack of proportionality can create a condition of instability since random
ersors can cause incorrect tap updates, resulting in a temporary increase in error [17].

Finally, another trade-off can be made in order to reduce the timing constraints on
the adaptation engine. This involves an alternative adaptation method which examines
blocks of data then performs a single tap update based on the cumulative result at the end
of each block [5], [14], [18]. This method is not to be confused with block processing,
which adapts and filters blocks of data at a time. The block adaptation method does not
alter the method of filtering, only the method of adaptation. Although this method will
reduce the speed of adaptation significantly, it will also reduce the demands placed on the
speed of the adaptive hardware [14]. Fortunately, this method also has an important bene-
fit in that it can also be used to stabilize the behavior of the adaptation. It accomplishes
this by using the integrator structures typically present in the sign-sign implementation to
reduce the unwanted variations in tap values [19], [20].

2.5.2 Training

In order to properly function, the coefficient values used in the filter structure must
be correct. Ideally, the system would be given the correct coefficients during the design
phase or be calculated at startup. However as discussed earlier, this would preclude the
desired adaptive solution. Therefore the system must be designed to converge automatic­
ically to a set of coefficient values which allow for relatively error free data reception. To
accomplish this, many systems use what is called a training sequence [3], [14], [21], [22].
This training sequence is a pattern of data transmitted across the backplane and is already
known to the receiver. Typically, it is a pseudo-random bit sequence which contains a suf­
ficiently wide spectrum to fully characterize the channel [7]. The receive-end equalizer is
able to compare the received training data and use the local copy to generate an exact error
value. Exact error values allow the adaptation algorithm to converge quickly without the
risk of instability or mistake. Unfortunately, the use of a training sequence requires the
storage (or generation) of the sequence in both the transmitter and receiver [21]. This has
two major consequences, the first is the obvious increase in size of the transceiver archi-
tectures and more importantly cost [22]. The second is the fact that both the transmitter
and receiver must share this common sequence exactly. This presents a difficult problem
since the designer is now limited to mixing only compatible daughter cards, severely hin-
dering design options.
Aside from the physical costs and design complexity, the use of a training sequence can consume a significant amount of time. In [14], the algorithm takes approximately 25 μs to converge the filter coefficients. At a data rate of 8 Gbps, this represents approximately 200,000 baud periods without any useful data transmission. Another proposal [23] has recommended an implementation which would sacrifice as much as 10% of the total bandwidth to periodically reset the tap coefficient values in order to reduce errors. Although the latter example is somewhat drastic, it highlights the dependence many topologies have on training sequences in order to ensure the performance of the equalizer structure. After this lengthy training period, the tap coefficients can either be fixed to this optimum solution or be allowed to continue adapting. Typically, the adaptive algorithm continues to operate by entering what is called the decision-directed mode. This mode allows the tap coefficients to be adapted based on the decisions made within the DFE, thus taking into account the long term variations in the channel characteristics [7]. Utilizing the error information from the received data, the algorithm is able to continually adapt without re-training. With such a technique applied to the startup sequence, several key improvements could be made to the equalizer structure, most of which have been noted in the above chapter. For these reasons, the primary goal of this work is to provide a new method for adapting the DFE without the use of a start-up training sequence.

2.6 State of the Art

Before proceeding with the description of the proposed solution, one must first look into a modern implementation of a serial link equalizer. This will allow a full understanding of the requirements which must be met by an adaptive algorithm, and how such
an algorithm will interact with the filter hardware. Furthermore, it will show the context in which the DFE filter will operate within the overall receiver structure. The implementations discussed here will be restricted to those which use standard CMOS and which contain a channel approximate to 34 inches of FR-4. The reason behind this distinction is clarity, as the available channel model is for a 34 inch FR-4 backplane and the proposed solution would be built using standard CMOS technology.

Many recent implementations of adaptive DFE structures have been published with link speeds of 10 Gbps and higher [41]. At these data rates hardware complexity has risen drastically. As a result, the receiver has several key components which directly effect the operation of the DFE, these are illustrated in Figure 2.8 below.

![Figure 2.8 The Serial Backplane Receiver Structure.](image)

The various components seen above are included in most modern implementations of the receiver topology. There are many different variations to this topology which may include additional blocks such as specialized amplifiers or input buffer structures [24],
To include all of such components would not be either appropriate or feasible in this document. Therefore, the first item of interest in the receiver topology is the forward equalizer since it is typically included. As mentioned earlier in this chapter, the forward equalizer structure can be moved to the transmitter in the form of a pre-emphasis filter. It should also be mentioned here that the forward equalizer need not necessarily take the form of a traditional FIR filter. As an alternative, a passive analog equalizer consisting of an L-R-C network can be used in order to reverse some of the frequency response of the channel [26], [27]. For this reason, in figure 2.8 the adaptation engine for the forward equalizer has been shown in grey as it may not necessarily be present. Following the forward equalization structure is the DFE. As discussed earlier in this chapter the DFE is composed of a tapped delay line filter, although its implementation was not described. Therefore, a brief description of the DFE architecture will be provided here.

Due to the timing requirements of the incoming data, the DFE filter must make use of high-speed circuitry and alternative configurations in order to operate effectively. These alternative configurations may include; half-rate topologies which reduce the timing constraints on each hardware block [27], [41], predictive first-tap feedback [25], [41], a sense-amplifier based decision device [15], [24], and most importantly, common mode logic [24], [25], [27]. Common mode logic or CML is commonly used in high-speed circuits due to the lower power consumption it exhibits compared to standard CMOS at high GHz Frequencies [28]. The lower power consumption is due to the fact that it uses a lower voltage swing and a constant current which is switched within the gate. Further benefits from the CML structure are derived from its differential topology such as common mode noise.
immunity and compatibility with backplane signalling [29]. These benefits make CML type structures ideal for use in implementing the DFE filter. Figure 2.9 illustrates a typical modern filter structure which is similar to those used in [15], [24]-[25], [27].

Figure 2.9 The Example CML Type Filter Structure.

In the above example, the present data is on input $D_1$ while previous data is fed back from the decision device and delay elements (not shown) as the inputs $D_2$ and $D_3$. In order to give each data bit a different weight, the bias current of each section is based on its associated tap coefficient value. Therefore the multiplication takes place in the analog domain. The bias current can be derived from a digital coefficient value with the use of a digital to analog converter (DAC) to give a bias voltage to the gate of a transistor [15], [42]. The precision of this digital storage is determined primarily by the desired accuracy and the capability of the design. The digital coefficient storage size in this work was set to 7-bits. Although it could be larger (as in [42]) it was set to be several bits larger than that of [5], in order to improve the stability of the system.
Due to the high-speed nature of serial backplane communications, it is not feasible or cost effective to transmit a synchronous clock signal on a parallel trace between transceivers as the delays seen through both paths would have to be made exactly identical [1]. Therefore, it is necessary to recover the clock signal from the incoming serial data and redistribute it locally in the receiver. The CDR operation is critical to all aspects of the receiver architecture. This includes the DFE filter and adaptation algorithm since both rely on operations which are synchronous to the incoming data. In order to accomplish this task, the CDR structure typically contains a local frequency synthesizer which is then locked to the incoming data frequency. This synthesizer is very similar to those used in other applications such as wireless communication devices and can be based on phase-locked-loop (PLL) or delay-locked-loop (DLL) type architectures or even a combination of the two [30]. The key component in the CDR structure however is not the frequency source, instead it is the phase acquisition and tracking system. This system must select the proper clock phase which will yield the most reliable sampling point within the incoming data. There are many techniques used to accomplish this many of which can be very complex [31], however the discussion of each is well beyond the scope of this thesis. It should be noted here that the type of CDR technique used can drastically affect the performance of the DFE adaptation. Due to the various signaling standards which can be used, there may be a requirement for the transceiver to able to operate at several different data rates. As a result, the time needed to acquire the incoming data frequency and phase may vary significantly between implementations. This is important since proper adaptation of the DFE coefficients cannot occur until the CDR has acquired the clock signal.
Finally, the next most important block in the serial data receiver structure is the deserializer, also commonly known as the serializer-deserializer (SerDes). It is the responsibility of the deserializer structure to convert the high-speed serial data stream into reduced speed parallel data words for use on-chip or on-board. Implemented using CML circuitry as used in earlier blocks, the deserializer is composed of smaller cascaded demultiplexer circuits in a tree topology [32]. The output of this block represents the end of the high speed data path and any following processing can therefore be implemented in standard CMOS circuitry.

**TABLE 2.1: Summary of components found in a State-of-the-Art Equalization scheme.**

<table>
<thead>
<tr>
<th>Reference #</th>
<th>Component</th>
<th>Technology</th>
<th>Data Rate &amp; Signalling</th>
<th>Notable Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>FFE and Crosstalk Cancellation</td>
<td>0.18um CMOS</td>
<td>20Gb/s 4-PAM</td>
<td>New tap multiplier circuitry</td>
</tr>
<tr>
<td>20</td>
<td>Adaptation scheme</td>
<td>1um CMOS</td>
<td>150Mb/s (Disk drive)</td>
<td>Block Adaptation technique</td>
</tr>
<tr>
<td>19</td>
<td>Adaptation scheme</td>
<td>0.5um CMOS</td>
<td>100Mb/s (Disk drive)</td>
<td>Pre-counter to eliminate tap noise</td>
</tr>
<tr>
<td>24</td>
<td>Bit Detection Scheme</td>
<td>0.13um CMOS</td>
<td>6.25Gb/s Binary</td>
<td>Sense-Amp based detection</td>
</tr>
<tr>
<td>15</td>
<td>Adaptation scheme</td>
<td>0.13um CMOS</td>
<td>6.35Gb/s Binary</td>
<td>Sign-Sign LMS</td>
</tr>
<tr>
<td>27</td>
<td>Half-Rate</td>
<td>0.18um CMOS</td>
<td>10Gb/s PAM-2</td>
<td>Speed and architecture</td>
</tr>
<tr>
<td>41</td>
<td>DFE-CDR Relationship</td>
<td>90nm CMOS</td>
<td>10Gb/s PAM-2</td>
<td>CDR totally independent of DFE structure</td>
</tr>
</tbody>
</table>
2.7 Summary

It has been the goal of this chapter to provide the reader with an overview of the issues surrounding high-speed serial backplane communications. These issues include severe ISI, attenuation, crosstalk, and clock recovery. In order to address these issues, a variety of circuit techniques were presented with an emphasis on the adaptive decision-feedback equalizer. To operate effectively, this equalizer must rely on the adaptation algorithm to select the filter coefficients which allow for the recovery of the clock and data. Unfortunately, many implementations of the DFE adaptation engine rely heavily on specialized training sequences to accomplish this task. These training sequences offer reliable performance at a significant cost of area, within the adaptation engine, and time which could be used for transmitting data. It is therefore the goal of this thesis to develop an alternative method of adapting the DFE coefficients without the use of such a training sequence.
3.1 Introduction

This chapter will present a model design of an adaptive engine which can converge the coefficients of a 4-tap DFE to acceptable levels without the use of a training sequence. Ideally, this engine would be implemented and tested using an existing serial backplane in order to fully verify its operation. This would involve implementing a full serial transceiver, which would be beyond the scope of this work. Therefore it would not be feasible to attempt such an implementation in order to prove the operation of this blind adaptive equalization method. As an alternative, the proposed engine will be proven through the design of a Matlab based model. This, in combination with the accurate measurement based model of the serial channel shown earlier, will ensure the validity of future Matlab simulations. While these simulations will be reserved for a later chapter, the current chapter will focus on the decisions made in the design of the adaptation engine. These decisions include; the algorithm used, the method of error detection used, and the various topology simplifications which have been found necessary for operation at the desired data rates.
3.2 Algorithm Design

In order to simplify the design process of the blind adaptive equalizer, it was decided that the method of adaptation will be based upon an existing algorithm. Rather than attempt a completely novel solution which would require a strict theoretical analysis, a well characterized algorithm will be used to provide an already proven foundation. Therefore the first and most important decision to be made is the selection of the standard algorithm on which the proposed solution will be based. As discussed in the previous chapter there are several algorithms which can be used for this application, each with varying degrees of complexity. Since the application for this method will be in a high-speed binary signalling environment, an algorithm with a reduced complexity would be most appropriate. Therefore, the sign-sign LMS, which is one of the most simplified LMS algorithm variant has been chosen for this purpose. The sign-sign LMS, as discussed in chapter 2 and repeated here in equation 3.1, utilizes only the sign of the data and the sign of the error for adaptation.

\[ C(n + 1) = C(n) + 2\mu \text{sgn}[e(n)] \text{sgn}[d(n)] \] (3.1)

This simplified algorithm is only the starting point, with the remaining challenge being the extraction of reliable data and error information from the incoming symbols. Due to the severe amount of ISI present in the received data, it is unfeasible to simply run the above algorithm in what is known as decision-directed mode. This would involve comparison of the incoming symbols to their ideal values, and would also rely too heavily on the individual decisions made on the data values. The result would be tap coefficients not converging to acceptable values, but rather drifting uncontrollably. Therefore, the
incoming symbols must be dealt with in a novel method which can allow acceptable convergence while at the same time reducing the amount of incorrect decisions and their effects. Furthermore, the information that is gathered within this novel method must be processed in a manner which is feasible at the desired speeds. This requirement implies that methods such as over-sampling, which involves information gathered beyond the Nyquist sampling rate, would not be advisable due to excess power and area demands.

The following sections will be devoted to discussing the overall solution and to illustrating how this proposed solution addresses each of the above concerns. Beginning with a description of the model, the following will include an overview of each of the proposed hardware blocks which directly enable blind adaptation of the DFE.

3.2.1 Structure

The proposed solution of the blind adaptation problem can be summarized in several key areas. Specifically the areas of; how reliable error information is acquired, how to reduce excess variation on the tap coefficients and how to allow the algorithm to operate at high data rates will be discussed. In order to understand how each of these issues will be addressed in this work and how they interact with each other, one must look at the overall structure of the proposed solution. Figure 3.1 on the following page, illustrates the simplified topology of the typical DFE implementation. Starting with the error detection method, information is then passed to the algorithm hardware where specialized circuitry is used to process the incoming data and error information. After the algorithm is applied to the incoming information, the tap coefficient values are updated.
This adaptation process is occurring continually and in parallel with the filtering of the incoming data. It should also be noted that the algorithm as well as the filter use the same decisions which are made within the DFE structure itself.

Figure 3.1 The Simplified Model Topology with Emphasis on the Adaptation Structure.

3.2.2 Error Detection Method

Without a training sequence, the adaptation algorithm no longer has access to a known sequence from which exact error information can be generated. Therefore the error information used must be based on decisions made locally within the receiver. As stated earlier, the sign-sign LMS algorithm is typically unable to converge the tap coefficients to an appropriate level while using the traditional decision-directed mode. This traditional mode would involve making a decision on the value of the incoming data, then computing the error based on the difference between what was received and the ideal signal level. In
the NRZ signalling environment used for this work, the ideal value for a binary 1 is +0.5V, and for a binary 0, -0.5V. However, due to the amplitude attenuation and the ISI across the channel, the received amplitudes are rarely at the ideal levels. Furthermore, due to the sign function being applied to the computed error, the magnitude of the error is deleted. Therefore both slight and major amplitude errors are treated equally within the adaptation algorithm. This results in an excessive amount of error information being generated which leads to an excess amount of tap variation. It is this severe tap variation which prevents convergence. To combat the tap variation issue, a new approach was developed to issue more meaningful error information while still relying on the simplicity of the sign-sign algorithm. In this new approach, rather than making a comparison between the received signal and the ideal value, the incoming data will be compared to a level which can scale with the overall amplitude obtained at the receiver. This level will form a metric in order to gauge the reliability of the incoming data symbols. This requires the use of three separate bit slicers at the front of the receiver.

![Figure 3.2 Bit Slicers within the DFE Structure.](image-url)
The main (zero reference) slicer will make decisions on the value of the data symbol and will be centred at the zero level as in the typical implementation. The two other slicers will use separate reference levels which are between zero and their respective maximum amplitudes. These three slicers will be within the DFE structure, between the summation node and the rest of the filter as illustrated above in figure 3.2.

The reference levels given to the error slicers will be set at a value which will allow for the removal of the bulk of unreliable update information. If an incoming symbol is greater than a certain percentage of the average amplitude, it is assumed to be correct, and the error signal will remain zero. The exact value of this threshold will determined empirically through computer simulations, which will be discussed in further detail in the following chapter. This new criteria results in smaller amplitude discrepancies being ignored instead of being given equal weighting as in the previous algorithm implementations.

![Data and Error Decisions Based on Received Amplitude at Slicers](image)

*Figure 3.3 Data and Error Decisions Based on Received Amplitude at Slicers*
This will reduce the total number of error signals given to the algorithm, and will help prevent erroneous updating of the tap coefficients. It is important to note that this will impact the residual error on the tap coefficients after they have converged, however without ignoring the small amplitude errors the algorithm would be unable to converge. Furthermore, by using only larger amplitude discrepancies the algorithm will be focused on correcting the more severe ISI while ignoring the minor distortion from other sources. Figure 3.3 above, illustrates the relation between the incoming amplitude from the channel and the error bit given to the algorithm.

Figure 3.4 above, illustrates the 4 possible outcomes from the input slicers, and how each of the decisions are made based on the criteria shown in figure 3.3. It is important to note that the two center outcomes assume that the received data is entirely correct.
This is reflected in the fact that the error bit is set to zero in both cases. As a result, they will not influence a change in the tap coefficients. Conversely the two outcomes on the periphery will issue error signals which will influence a change in the tap coefficients. It is this zero-error result which allows the algorithm to exclude small amplitude discrepancies and only use large amplitude errors to move the tap coefficients. Furthermore, the error as well as the data bits will maintain polarity information for use within the algorithm.

In addition to the added slicers, there will be a need for extra circuitry to provide the required reference levels. This reference circuitry must be able to quickly acquire the incoming amplitude at startup in order to allow the algorithm to begin convergence as soon as possible. The reference generator must also track any changes over time, as to preserve the adaptive equalizer’s ability to adjust to long term changes in the channel. These issues will be further addressed in the proposed architecture shown in chapter 5.

3.2.3 Block Adaptation

After the incoming symbols have been combined with the feedback from the remainder of the DFE structure and have passed through the input slicers, two information bits will have been generated. The first is the data value and the second is the error value. Unfortunately these output bits will be at the same rate as the incoming symbols, making them difficult to process. It would therefore be difficult to update the tap coefficients by directly using these bits. For this reason, a block adaptation topology was selected. This topology will compute an adaptation direction for each Baud period and accumulate the overall result from many data symbols using a counter. This accumulation acts as a low-
pass filter to reduce unwanted tap variations, before applying a correction to the coeffi-
cient [19]. The block size can be set to any value which would give a sufficiently reduced
timing requirement for implementation of the algorithm. The block size used for the
model designed in this work will be discussed in the following chapter. Figure 3.5, illus-
trates how the algorithm is applied to each set of data and error bits, with the result being
stored in the counter.

Figure 3.5 The Modified Sign-Sign Operation in Block Form for Tap 1
3.2.4 Tap-Noise Elimination Pre-Counter

While the above strategy will reduce the timing constraints on the tap update hardware, it will not necessarily prevent incorrect tap updates from occurring. Although the new method of error detection presented in the previous section will help to reduce the number of unnecessary tap updates, there will still be a significant amount of incorrect decisions being made at the input slicers. These incorrect decisions will occur on both the polarity of the data, as well as the error values.

Steps must therefore be taken in order to reduce the overall effects these incorrect decisions have on the ability of the taps to converge to an appropriate value. The first such step used in this model is a method of reducing the effect of each individual tap coefficient update. For the model proposed here, the tap updates are reduced to single steps in either the positive or negative direction. Throughout each block, the sign-sign algorithm is used to determine an update direction for each individual data-error pair. These updates will be accumulated over the length of the block using a counter for each tap as described in the above section. At the end of the block, a single update will be made to each coefficient by incrementing or decrementing each respective binary word. This can be easily implemented since the tap values will also be stored in the digital domain using counters. As a secondary measure, a threshold will be used to evaluate whether or not a tap coefficient update is warranted. If the number of accumulated tap updates in one direction is above this threshold, then the coefficient is updated by one step in that direction. If the accumulated updates are below this threshold, the tap coefficient is left unchanged and the update counter is reset before the next block begins. The result of having this threshold is a significant reduction in the amount of noise experienced by the tap coefficients during and after
convergence. At the same time, significant shifts in the coefficient values will be left unhindered since the sign-sign algorithm would accumulate a large value on the tap counter. Furthermore, the update speed will be largely unaffected since it is determined primarily by the size of the data blocks. Figure 3.6 on the following page illustrates the decision process made during each baud period, with tap updates only occurring at the end of each data block according to the criteria outlined above.

![Diagram](image)

Figure 3.6 Coefficient Update Criteria for Tap 1.

The threshold level itself will be determined through computer simulations in Matlab, and is based on an optimum reduction in necessary tap variation while at the same time allowing the coefficient to change freely. It would therefore take a final counter value greater than this threshold in either the positive or negative direction at the end of the block to initiate a change in the tap coefficient.
It should also be noted that this threshold value is heavily related to the block size used in the adaptation, therefore larger block sizes would require larger threshold values.

3.2.5 Final Algorithm Topology

With all of the individual aspects of the blind adaptation method now fully explored, one must look at the interaction between these individual sections and the overall DFE structure. Figure 3.7 below shows the overall structure of the DFE filter and algorithm hardware. The shaded area contains an idealized DFE filter structure, although it is present in the Matlab model, it is not the focus of this work. Therefore, its exact implementation will not be discussed further in this work. Outside of the shaded area, after the summation node of the filter is the threshold circuitry and the added slicers for making data and error decisions. Below the filter lies the hardware necessary for the each tap adaptation which includes; two counters, one digital-to-analog converter (DAC), and control logic for implementing the sign-sign function.
Figure 3.7 The Overall Topology of the Receiver with the Adaptation Hardware and DFE Filter (in grey).

The following section will be devoted to a detailed discussion of the model as created in Matlab. The details will include a discussion of the previous work, the exact model parameters, and the methods used to implement the above hardware blocks. This overview is necessary in order to fully understand the simulation results which will be presented in the following chapter.
3.3 The Matlab Model

The model design of the blind adaptive equalizer is based on a previous model by Lei Lin in [5]. In this previous work, an adaptive pre-emphasis filter was designed and built using a Matlab model involving the same channel as used in this work. Therefore several parts of the previous model have been reused, particularly the transmitter pulse shaping and the convolution of the data with the channel response. Also reused is the digital to analog converters for converting the digital tap coefficient words into analog multiplication values for use in the filter structure. These parts will be discussed further below as each section of the model is briefly reviewed.

3.3.1 Part 1: Initialization

The first section of the Matlab model is the initialization of the memory and variables that will be used. This initialization includes the settings for all of the hardware blocks including; the tap coefficient precision, the coefficient ranges, and tap counter sizes. To increase the speed of simulation and to hold memory usage to a reasonable level, all large data structures will be pre-allocated before use and cleared to zero afterwards.

One important set of parameters which directly governs the adaptation behavior is the tap precision and range. The tap range is set to allow any of the 4 coefficients to travel between 0 and 0.5, these values are with respect to the zeroth tap value of one. That is, the symbols from the channel entering the filter are considered to have a tap coefficient of one while the other taps are normalized to this value. The maximum value of 0.5 has been selected in order to maintain stability as it is unlikely that the post-cursor ISI will be greater than half of the transmitted symbol amplitude. Having a tap value greater than this
could lead to error propagation under some conditions [25]. Finally, the coefficient word size is set which will determine the precision of the tap values as well as the minimum step sizes. It should be noted here that the precision of the tap coefficients is highly dependant on the hardware implementation. For the purpose of this model, a coefficient word size of 7 bits was chosen. This allows for a sufficiently small step size for use in simulation, while at the same time it remains within a reasonable word size which could be fabricated.

The final variable to be initialized is the window size used for measuring the output magnitude. This magnitude will be used to generate the error decision threshold described earlier. Since it is intended that a simple analog circuit would be used for this purpose, it is necessary to replicate its behavior within the model. Therefore a windowing technique was used to provide a measurement based on the most recent past symbols in a manner similar to a filter. Although this method is very simplified, it allows the model to track the incoming amplitude over time throughout the adaptation process. The window size used for this model will be evaluated in the following chapter. It should be noted however that one must select a window size which will respond quickly to the incoming signal but it should not interfere with the overall performance of the rest of the adaptation engine.

Following the initialization, extraction of the channel impulse response is done using the measurement data from the IEEE standards committee [40], [42]. This channel impulse response is used to shape the data and re-create the ISI conditions found in the actual backplane environment. The extraction, as well as the pulse shaping, is done in the exact same manner as the previous work [5].
3.3.2 Part 2: Transmission

The next step in the Matlab model is the synthesis of the data sequence for transmission across the channel. For this model, two different types of data streams were used; the first uses the built in Matlab random number generator, while the second uses a pseudo-random bit sequence (PRBS) generator. The built-in sequence offers a bit stream created from a random number being applied to a binary threshold, without a significant amount of effort.

The PRBS generator is used to model the typical methods used in testing serial transmission systems. Since it is not possible to create a small circuit that can reliably produce random data, PRBS generator circuits are often used which contain a simple shift-register and feedback paths [4]. For this model several PRBS sequences will be used, including shorter sequences like 7, 14, and longer sequences like 63. The longer sequences provide strings with a greater number of consecutive ones or zeros which contribute severe ISI. This makes them ideal for testing serial transmission circuitry as they would expose any weaknesses in the system.

After the data has been generated, it is shaped according to the channel impulse response extracted earlier. In addition to the shaping, a limited amount of noise is also added. This noise, which also appears in the previous work, helps to model the effects of crosstalk from adjacent channels as well as other random fluctuations. These fluctuations can be attributed to power supply spikes or other unrelated environmental sources.
3.3.3 Part 3: The Receiver

The first part of the receiver section of code involves setting up the model in order to process the incoming symbols. First the channel output is down-sampled and aligned so that it can be detected and processed correctly. Although this work does not include a CDR circuit model, this section performs the data alignment assuming ideal clock recovery. Further into the receiver section of the code, the filtering and adaptation is performed inside of a loop. At the beginning of this loop the delay line, which will form the DFE filter, is implemented with careful attention being paid to the start-up conditions. Next, the actual filtering is performed and the result at the summation node of the DFE is computed. This result is stored in the variable called 'temp_data', and will form the basis for all aspects of the adaptation process that follows. These aspects include the three main variables which will be used during adaptation. The first is the error threshold, called 'ErrThresh' and is based on the windowing technique which was discussed earlier in this chapter. The second is the output of the data slicer which is stored as a vector called 'deci_data', this output data is based on a fixed threshold at zero. Finally, the error threshold is used to determine the values of the error bit which corresponds to each data bit. These error bits are kept in the vector called 'Block_Errors'. With the values stored in these two vectors being computed and updated at each baud period, the adaptation process may proceed normally.

3.3.4 Part 4: The Adaptation Engine

The second part of the receiver and the focus of this work, is the adaptive engine. This section is split into two separate halves; the first implements the tap pre-counters and uses the data and error bits from part 4, while the second implements the tap coefficients
and their updates. In the first half, each of the past data bits and the current error bits are multiplied together at every bit period. The sign of the result is then used to determine an update direction for each of the tap pre-counters. The first tap pre-counter is stored in the variable ‘Tap1cursor’, and it is updated throughout the length of each block until the end where it is evaluated and reset. It is in this multiplication and storage where the Sign-Sign LMS algorithm foundation is used to adapt the tap coefficients.

With the tap pre-counters accumulating the results from the sign-multiplications, the results must now be passed to the second-half of the adaptation engine in order to update the tap coefficients. Unlike the first half, the second half of the adaptation engine is only enacted at the end of every data block. Once the end of the data block is reached, the final pre-counter value is compared to the threshold in both the positive and the negative direction. Furthermore, the current state of the tap value is also evaluated to see if it is at the maximum or minimum boundaries. Using the above criteria, any necessary tap updates are made by updating the individual digital storage words which would then be passed to the digital-to-analog converters. Regardless of the update direction, or whether or not the taps are updated, the tap pre-counters are reset to zero for the next block. After the tap updates are complete, the tap coefficients will remain fixed throughout the next block while the tap pre-counters discussed earlier will continue to be updated. In order to track any sudden changes in the signaling environment, the above adaptive engine will continue to operate after the tap coefficients have settled to a final value.
3.3.5 Part 5: Output

The final section of the Matlab model, has no purpose in the adaptation system itself, rather it is simply used to create the output diagrams which will allow critical examination of the model performance. The most important diagram which will be used in this purpose is called the eye-diagram.

Eye-diagrams simply overlay many, aligned baud-periods of the output and allows the viewer to observe the quality of the equalization. It is termed an eye-diagram because symbols that do not contain significant ISI or symbols which have been equalized appear to form open "eyes". The section of the eye with the widest vertical opening represents the ideal sampling point. If a decision is made at this point, the bit slicers have the greatest chance of correctly detecting the value of the data symbols. Unequalized or poorly equalized symbols appear to have closed "eyes", thus making it more difficult to properly detect the value of the incoming symbols. Therefore, the greater the eye-diagram appears to be open, the better the equalization and data reception. The eye-diagrams presented in the following chapter will be key in demonstrating the performance of the adaptive method presented here. In addition to eye-diagrams, graphs showing each of the tap values over time will be used to prove the performance of this system.

3.4 Summary

The above chapter has presented the full Matlab model and the concept behind the method of blind adaptation of the decision feedback equalizer. It has been the goal of this chapter to clearly describe the method of blind adaptation through three separate steps. The first was to describe the general technique which was developed, while the second
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focused on the specific details of its operation. Finally, the details of the model were fully elaborated with specific focus being placed on how it was designed to replicate actual circuitry.

Although it is not feasible to design and build a full transceiver, the presented model utilizes measured channel data in order to test the concept within a backplane environment. Significant steps have been taken to ensure that the model replicates the behavior of digital circuitry. The concept of the blind adaptation strategy is centered around the novel method of generating error information, based on the incoming amplitude. This new method will allow smaller and insignificant amplitude errors to pass without affecting changes to the tap coefficients. With the error information simplified and reduced in volume, the model is able to make the necessary changes to the tap coefficients with a reduced amount of misadjustment. Through the design of the Matlab model, it is also shown that the adaptation method can operate at a reduced speed in order to better facilitate implementation. Furthermore, the block adaptation method allows for the reduction of tap noise through the use of the tap pre-counters.

In the following chapter, the Matlab model will be elaborated and tested using several different data sequences and data rates. It will also be analyzed for stability and vulnerability to variations in the key components outlined above.
CHAPTER 4  

Simulation Results

4.1 Introduction

This chapter will illustrate the performance of the proposed adaptive engine under various conditions with the use of Matlab simulations and the channel measurement data. The primary goal of this section is to elaborate the specifics of the design as well as demonstrate the reliability of the proposed solution. Emphasis will be placed on the design choices discussed earlier in chapter 3, their effects on the overall performance as well as the various design alternatives available. The performance of the blind adaptation method will be compared with the trained version using the same hardware model. This allows the trained version to make changes to the tap values that are known to be correct while allowing for a useful comparison to the blind version. This comparison is accomplished by altering the same variables in both designs and comparing the performance differences between them. Although there are many variables in the design which can be altered over a wide range, only a select group of important factors are included here in order to maintain clarity. With this limited set of variables, it will be shown that the blind adaptation method performs at a level similar to that of the trained solution, therefore eliminating the need for the training sequence.
4.2 Simulation Setup

The simulation results presented here are divided into three separate categories. The first involves simulations of the proposed design as presented in the earlier chapter, with a depiction of the incoming and outgoing data. The second section, involves several different analyses involving each of the design variables and how they affect the performance of the adaptation engine. Finally in the third section, a brief study of how the engine will perform under the influence of noise within the filter structure. In all of the simulation results, the data rate used is 10 Gbps which is equal to a baud period of 100 ps. This is the highest data rate at which the presented method will reliably operate without any other forms of equalization such as transmitter pre-emphasis or feed-forward equalization.

In order to rigorously verify the performance and validity of the blind adaptation method, each of the simulation results shown, except where indicated, make use of normally distributed random data. This random data is generated with the built in ‘randn’ function of Matlab. Also, the state of the random number generator is set to a new value each time the model is run. As a result, there is no repetition of data patterns between simulations which could either hinder or aid the convergence of the adaptation engine and therefore skew the results.

Although eye-diagrams are typically used to evaluate the performance of a serial link, only the first section will use eye-diagrams to demonstrate performance. The second and third sets of simulation results will show only the tap values. However, as the first set will show both tap coefficients as well as the resultant eye-diagram, a direct link between coefficient values and eye-opening will be clear.
In all of the following simulations, the input to the DFE is the raw and un-equalized data. The eye-diagram in Figure 4.1 below, contains many successive baud periods of the received data symbols after passing through the channel model. Without any equalization the data symbols have been severely distorted due to the ISI introduced by the channel, and the transitions between the two data periods is totally obscured. Furthermore, there is a significant number of data symbols appearing near the zero crossing thus completely closing the eyes. From this diagram it is clear that the typical decision-directed method would have a very difficult time in adapting the DFE coefficients.

![Channel Output Eye diagram](image)

**Figure 4.1 The Raw Channel Output (in Volts) at 10 Gbps.**

With the above input, the following results will show the tap coefficients being converged from the initial starting condition. This starting condition sets the first and second tap coefficient words at 32b and 16b respectively, while the remaining taps three and
four are set to zero. This starting condition serves to reduce the overall convergence time and increase reliability of the adaptation engine. This startup condition will be discussed further in the following sections.

4.3 Simulation Results - Designed Conditions

The first set of simulation results will show a comparison between the blind adaptation and the trained adaptation under the optimized settings. These optimized settings were determined through extensive computer simulations which will be discussed in further detail in the following sections. The table 4.1 below, summarizes the properties of the optimized solution. It should be noted here that these settings do not represent a unique solution for blind adaptation, instead this solution gives the fast convergence with relatively little tap noise.

TABLE 4.1: Parameters of Optimized Design

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Rate</td>
<td>10 Gbps</td>
</tr>
<tr>
<td>Block Size</td>
<td>128</td>
</tr>
<tr>
<td>Error Threshold</td>
<td>45%</td>
</tr>
<tr>
<td>Tap Update</td>
<td>8</td>
</tr>
<tr>
<td>Threshold</td>
<td></td>
</tr>
</tbody>
</table>

The following figures 4.2 and 4.3 show a direct comparison between the convergence of the adaptation engine with and without the use of the training sequence. From these simulation results it is clear that the performance of the adaptation system is almost identical in both cases. Therefore the adaptation speed is not dependant on the use of a training sequence, rather it is dependant on the simplifications that have been made to the adaptation system. These simplifications include the use of a sign-based algorithm, block adaptation, and the error threshold.
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Figure 4.2 The Tap Convergence Without Training.

Figure 4.3 The Tap Convergence With Training.
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With very little difference in the performance of the two systems, one must now look at the output of the DFE in order to determine whether or not the output is adequate for use by the data recovery circuitry. The figure 4.4 below shows the output eye-diagram from the DFE after the tap coefficients have converged to the above values. It is clear that the converged tap coefficients are correct since there are two clearly open eyes present in the output.

![DFE Output Eye diagram](image)

**Figure 4.4 The Eye-Diagram at the Output of the DFE (in Volts).**

Although the above eye-diagram shows significant improvement from the raw output of the channel, it does not show optimally equalized data symbols. This is because there is still a significant amount of pre-cursor ISI which remains unchanged since the DFE only counteracts post-cursor ISI. With the use of additional equalization methods, the output could be returned to the ideal levels. However, it is clear that the performance of the blind equalization method has been demonstrated in the above simulation.
4.4 Sensitivity to Model Parameters

Although the above simulation results show exceptional performance under the designed conditions, there are many solutions possible with the number of design variables as presented in the previous chapter. These variables allow for many unique solutions, each with a varying degree of performance and accuracy. The parameters evaluated in this section will include; adaptation block size, pre-counter threshold, and error threshold. Therefore, this section will show these design parameters used in the proposed adaptation method, their useful range, and their effect on the overall performance of the system. For each of the following simulations, both the trained and un-trained results will be shown in order to evaluate the reliability of the blind adaptation engine.

4.4.1 Block Size Sensitivity

The first analysis will be performed on the adaptation block size. As discussed in the previous chapter, the use of block adaptation allows the timing constraints on the adaptation engine to be significantly reduced. The block adaptation method also provides averaging in order to reduce the sensitivity of the tap coefficients to individual errors. This averaging will be one of the main factors in selecting the block size. The effective limit of the block size is determined by the slowest acceptable adaptation speed as defined by the system requirements. Conversely the smallest block size which would give the fastest possible adaptation speed, is limited by the stability of the algorithm as well as the maximum capabilities of the hardware implementation. Although these boundaries have not been defined in this work, the following simulations will show the possible block size values for which the algorithm is capable of effective operation.
The simulation results presented below in figures 4.5 and 4.6 show the convergence results for the adaptation engine using a range of block sizes. Rather than showing individual simulation results for each block size, the results have been summarized into two graphs. Each graph shows the four different tap coefficient values over a range of block sizes using the same colour scheme as the earlier figures with tap 1 in blue, tap 2, 3 and 4 in green, red and cyan respectively. For each block size, a simulation starting from the initial condition was performed and the coefficients were allowed to converge for 300,000 symbols. At the end of each simulation the tap coefficient values were averaged over the final 50,000 symbols and the results were plotted. In order to further gauge the performance at each block size, error bars were added to show the maximum and minimum values during the final convergence period. These error bars allow the final tap noise, which has been masked by the averaging, to be examined.

Figure 4.5 Sensitivity to Block Size (Blind)
It is clear from the above figures that both the blind and trained versions of the adaptation engine perform equally under various block sizes. It is also clear that small block sizes can affect the final convergence values as well as provide an unacceptable amount of tap noise on the coefficients. If the block size were taken beyond 2048 ($2^{11}$) the convergence time would increase beyond the length of the simulation. Since it is clear that the final convergence value remains unaffected by larger block sizes, further simulations would be fruitless. Therefore, a block size of 128 was selected in primarily to provide a short convergence period. With the block size set to 128 there is still a significant amount of tap noise which must be addressed. The figure 4.7 on the following page illustrates how the tap coefficients, although converged rapidly, exhibit an unacceptable amount of variation.
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Figure 4.7 Tap Noise Without the Tap Pre-Counter Threshold.

4.4.2 Pre-Counter Threshold Sensitivity

As illustrated above, a separate technique is required in order to counteract the noise on the tap coefficients. Therefore, the tap pre-counter threshold will be introduced in order to prevent these numerous and unnecessary tap updates. It is extremely important however that the final convergence of the coefficients remain unaffected by this threshold since it is only intended to reduce noise. Using the block size of 128 symbols, as selected in the above section, an analysis was performed using various pre-counter threshold values. This analysis is similar to the one conducted in the previous section on the various block sizes. As in the above analysis, the results from both the trained and blind versions of the engine will be compared. Figures 4.8 and 4.9 on the following page show, how the tap coefficients of the two engines perform summarily under various pre-counter threshold values.
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Figure 4.8 Tap Pre-Counter Threshold (Blind)

Figure 4.9 Tap Pre-Counter Threshold (Trained)
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From the above figures it is clear that using a threshold in order to evaluate the tap pre-counter value is an effective technique to counter the residual tap noise. However, it should be noted that a value which is too large can affect the final convergence of the tap coefficients. Therefore, for the purposes of this design a pre-counter threshold of 8 was selected. Although a larger threshold value could be used, it is important that the adaptation engine is able to adjust the tap coefficients to changes in the environment. With a larger threshold value, the engine would require a more significant change in performance before adjusting the coefficients accordingly. It should also be noted here that the pre-counter threshold value is entirely dependant on the block size used. As the block size changes, the threshold would also have to change in order to remain effective against tap noise.

4.4.3 Error Threshold Sensitivity

The single most important variable in the design of the blind adaptive equalization engine is the error decision threshold. As mentioned in the earlier chapter, the error threshold is used to evaluate the quality of the incoming data symbols. If the symbol is beyond the threshold value it is assumed to be correct, otherwise if it is closer to zero it is assumed automatically to be in error. Therefore, it is clear that the error threshold value completely defines the operation of the adaptive engine. In order to properly determine the validity of the incoming symbols, it was obvious that the error threshold value would be dependant on the incoming symbol amplitude. The following figures 4.10 and 4.11 show the performance of both convergence engines with the error thresholds between 30% and 60% of the average incoming data symbol amplitude.
Figure 4.10 Error Threshold Sensitivity (Blind)

Figure 4.11 Error Threshold Sensitivity (Trained)
The purpose of the error threshold is to reduce the overall amount of error information being given to the adaptation algorithm while still permitting the more reliable information to direct the convergence. In the figures on the previous page, both the trained and untrained versions of the adaptation engine perform similarly under various tap threshold values. Both engines fail when the threshold falls below 30% of the input amplitude as there is not enough information provided to the algorithm to complete the adaptation. They fail once again when the threshold is brought above approximately 60% as there is too much insignificant error information and the algorithm begins to behave erratically. It should be noted here that the above simulations were performed with the pre-counter threshold set to zero as it is important to evaluate the raw performance under error threshold variation only. It is clear from the above simulations that the error threshold can be set anywhere within an approximately 30% window without significantly affecting the final convergence of the engine. Therefore, for reasons of reliability the error threshold will be set at approximately 45% of the incoming amplitude. This value will allow a buffer of approximately 15% on either side which will allow for any variation in the implementation of the decision circuitry or in the environmental conditions. One other factor which should be considered here is the performance of the engine in terms of adaptation speed. With an error threshold closer to the upper boundary of 60%, there would be a significantly greater amount of potentially valid error information being input into the algorithm. Although more error information would allow for rapid convergence of the tap coefficients, the robustness of the system would have to be sacrificed. Since correct operation of the system is of paramount concern, the error threshold will be based solely on the stability of the engine.
4.4.4 Window Size Sensitivity

As mentioned in the earlier sections, the error threshold which used to evaluate the quality of the incoming symbols, is based upon the incoming amplitude to the decision device. A specialized circuit will therefore be required to measure the overall amplitude and produce the reference signal at the desired level. This circuit could be based on a simple rectifier and RC type filter and will be discussed in further detail in the following chapter. However, this section of the proposed topology will help dictate the performance of the adaptation engine and its operation must be investigated further. From the above section, it is clear that the algorithm performance remains unaffected by threshold values which are above or below the target by up to 15%. Unfortunately this tolerance to amplitude error does not address the remaining issue of the RC time constant. The time constant of the filter will determine the time period over which the incoming amplitude will be measured. To model this effect, a windowing technique was used to measure the incoming amplitude. The size of this window dictates the number of past symbols that are considered in the measurement, the larger the window, the more past symbols are included in the measurement. Although this technique is rather simplified, it is effective in creating a direct comparison of the measurement window to the adaptation block size. This direct comparison is extremely important from perspective of algorithm stability. Since the measurement of the amplitude will be occurring simultaneously with the coefficient adaptation it is important that the two processes do not conflict with each other. To examine the interaction of these two processes, the block size was fixed to 128 symbols and the window size was varied from 0 (measuring only the current symbol) to 4096 (measuring more of the past symbols). The following figures 4.12 and 4.13 illustrate the performance of the tap adaptation process under various window size values for both the blind and trained versions of the engine.
Figure 4.12 Measurement Window Size Sensitivity Analysis (Blind)

Figure 4.13 Measurement Window Size Sensitivity Analysis (Trained)
From the above simulation results, it is clear that window sizes closer to that of the adaptation block size interfere negatively with the performance of the adaptation process. At the same time, larger window sizes do not seem to negatively affect the final convergence values. Therefore it is important that the designer of the system ensures that the time constant of the filter is sufficiently long as to not affect the final convergence values.

### 4.5 Coefficient Noise Sensitivity

One of the most critical parts of the entire DFE and adaptation structure, is the summation circuit. This is the circuit which implements the core function of the filter by adding the symbols received from the channel to the symbols being fed back from the delay line of the filter. Any excess error at this node will interfere with the decisions being made causing errors which will affect the rest of the adaptation process. It is therefore important to verify whether or not the adaptation engine is able to tolerate a reasonable amount of this noise while still converging to an acceptable value. The reasonable amount of noise in a structure similar to that quoted in this work, can approach 2% within each of the multiplication points of the DFE filter [42].

To test this capability, random noise was added to each of the feedback paths of the DFE filter. The variance of the amplitude of this noise was then swept from zero to approximately 70mV for both the trained and untrained versions of the algorithm. Since the full scale amplitude of the signals within this filter structure would be approximately 500mV, the error sweep is from 0% to 14%. It should also be noted here that the error due to quantization of the tap coefficients would be comparatively low. In the case of this proposed implementation, the tap quantization error would be approximately 0.8% which represents a precision of 7 bits.
Figure 4.14 Tap Noise Sensitivity Analysis in mV. (Blind)

Figure 4.15 Tap Noise Sensitivity Analysis in mV. (Trained)
From the above performance it is clear that the algorithm can tolerate a significant amount of noise while still bringing the tap coefficients to an acceptable value. This property is especially valuable since there will be many sources of errors in the final circuit all of which could effect the final performance of the algorithm.

4.6 Summary

From the above simulation results, it is clear that this new method of Blind Adaptation is capable of converging the DFE coefficients to an acceptable level. Furthermore, it is capable of overcoming environmental challenges such as noise and various implementation choices which describe precision and the threshold levels. Unfortunately there is no physical circuit measurements that could be produced since it would be very difficult to design a receive-end equalizer without a full serial transmission system. Therefore this work will be limited to discussing the possible implementation in the following chapter and using the above simulation results to prove the feasibility of the design.
5.1 Introduction

Although proper operation of the blind adaptation algorithm has been fully demonstrated using Matlab simulations, one must demonstrate that it could be implemented into a real world circuit implementation. Unfortunately, due to the amount of complex circuitry required in a serial link transceiver it would be unfeasible to attempt a full circuit implementation within the time allotted. Furthermore, a partial implementation using purely digital circuitry would not yield any appreciable insight since the algorithm relies heavily on the operation of the forward analog circuitry as well as the filter structure. Therefore, to overcome these issues, the operational feasibility will be demonstrated using a combination of research and known topologies which have been proven in literature. This chapter will present two components critical to the proposed blind adaptive equalizer and will show the existence of equivalent operational topologies thereby verifying the feasibility and validity of the blind adaptation algorithm. The first component is the error detection circuitry, which identifies the symbols that will lead to a correction in tap value. The second is the high speed counter, which must keep track of the identified symbols and their polarity so that the algorithm may later decide on a possible tap update. In both instances, speed and accuracy are of utmost importance.
5.2 Overall Topology

The above Figure 5.1, shows an overview of the topology of the proposed DFE filter and adaptive equalizer algorithm. The area shaded in grey is the typical DFE filter structure and is not considered in this chapter since it is a standard topology that has been proven in literature. The areas of greatest concern are the sections highlighted in the dashed boxes. These are the components discussed earlier which require accurate high-speed operation. On the top left hand side of the diagram is the circuitry responsible for processing the incoming symbols, and making decisions on their value and validity. These components will be discussed in section 5.3. On the bottom of the diagram is the high-speed counter and control logic, which will be discussed in section 5.4. These two circuit blocks are key to the adaptation algorithm and would be the most difficult to construct.
5.3 Error Detection Circuitry

The most critical circuit to the successful operation of the blind adaptation algorithm is the error detection circuit. As stated earlier, this circuit is responsible for detecting whether or not the incoming bits are of sufficient amplitude to be relied upon as being correct. To function properly, this unit requires two parts; the first will create a relatively stable dc value based on the incoming amplitude. The second will compare this dc level with the amplitude of the individual bits, and issue a logical one if the bit is stronger than the reference value, and a logical zero if it is not. Both segments require somewhat precise analog circuitry in order to form the correct decisions at the required speed, since the algorithm relies on the error information directly in order to achieve convergence.

5.3.1 Error Decision

In order to distinguish whether or not an incoming symbol is greater or less than the reference value, a high-speed decision circuit is required. This type of circuit is quite common, as such a circuit would be required to differentiate between incoming zeros and ones.

![Figure 5.2 The Simplified Error Detector Topology.](image-url)
Figure 5.2 shows the basic topology of the proposed error detection unit, three slicers are required to detect errors and the incoming data while a minimal amount of logic is required to interpret their outputs. Therefore, of great interest to this work are the several types of high speed slicers which have been designed for use in multi-level detection. Specifically those used in signalling schemes such as duobinary [2], and for four level PAM signalling [33]. In the case of the 4-PAM architecture seen in [33] a Common Mode Logic (CML) type sense amplifier is used for the individual detectors, while a Digital-to-Analog Converter (DAC) is used to synthesize the threshold voltages. In both cases, the topologies are employed within receiver structures capable of processing incoming serial binary data above 2.5Gb/s making them possible candidates for use in the algorithm proposed in this work.

5.3.2 Threshold Creation

In order to correctly identify the incoming bits into the receiver, a relatively stable DC value must first be created to form a comparison. The stable DC value in this case is approximately 45% of the incoming amplitude. In keeping with the adaptive nature of the receive end equalizer, the threshold value must be able to vary with time according to the incoming amplitude. To accomplish this stable value, a rectifier type circuit will be first used to extract the full amplitude of the incoming data. From this full amplitude, a much simpler circuit would be used to extract the threshold value. This could be as simple as a resistive load to divide the voltage. Such a circuit has been used recently by [38], in the context of a high speed adaptive equalizer environment. Specifically, it was used to in conjunction with a set of filters to extract the high and low frequency power. The precision of the rectified output was extremely important as the filter adaptation depended heavily
on an accurate comparison. Therefore such technique could be an excellent candidate for use in the blind adaptation method.

There may be several different techniques which could be used in order to extract the desired reference level from the incoming signals. However, to discuss these possible implementations would be fruitless without first defining the complete front-end topology of the receiver. Considering the accuracy required in order to ensure proper matching and any interface to other possible equalization schemes, further speculation would be inappropriate.

5.4 High-Speed Counter Design

The final operational requirement for the blind adaptive equalizer structure is a counter capable of keeping track of the incoming errors as identified by the error detection circuit. This counter would need to be able to operate at the same frequency as the incoming data. Fortunately, as described in chapter 3, this counter would only need to process up to 5 bits at a time since it would not be used to store the tap value itself, rather it would be used to accumulate the number of errors to help prevent erroneous tap updates. Due to the fact that the incoming errors contain polarity information, the counter would also need to perform subtraction in order to account for the direction of the possible tap update. Although such an adder would need to be custom designed there are several examples of large scale high performance architectures of this nature found in literature.

One circuit of interest was designed and reported by Intel Corporation for use in a high performance microprocessor. It can perform single-cycle 64-bit addition, subtraction and logic functions at a speed of 4GHz [34]. To achieve this level or performance, a special logarithmic circuit topology is used. Also, the circuit uses a specialized fabrication
process and consumes a significant amount of power. Fortunately, the addition/subtraction unit required here would not operate with such large numbers. Therefore, a smaller version of this topology would be an excellent candidate for implementation.

With any circuit topology that is selected, a high performance logic family would be required in order to perform at the desired clock frequency. An excellent reference for such high performance logic can be found with the design of counters/dividers, utilized in frequency synthesis Phase Locked Loop (PLL) circuits. These high-performance structures typically use MOS common mode logic (MCML) which allow the circuits to operate at a much higher frequency while consuming less power compared to conventional CMOS logic. This is accomplished through the use of a constant current source and differential pairs of MOS transistors which switch the current between two load resistors [35]. Therefore a relatively constant amount of power is used regardless of frequency. A recent example of MCML logic use in the construction of a high-speed divider can be found in [36], which reports a 256/257 dual-modulus prescalar designed in 120 nm CMOS technology and can operate at 15 GHz. The key factor in the circuit which allows for such high frequency operation, is the specially designed MCML merged AND-gate flip-flops. These merged gates, seen in Figure 5.4, allow a reduction in area and power consumption with a reduction in delay, thus allowing high speed operation.
The speed of this structure could be further advanced with the use of a more advanced technology or circuit technique. A second topology reported by the same research group uses the more advanced 90nm CMOS technology node as well as inductive peaking in order to increase the bandwidth and voltage head-room limitations [37]. The circuit can divide the incoming signal by 4 or 5 and can operate at a frequency of 24GHz. Although the requirements for the blind adaptation method are far below this level, the techniques and designs presented here show the feasibility of larger, high speed logic functions such as the addition/subtraction unit.
5.5 Area and Power estimates

The required area and power for the proposed Blind Adaptation algorithm will be similar to that required for a conventional trained system. In the previous work, which this work is based upon, completed by Lei Lin, a pre-emphasis FIR adaptation engine is designed and measured for a 5 Gbps serial link across the same 34-inch backplane. This design contained the following parameters.

<table>
<thead>
<tr>
<th>Item</th>
<th>Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clock Frequency</td>
<td>500 MHz</td>
</tr>
<tr>
<td>Total Cell Area</td>
<td>113608um²</td>
</tr>
<tr>
<td>Total Dynamic Power</td>
<td>49.3mW</td>
</tr>
</tbody>
</table>

5.6 Summary

With the topologies described above, it is clear that the method of blind adaptive equalization as presented in this work is feasible within standard CMOS circuitry. With the use of current mode circuitry and an advanced CMOS process such as 90nm the circuits described could be made to operate at the required signalling speed. Furthermore, the circuits presented in this chapter would be accurate enough to allow for the proper operation of the blind adaptive algorithm. Although further work would need to be done in order to construct these circuits, it is not necessary since they have already been proven in literature and through other research done at Carleton. Unfortunately, the design and construction of these circuits would not be possible within the time allotted for a Masters thesis.
6.1 Summary

Currently, most DFE structures rely on a specialized sequence of data which must be used to properly adapt the coefficient values. In high-capacity serial backplanes, this training sequence can waste valuable time as well as cause interoperability issues. It has therefore been the goal of this research work to prove that a Decision Feedback Equalizer structure is able to operate effectively without the use of a training sequence. Through the use of MATLAB simulations and channel measurement data, a standard algorithm has been adapted to use an alternative method for ensuring the reliability of its operation. This reliability has been shown in numerous simulations which subject the proposed method to alternate design choices as well as circuit noise.

This work is firmly based on the measured response of a typical serial backplane environment. Furthermore, this work makes use of a standard algorithm commonly used in many modern DFE implementations as a solid foundation for the research work. This foundation is combined with the analysis of the behavior of the system against various design parameters and noise which would be consistent with that found in a CMOS implementation.
6.2 Contributions

The main contribution of this thesis has been the modification of a known adaptation algorithm in order to remove the training sequence used during the initial startup of a DFE. These modifications include the use of a secondary threshold as a measure of the quality of signals coming from a serial backplane channel and how this newly qualified data interacts with the adaptation algorithm. Previously reported, DFE implementations have relied on a training sequence being transmitted across the backplane during start-up in order to set the tap coefficient values of the DFE. It is believed that this solution could be used as a self-adaptive DFE system for any ISI limited channel.

6.3 Future Work

Although this work has proven that it is possible for a DFE to operate without the use of a training sequence, the most effective and definitive proof would be implementation. Therefore, the remaining work involved in this research endeavor would be to incorporate the proposed architecture within a compatible DFE CMOS implementation for use in a high-speed serial environment similar to the model used here. Furthermore, the operation of this proposed adaptation scheme could be considered for use with other emerging techniques such as edge or transition based equalization. Furthermore this technique may be combined with forward error correcting schemes in order to explore their interaction and possible collaboration during the adaptation phase.
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