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Abstract

Demands for increased wireline data throughput necessitate multi-GHz clock sources

of ever-greater fidelity. At the same time, there has been resolute industry pressure for

process geometry size reduction, digital circuit implementation and modularization to

fulfill the objectives of development cost reduction, scalability, increased functionality

and decreased power dissipation.

In aid of these objectives, this work demonstrates a digital bang-bang phase-

locked loop that develops the 14-GHz clock for a 56-Gb/s PAM-4 transceiver. This

low jitter clock source is realized using an LC-based digitally-controlled oscillator

having a frequency tuning range of 14 % and worst case resolution of 2.0 MHz/LSB.

The major digital functions of the band-bang phase-locked loop are consolidated in

a single, fully-synthesized digital signal processing unit operated at 3.5 GHz or 10x

the reference clock frequency. Limit cycles are minimized, without the aid of a multi-

bit time-to-digital-converter, through substantial reduction of loop latency using a

look-ahead digital loop filter. Various design techniques exploiting an advanced 7-

nm FinFET technology are discussed including noise reduction, frequency resolution

and tank Q-enhancement. Additionally, methods of accurately modelling a digitally-

controlled oscillator and linear loop analysis of the bang-bang phase-locked loop are

demonstrated.

Closed-loop phase noise performance is accurately predicted using an industry-

standard digital event-driven simulator with dramatically reduced computation ef-

fort compared to analogue or mixed-mode simulations. Here, a method of faithfully

calculating various noise profiles for digitally-controlled and reference oscillators is

exploited.

The measured RMS random jitter of the BBPLL, integrated from 1 kHz to

100 MHz, is 143 fs and shows limit-cycle free operation resulting in minimal spurious

tone activity in the frequency spectrum. The BBPLL consumes 40 mW of power,

while the DCO consumes 14.8 mW of this total. The RMS jitter demonstrated in
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this thesis is consistent or better than analogue charge-pump PLLs of comparable fre-

quency and significantly better than the reported BBPLLs at very competitive area

and power dissipation.
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Nomenclature

Abbreviations

AC Alternating Current

Accumulation-Mode Biasing of a metal-oxide-silicon semiconductor stack so

majority carriers accumulate in the silicon near the

oxide-silicon interface.

ADPLL All-Digital Phase Locked Loop

aF atto-Farad

AF Flicker noise exponent

AHVDD Analogue High VDD for input/output - nominal 1.5 V.

AHVSS Analogue High VSS for input/output - ground voltage.

AI or AI Digital Loop Filter Integral Gain

Al Aluminum

AM Amplitude Modulation

AP (context - interconnect) - metal (Al) layer used to break-

out signals to die bump pads, TSMC 7-nm process

(thickest, t = 2.4 µm).

AP or AP (context - Digital Loop Filter) Proportional gain

AVDD Analogue DC supply voltage (VDD) - core transistor

voltage - nominal 0.75 V.
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AVSS Analogue DC ground reference voltage (VSS) - core

transistor voltage.

BBPD Bang-Bang Phase Detector

BBPFD Bang-Bang Phase Frequency Detector

BBPLL Bang-Bang Phase Locked Loop

BER Bit Error Ratio

Biploar Binary Junction Transistor (BJT)

BPD Binary Phase Detector

BSIM4 Berkeley Short Channel (IGFET - Integrated Field Ef-

fect Transistor) Model (4 - sub-100 nm).

BW Bandwidth - contiguous frequency range.

Cdiv Total capacitance of the oscillator output buffer and di-

vider.

Cgm Total capacitance of the oscillator core transistors.

CICC Custom Integrated Circuits Conference

Class-A Oscillator A harmonic oscillator where current flows continuously

during the full output clock cycle.

Class-B Oscillator A differential implementation of a Class-A oscillator.

Class-C Oscillator A differential harmonic oscillator having a current con-

duction angle of approximately 100 to 150 degrees.

Class-D Oscillator A differential harmonic switching oscillator that pro-

duces a large output magnitude from a low VDD.

Class-F Oscillator A differential harmonic switching oscillator that employs

transformer peaking to amplify a harmonic output clock.

CMOS Complementary Metal-Oxide Semiconductor

CMOS Capacitance of a Metal-Oxide Semiconductor varactor

xv



Coff Off-state capacitance of a circuit element.

Con On-state capacitance of a circuit element.

COX MOSFET (FinFET) gate capacitance per unit area

(F/mum2).

Cpara Total parasitic capacitance of the frequency tuning ar-

ray.

Ctail Capacitance between the core transistor common source

of a differential oscillator and ground.

Cu Copper

Cvar Total varactor capacitance of the frequency tuning array.

dB Deci-Bell

dBc Deci-Bell relative to a carrier signal level.

dBc/Hz Deci-Bell relative to a carrier signal level per frequency

cycle (Hz).

DC Direct Current

DCC Duty-Cycle Correction

DCD Duty-Cycle Distortion

DCO Digitally Controlled Oscillator

DDR4 4th Generation Double Data Rate Synchronous Dynamic

Random-Access Memory (1.2 V, 1600 - 3200 MT/s) de-

fined by JEDEC.

DDR5 5th Generation Double Data Rate Synchronous Dynamic

Random-Access Memory (1.1 V, 3200 - 6400 MB/s) de-

fined by JEDEC.

DLF Digital Loop Filter

DLL Delay Locked Loop

xvi



EF Flicker noise frequency exponent.

EM 3-D Electromagnetic Three-Dimensional Simulation Tool.

f Frequency (Hz)

FCW Frequency Control Word

FF Fast NMOS/Fast PMOS transistor process corner.

FFT Fast-Fourier Transform

Fin The vertical portion of FinFET gate.

FinFET fin Field-Effect Transistor - fin-shaped gate expanded

into three dimensions.

Finger The physical subdivision of a transistor gate (dimensions

W/L - Width/Length).

Flicker Noise Low frequency phase noise (Pink Noise) having a 1/f

profile at baseband and 1/f3 profile after up-conversion.

f0 Oscillator output frequency (resonant frequency).

fs femto-seconds

GaAs Gallium-Arsenide

Gaussian A statistical distribution generated by data having a

random characteristic.

GIDL Gate-Induced Drain Leakage

gm Transistor conductance measured in Siemens (S).

HF High Frequency

Ibias DC Bias current

IC Integrated Circuit

Id Tank Left AC drain current through the left core transistor of a

differential oscillator.
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Id Tank Right AC drain current through the right core transistor of a

differential oscillator.

Ids Transistor drain to source current.

Idso Transistor drain to source current with a source degen-

eration resistance of 0 Ω.

I-MOS Inversion Mode Metal-Oxide Semiconductor varactor.

In Noise current.

I2
n1/f Baseband transistor flicker noise power seen as drain

current.

I2
nG Channel thermal noise current due to gate resistance.

Inversion-Mode Biasing of a metal-oxide-silicon semiconductor stack so

minority carriers accumulate in the silicon near the

oxide-silicon interface.

IO Input/Output

ISF or Γ Impulse Sensitivity Function

Iω0 Effective oscillator LC-tank current.

Jitter The variation in clock edge position w.r.t. an ideal ref-

erence position.

JSSC Journal of Solid-State Circuits

k (context - noise model generation) clock edge number.

k (context - thermal noise) Boltzmann constant (i.e.,

1.38064852× 10−23 JK−1).

K AC signal coupling factor across a DC blocking capaci-

tor.

KC Current crowding factor

KF Flicker noise coefficient

KV CO Voltage Controlled Oscillator conversion gain (∆f/∆V).
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L (context - inductor) Inductor or Inductance.

L (context - transistor) gate Length.

L(f) Single-sided phase noise.

LC Inductor-Capacitor

LC-tank A resonant circuit created using inductor and capacitor

circuit elements.

Leff Effective transistor gate length.

Limit-Cycle Regime PLL operation where output phase/frequency oscillates

about a fixed phase/frequency point.

LMS Least Mean Squares - adaptive filter algorithm that con-

verges to a minimum error.

Loaded-Q The effective Q factor of a circuit, including all parasitic

resistances that would contribute to circuit loss.

LSB Least Significant Bit

LSL Logical Shift Left

LSR Logical Shift Right

LVDS Low-Voltage Differential Signal

m (context - FinFET) transistor multiplier

M11 Metal (Cu) interconnect layer below M12, TSMC 7-nm

process (thickness t = 0.72 µm).

M12 A top layer of metal (Cu) interconnect, TSMC 7-nm

process (thickness t = 0.72 µm).

MCM Multi-Chip Modules

MIM Metal-Insulator-Metal IC capacitor formed using metal

plates of two or more layers requiring additional process

steps.
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MOM Metal-Oxide-Metal IC capacitor constructed using mul-

tiple inter-digitated fingers over a single or multiple

metal layers.

MOSFET Metal-Oxide Silicon Field-Effect Transistor

nm nano-meter

NFV Transistor flicker noise voltage in linear form.

NMOS N-type Metal Oxide Semiconductor.

NRZ Non-Return to Zero data encoding for transmission.

NTV Transistor thermal noise voltage in linear form.

P FinFET fin Pitch

PAM-4 Pulse Amplitude Modulation (4-state) data encoding for

transmission.

PDF Probability Density Function

PFD Phase Frequency Detector

PI A circuit with both Proportional and Integral functions.

PISO Parallel In Serial Out

PLL Phase Locked Loop

PM Phase Margin

PM Phase Modulation

PMOS P-type Metal Oxide Semiconductor.

PN Phase Noise

pp peak-to-peak

PSD Power Spectral Density

PSRR Power Supply Rejection Ratio

PSS Periodic Steady State
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PVT Process, Voltage and Temperature.

Q Resonator Quality Factor.

QC worst Worst case (PVT and extracted layout) Q of the DCO

tuning array total capacitance.
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Chapter 1

Introduction

1.1 Motivation

The 7-nm FinFET process, used in this work, was created by TSMC with the objec-

tives of increasing circuit function integration, speed and reducing power dissipation.

This process geometry is very expensive, so it can only be used for high volume com-

mercial applications such as cell phones, laptop computers and other portable devices,

as well as high data rate network equipment. At this level of integration multiple pro-

cessor and DSP (Digital Signal Processing) cores, RAM memory blocks, as well as

radio and I/O blocks associated with an application are fabricated on the same die.

Therefore, high-speed data must be transported across the die without going through

I/O structures that would limit data rates, consume valuable pin count and increase

power dissipation. This is commonly achieved using SERDES circuit blocks that drive

transmission lines implemented using top metal layers. The ultimate goal of the over-

all project, of which this BBPLL is a critical part, is to implement a SERDES circuit

function that will transport data between two circuit blocks on a the same 7-nm die.

Therefore, all circuit blocks, including the BBPLL, must be implemented on the 7-

nm die, except for the BBPLL reference clock, which must originate from an external

Crystal Oscillator (XO) [1,2] for performance reasons (i.e., stability and phase noise).

The SERDES transmit encoding of four level Pulse-Amplitude Modulation (PAM-4)

and a data rate of 56-Gb/s were chosen for this project as they are current industry

standard [3].

The goal of this thesis is to reduce the size, power dissipation and output jitter

of the high-frequency SERDES clock source by implementing it as an All-Digital

Phased-Locked Loop (ADPLL). The following list articulates the major challenges

1
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that were overcome to during this development, and also substantiates many of the

design decisions.

1. DCO type - based on the objectives described previously, the ideal DCO would

be a ring oscillator implemented using digital library inverter elements. How-

ever, as low-jitter (phase noise) was of primary importance for this design, an

LC-tank oscillator was chosen. That is, the theoretical maximum Q of a ring

oscillator is approximately 1.57, while the loaded-Q of an LC-tank oscillator

implemented as an integrated circuit can be in the range of 10 - 30. Oscillator

Q has a squared relationship with phase noise as shown by Leeson (A.20) [4].

See section 2.4 and Appendix A for details.

2. LC-tank inductor implementation - inductors can be relatively large structures

with windings that require a large enough conductive cross-section to minimize

losses and maximize Q. It was found that combining the top two metal layers

provided adequate metal thickness to support sufficient inductor Q. Addition-

ally, at 28 GHz and 14 GHz the inductor areas were small enough to consider

the LC-tank oscillator a reasonable option. See sections 4.2 and 4.11, and

Figures 4.22 and 4.23.

3. DCO frequency selection - with the SERDES transmit data rate of 56 Gb/s,

28 GHz was selected initially as the oscillator resonant frequency. Both

the rising and falling clock edges would be used to clock NRZ data (i.e.,

one bit/symbol, two states/symbol). This clock must be distributed to five

transceivers and further distributed within the transceivers using digital library

inverter elements. Unfortunately, the gain of these library inverter elements was

insufficient for this purpose. In order to overcome this challenge, the original

oscillator resonant frequency of 28 GHz was reduced to 14 GHz, reducing the

inverter gain requirement. This was achieved by adding a turn to the exist-

ing inductor, sufficiently increasing its inductance within the existing footprint.

The transmit modulation had to change to PAM-4 (i.e., two bits/symbol, four

states/symbol) to accommodate the new transmit clock rate. See sections 4.2

and 4.11 for details.

4. Oscillator 7-nm FinFET flicker noise - as IC geometry shrinks, flicker noise

increases. Although this analysis was considered to be beyond the scope of this
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project, it was understood that the baseband flicker noise corner of this 7-nm

process could be in the tens or even hundreds of MHz, depending on transistor

size. The following measures were taken to mitigate this issue:

(a) A class-C oscillator architecture [5] was selected based largely on its re-

duced conduction angle. That is, phase noise from the current source and

core transistors is present in the oscillator during the period (i.e., con-

duction angle) when current is injected into the LC-tank. Reducing the

conduction angle from 180◦ for a conventional oscillator to ≈ 120◦ for class-

C reduces this noisy period. See section 4.7 and Figure 4.11 for details.

It should be noted that the class-C oscillator current conduction angle is

larger than the typical class-C power amplifier conduction angle (i.e., 90◦).

This is due to the stability requirements of the oscillator, which unlike

a power amplifier, requires positive feedback to sustain oscillation - see

squegging and Figures 10 to 12 in [5].

(b) The class-C oscillator architecture requires a large bypass capacitor con-

nected from the common source node of the core transistors to ground.

This not only supports class-C operation, but provides a low impedance

path for noise to ground. See section 4.7 and Figure 4.10 for details.

(c) Oscillator core transistor gate bias was selected to maximize the output

amplitude. This maximizes the signal to noise ratio of the output. Care

must be taken to ensure that the transistor breakdown voltage limit is

never exceeded. See section 4.7 and Figure 4.12 for details.

(d) The size of the DC-blocking capacitors used to isolate the gate bias volt-

age on the oscillator core transistors was carefully selected to minimize

distortion of the oscillator feedback signal. This minimizes the amount

of flicker noise that is up-converted from baseband to skirt the oscillator

output frequency. See section 4.7 and Figure 4.10 for details.

(e) A method of oscillator current source calibration was implemented to en-

sure maximum oscillator output amplitude (i.e., maximum SNR) across

PVT variations. See section 5.2 and Figure 5.1 for details.

(f) Source-degeneration of the current source transistors was used to reduce

baseband flicker and thermal noise that is up-converted into the channel

of oscillator core transistors. The degenerated current source transistors
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form a cascode transistor pair with the core transistors. Therefore, the

noise current in the core transistors is not significant as it is limited by

the current source transistors. See section 5.4, Figure 5.7 and (5.19) for

details.

(g) Design priority was given to reducing loss and improving the Q of the

LC-tank (Varactor array row loss - see section 4.6 and inductor loss - see

section 4.11, as well as section 4.8).

5. Oscillator core layout - oscillator core transistor layout was carefully interdigi-

tated to minimize core transistors element interconnect losses and ensure cur-

rent density requirements were met. Both these measures were necessary to

guarantee the oscillator core produced enough gain and current to oscillate at

frequency without exceeding thermal requirements. It should be noted that the

M0 layer interconnect models were revised periodically during this design work.

6. DCO array tuning range - the size and architecture of the DCO frequency

tuning array needed to be determined and verified to be adequate to compen-

sate of PVT and layout variation extremes. This was achieved by creating a

MATLAB® model of the DCO, which allowed accurate and timely testing of

various array designs. See section 4.8 and Appendix C for details.

7. DCO varactor design for range - FinFET varactor element sizing was optimized

for maximize Con/Coff ratio and Q, as well as minimum array physical size and

tuning resolution. This was achieved using both small-signal and large-signal

simulation. Additionally, care was taken to ensure these devices were large

enough to mitigate element matching issues. See sections 4.3, 4.4 and 4.5 for

details.

8. DCO varactor design for resolution - DCO tuning array resolution was max-

imized by optimizing the fine tuning varactor elements to minimize Con/Off

ratio, while maintaining Q. The difference or ∆-capacitance between two larger

varactor elements was used here to ensure frequency tuning curve monotonicity

(i.e., adequate element matching). See sections 4.3, 4.4 and 4.5 for details.

9. Phase detector selection - conventional ADPLL designs use a Time-to-Digital

Converter (DTC) as a phase-frequency detector. This represents considerable
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design effort that results is a relative large circuit requiring significant current.

Its resolution is limited by the semiconductor process and is susceptible to PVT

variations. These issues were mitigated by replacing the TDC with a Binary

Phase Detector (BPD), implemented as a D flip-flop. See section 3.2 for details.

10. Quantization noise - BBPLL DCO frequency tuning is not continuous and the

BPD produces a scalar phase error. These two circuit functions combine to gen-

erate quantization noise that is not present in an analogue PLL with continuous

VCO tuning. Therefore, while an ADPLL does not have as many sources of

large thermal noise (e.g., loop filter resistors, charge pump . . . ) it contributes

quantization noise and associated frequency spurs. However, the DCO thermal

noise can be used to randomize the quantization noise and spread it and its

frequency spurs across the frequency spectrum noise floor. See sections 3.1 and

3.2 for details.

11. BBPLL analysis - the nonlinearity of the Binary Phase Detector (BPD) used

by the BBPLL makes loop analysis for stability, phase margin and phase noise

difficult. Analysis employing bilinear transforms was carried out and yielded

competent, but optimistic results - See sections 3.5 and 3.6 for details. A

verilog model of the DCO was created from the MATLAB® work discussed

in item 6 of this list to complete a time-domain model of the full BBPLL.

This generated functionally accurate and time-efficient event-driven behavioural

simulation results. However, this initial verilog model did not include phase

noise from thermal sources (i.e., DCO and XO). See sections 6.1 and 6.2 for

details.

12. Full event-driven BBPLL model - a complete model of the BBPLL must include

phase noise from thermal sources as it affects both jitter performance and loop

functionality. This was accomplished by using curve fitting to model the phase

noise profiles of the DCO and external XO. These frequency-domain profiles

were converted to time-domain jitter vectors containing clock edge variations.

A novel approach was used to include these clock edge variations in the event-

driven simulation. See sections 6.3, 6.4 and 6.5 for details.

13. DLF gain range and resolution - the jitter performance of the BBPLL is de-

pendent on a balance between two extreme modes of operation (i.e., limit −
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cycle regieme and random − noise regieme). These modes of operation are

controlled by the Digital Loop Filter (DLF) gain. Therefore, adequate DLF

proportional and integral gain range and resolution must be implemented. See

sections 3.2 and 3.3 for details.

14. Pre-production 7-nm process - during this design the 7-nm FinFET process

was in its last stages of development (i.e., pre-production); therefore, circuit el-

ements models were periodically updated. Additionally, some parameters, i.e.,

FinFET channel loss, were underestimated. In order to overcome these chal-

lenges simulations had to be rerun after new model releases and any resulting

problems and inaccuracies had to be accounted for in the design.

15. Security restrictions - Although not a development issue, these restrictions were

the most significant barrier to the complete this thesis. TSMC security restric-

tions are tight. It is absolutely forbidden to record or transport any information

or data created inside the TSMC lab to an external environment. This is a well

justified policy that is based on specific cases that range from inadvertent dis-

closure in a PhD thesis to outright industrial espionage. In order to write this

thesis all data, circuit diagrams and code had to be recorded by hand and then

reproduced for this thesis document. Therefore, actual plots, circuit and layout

diagrams, as well as original test data was not available. The test results in-

cluded in this thesis have been reproduced from the published papers associated

with this work.

Validation of the physics and process fabrication, as well as the component models,

parasitic models and libraries is fundamental to bringing a new semiconductor process

to production. However, despite this work complex circuit implementations using new

processes have been known to fail to yield adequately. It needs to be demonstrated

that challenges such as high loss of fine interconnect required by the process geometry

can be overcome. At the same time, a process scaled and optimized for digital design

must also not only support analogue and RF circuits, but be used as a platform for

novelty and cutting-edge innovation.

The implementation of a 56 Gb/s SERDES device was selected as an industry-

relevant application to demonstrate the capabilities of the TSMC 7-nm FinFET tech-

nology, not yet in full production. The company’s motivation in doing this project

was to show potential customers that complex mixed-signal circuit design in this new
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process with new circuit models was not only possible, but that it was capable of high

yield, and therefore, a low risk undertaking.

While bang-bang PLLs have been ignored previously for low-jitter high-data rate

transceivers, recent development work has showed some promise for this type of clock

source. Therefore, realization of a BBPLL with state-of-the-art performance was

considered an excellent candidate for this design effort.

1.2 Objectives, Contributions and Novelty

The objective of this work is to implement a low jitter (low PN with minimal spurs)

14.0-GHz Integer-N BBPLL and clock distribution for a five lane 56-Gb/s PAM-

4 SERDES transmitter in TSMC’s new 7-nm FinFET technology - see Figure 2.3.

The BBPLL DCO is realized as a Class-C LC-tank oscillator [5] tuned using p-

type FinFET transistors configured as inversion-mode varactors. FinFET transistors

and fine pitch interconnect, targeted for aggressive geometry digital design, will be

shown to be capable of attaining state-of-the-art analogue circuit performance. This

is achieved by overcoming issues of high interconnect losses, gate resistance, flicker

noise and low VDD levels.

The work described in this proposal makes the following contributions to the

current state-of-the-art.

1. Single-fin modularity is used to implement a fine resolution ∆-capacitance of

75 aF. This is made possible as the on-state capacitance of the FinFET PMOS

inversion-mode varactors has a linear relationship with the number of fins.

2. A new closed form solution quantifying how source degeneration can be used

to reduce transistor flicker noise in oscillators is derived. This is important in

this application as the flicker noise produced by small geometry transistors is

significantly worse than the flicker noise of larger geometry planar MOSFET

transistors.

3. Taking advantage of the improved performance of the 7-nm process, the digital

loop filter in the forward path of the BBPLL is clocked at 10 times the reference

frequency and incorporates a lookahead architecture. This new architecture

reduces delay or loop latency, which deteriorates jitter performance and phase
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margin, that would normally be present if the digital loop filter were clocked at

the reference frequency.

4. A new method of efficiently incorporating reference oscillator and DCO jitter

with digital time-domain event-driven simulation (i.e., verilog simulator) is pro-

posed. This enables full functional and phase noise simulation of the BBPLL,

while greatly reducing simulation run-time.

5. Digital time-domain simulator run-time is further reduced (by five times) and

output jitter error is improved (< 1 % for a 1 ms simulation time) by calculating

jitter time-stamp vectors prior to simulation rather than during simulation.

6. A novel approach to Large-signal circuit and 3-D EM analyses is proposed

to characterize circuit elements and modules to create a mathematical model

of the DCO. The run-time of the mathematical model is significantly shorter

than that of the DCO circuit simulation, while maintaining accuracy to within

± 0.9 %. The shortened run-time allows various DCO array architectures and

implementations to be optimized quickly and accurately.

This project includes the first design and implementation of an LC-tank Class-C

oscillator in TSMC’s 7-nm CMOS FinFET process. The success of this implementa-

tion demonstrates that this process, optimized for digital design, can also be used to

realize analogue circuits exhibiting start-of-the-art performance.

1.3 Conference and Journal Submissions

The following two papers have been published as a result of the work described in this

proposal. The Custom Integrated Circuits Conference (CICC) paper was selected

as one of the top papers of the 2019 Austin, TX Conference. This resulted in an

invitation to submit the expanded journal paper listed below, which was included in

the March 2020 Journal of Solid-State Circuits (JSSC) special issue.

1. D. Pfaff, R.Abbott, X.-J. Wang, B. Zamanlooy, S. Moazzemi, R. Smith, C.-

C. Lin, ”A 14-GHz Bang-Bang Digital PLL with sub-156fs Integrated Jitter for

Wireline Applications in 7nm FinFET,” in Proc. IEEE Custom Integr. Circuits

Conf. (CICC), Austin, TX, USA, Apr. 2019, pp. 1-4.
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2. D. Pfaff, R. Abbott, X.-J. Wang, S. Moazzemi, R. Mason, R.R. Smith, ”A

14-GHz bang-bang digital PLL with sub-156fs integrated jitter for wireline ap-

plications in 7nm FinFET CMOS,” IEEE J. Solid-State Circuits (JSSC), vol.

55, no. 3, Mar. 2020, pp. 580-591.

The order of the list of authors’ names for the above papers is TSMC followed by

Carleton University as required by TSMC. The author of this thesis was the main

author of these papers and the major contributor to the development of the BBPLL

discussed in these papers.

1.4 Thesis Outline

Chapter 2 establishes the background necessary to understand the motivation and

objectives of the remaining chapters of this thesis. It briefly discusses four topics

ranging from the forces governing the direction of the industry and this project, the

motivation for FinFET transistor technology, the application of SERDES interfaces,

as well as a general description of Bang Bang Phase Locked Loop (BBPLL) devices.

Chapter 3 presents the requirements, architecture, concepts and design of the

SERDES Bang Bang PLL. Linear loop equations are derived and used to approximate

bandwidth and stability.

Chapter 4 explains the DCO architecture selection and implemented. Issues such

varactor configuration and capacitance resolution; loss minimization (i.e., Q maxi-

mization) for various varactor row layouts, frequency range over PVT and extracted

corners versus the number of varactor rows; and Inductor design and layout. A novel

method of accurately plotting frequency versus tuning-array setting that includes

loss, parasitic capacitance, as well as linear and non-linear varactor capacitance is

demonstrated.

Chapter 5 discusses the DCO current source design and techniques used to reduce

DCO noise. A closed form equation is derived for source degeneration flicker noise

reduction.

In Chapter 6 transient simulation of the BBPLL in the time domain is discussed

in detail. Also, a novel method of jitter (phase noise) analysis is demonstrated.

Chapter 7 discusses the simulated and measured results, and presents a die mi-

crograph of the BBPLL implemented in 7-nm CMOS FinFET technology.



CHAPTER 1. INTRODUCTION 10

Chapter 8 presents the conclusions and proposes areas of future work. A list of

contributions, as well as conference and journal publications are also included.

Appendix A articulates some fundamental oscillator and oscillator noise concepts

that apply directly the class-C [5] DCO demonstrated in this work. Appendix B

presents the derivation of an equation for frequency tuning array step size resulting

from a corresponding capacitance step. This is consistent with [6]. Appendix C is

the MATLAB® code used to model the DCO frequency tuning array discussed in

section 4.8. Appendix D is an analysis of the inductor leg interconnect parasitics.



Chapter 2

Background

2.1 Industry Direction

Classical phase locked loop design has been largely an analogue-domain undertaking

with only a few digital components to implement the feedback divider and phase-

frequency detector. Analogue loop filters needed to be constructed using external

discrete elements (i.e., capacitor, resistors, Op-Amps . . . ) to realize the required

loop bandwidth and stability. Voltage controlled oscillators have taken forms such as

relaxation, ring, LC-tank harmonic, pulled quartz crystal, rotary travelling wave, as

well as transmission line, ceramic piezoelectric and surface acoustic wave resonators

[7]. These phase locked loop implementations served the industry well as they could

be reliably produced at low cost to yield consistent performance. However, they suffer

form large parasitics that limit their frequency of operation, large physical size that

limits the form factor of their end application and increasing cost pressures associated

with discrete components, assembly and production testing.

With the relentless industry drive for more sophisticated circuit functions in

smaller form factors that use less power and have increased data throughput, a list of

clocks source requirements has emerged. That is, clock circuits must become smaller,

their operating frequency must increase and power dissipation decrease, while out-

put jitter amplitude must be decreased and jitter frequency controlled to improve

application bit error ratio, data throughput and transmission range.

Additionally, the non-recurring costs of development (i.e., initial implementation,

as well as the porting of existing designs to more aggressive process nodes) and recur-

ring costs associated with production (i.e., wafer, mask sets, fabrication, packaging,

11
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assembly, production yield, as well as production test time, complexity and equip-

ment) must be kept under control. All this needs to be balanced against the potential

of the market (i.e., price and volume) and the cost of integration (i.e., the rarefied

cost of cutting-edge processes).

One step in achieving these goals is to take a perfectly good analogue circuit op-

erating in the s-domain and implement this same function in the digital or z-domain.

This has several advantages. First, integration of many circuit functions onto a single

die. This reduces form factor, as well as, manufacturing and production testing costs.

Second, it improves modularity, reuse and the costs of migrating the design to other

process nodes. Of course, these advantages must be weighed against the required cir-

cuit performance and power consumption. Classic examples of research and industry

toiling at the boundaries of the limits of integration are low noise amplifies and power

amplifiers. Specifically, there has been a great push to move these circuit functions

into CMOS processes to implement a complete radio on a single chip. While this

effort has been successful in many applications, CMOS noise limits low noise am-

plifier performance, and CMOS efficiency and output power limits power amplifier

performance.

Serial-De-Serializer or SERDES circuit functions are used to concentrate many

parallel communication links onto a single high-speed link. This reduces physical

interconnect complexity and improves its reliability. SERDES wireline transceivers

applications have evolved from system backplane to intra-die communications. This

latter extreme is the application discussed in this thesis. That is, an all digital

phase locked loop that provides the low-jitter clock for a SERDES transceiver used

to transfer high-speed data between devices on a single die (i.e., inter-processor core

or processor to memory).

This objective presents an additional set of challenges. First, analogue loop fil-

ter components, specifically capacitors, present a die real estate problem, as they

do not scale with process. This is resolved by replacing the analogue filter with a

digital filter, which in addition to reduced circuit size comes with benefits such as

modularity, scalability and programmability. Second, the digital loop filter does not

require a charge pump current source, so this element can be removed. Third, a

digital phase detector is now required. The most intuitive approach is to create a cir-

cuit that resolves the smallest phase error possible, for a given process, to minimize

quantization jitter and output spurs. The general approach is to use a time-to-digital
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converter that produces an output vector (magnitude and direction) measurement of

phase error that can be processed by the digital loop filter. A much less intuitive

choice is the binary phase detector, common to receiver clock extraction circuits.

The output of this circuit is a scalar value that has two stable states, speed-up and

slow-down. The advantage of a binary phase detector is that it can be implemented

using a single D flip-flop; thus, reducing the phase detector physical size, current

consumption, scalability, portability and testability over the time-to-digital converter

implementation. Its disadvantages are large quantization noise and significant out-

put frequency-domain spurs (limit-cycle operation), limited locking range, non-linear

effects and difficult analysis.

The voltage controlled oscillator is the last circuit block to be integrated with the

phase locked loop components already on a single CMOS die. A fundamental chal-

lenge that must be overcome is that CMOS is noisier (both thermal and flicker noise)

than other process options (i.e., SiGe, GaAs, Bipolar . . . ). Therefore, great care must

be taken to minimize thermal and flicker noise at each step of the design process. The

first step is to replace the voltage control with digital control i.e., digital controlled

oscillator. A significant amount of research and development has been done recently

on ring oscillators implemented using inverters. This is a solution for many of the

requirements listed above; however, the low Q [8] of these oscillators makes them a dif-

ficult fit for the low-jitter digitally controlled oscillator function. LC-tank oscillators

provide a much better Q (i.e., improved jitter or phase noise performance) than ring

oscillators [9, 10], but require a large inductor. In this work, these two options were

considered and the LC-tank chosen as a reasonable compromise, the top metal layers

being suitable for inductor realization. The digital-to-analogue conversion required

for the digital loop filter to control the oscillator frequency was implemented directly

by using an array of varactor elements that provide both frequency range and reso-

lution. This has the additional advantage that FinFET varactor arrays are generally

much smaller than Metal-Oxide-Metal/Metal-Insulator-Metal (MOM/MIM) capaci-

tor arrays.

The Bang-Bang Phase Locked Loop derives its name from its phase detector,

which as mentioned above, is a bistable implementation of the signum function. The

gain between its two stable states is very high (theoretically infinite); thus, when the

phase locked loop is locked, the phase detector will bang back and forth between its

two stable states.
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This work demonstrates how these challenges were overcome to produce a clock

signal exhibiting stability and jitter performance consistent with the best analogue

circuit implementation.

2.2 FinFET Transistor Overview

Since circa 1970 the rate of increase in the number of transistors per unit area that

can be economically fabricated to form Integrated Circuits (IC) has followed Moore’s

Law. That is, IC transistor densities in leading edge semiconductor technologies will

double every 18 to 24 months [11,12]. His formalization has held true to the present

day, and it is an understatement to say that this consistent pace of technological

advancement is a tribute to the creativity, ingenuity and ability of the scientists and

engineers upon whose shoulders we now stand. During the four decades proceeding

Dr. Moore’s paper the increased transistor density of ICs was primarily due to the

aggressive scaling of planar MOSFET transistors without significant change in their

basic structure.

As the Gate Length (Lg) shrinks, the MOSFET Drain Current to Gate Voltage

Characteristics (Id − Vg) degrade in two major ways, referred to as short channel

effects. First, the Subthreshold Swing (S) degrades and the Threshold Voltage (Vt)

decreases to the extent that the Gate Voltage (Vg) has diminished control over the

channel. Second, S and Vt become increasingly sensitive to variations in Lg. Gate

lengths in the nanometre range result in a drastic increase in Subthreshold Leakage

Current (Ioff ). That is, the gate no longer has sufficient control to shut off the

transistor at very short channel lengths because the drain potential now has increased

electrostatic influence over the channel - referred to as Gate-Induced Drain Leakage

(GIDL) [13,14].

Figure 2.1 [15] presents a top-view comparison of a planar MOSFET (left) and

a FinFET (right). Both devices have two gate fingers dividing the devices into

Source/Drain/Source. The FinFET has eight fins with fin pitch (P) and TSI is the

body or fin thickness. The transistor Length (L - shown as the gate vertical di-

mension) and Width (W - shown as the gate horizontal dimension) of these devices

correspond.

While FinFET L is a function of a single dimension, FinFET W is a function
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of 2HFIN + TSI . Additionally, HFIN and TSI must remain fixed to ensure manufac-

turability, e.g., HFIN < 4TSI . Therefore, arbitrary transistor widths are no longer

an option. Instead W quantization is imposed, which limits the total FinFET W

resolution to an integer number of fins. For example, the FinFET of Figure 2.2 has

a W = 3 fins with a fin pitch of P nm. While in theory L should not be limited in

this way, as L becomes smaller its values are also quantized.
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Figure 2.2: Cross Section of FinFET Transistors

FinFET technology allows transistor scaling to continue without major process

changes. This addition of a third dimension to the planar MOSFET gate facilitates

the development of accurate mathematical models (i.e., SPICE or BSIM compact

models) that seamlessly fit into existing circuit design tools.
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2.3 SERDES Applications

Recent Serializer/Deserializer (SERDES) development has been driven by the de-

mand for cost-effective, high-speed and high-density long-haul optical data transfer

between servers, switches and routers used in data centres. Additionally, short-haul

data transfer applications range from card-backplane-card over electrical and opti-

cal media, through inter-die in 2-D and 3-D packaging (e.g., Multi-Chip Modules -

MCM), to intra-die over IC interconnect (e.g., interprocessor and DDR4/5 memory

access) [16].

SERDES circuits are point-to-point bidirectional data transport systems consist-

ing of a Parallel In Serial Out (PISO) transmitter and Serial In Parallel Out (SIPO)

receiver positioned at opposite ends of a transmission line or fibre optic link. Thus, a

large number of parallel data streams are Time Division Multiplexed (TDM) onto a

much smaller number of serial data streams to reduce interconnect density, cost and

complexity, as well as improve the reliability. Leading industry standard data rates

include, but are not limited to, 6 Gbps, 11 Gbps, 25 Gbps, 56 Gbps and 112 Gbps

using NRZ or PAM-4 modulation. Framer and packet, as well as electrical and optical

physical layer interface requirements and examples can be found in [3, 16,17].

The author of this thesis was the major design and development contributor to

the circuit blocks of Figure 2.3 that are not grey.

Figure 2.3 is a functional block diagram of the transmit side of the four channel

SERDES device for which the ADPLL, the subject of the work, was created. The

ADPLL is implemented as a Bang-Bang Phase Locked Loop (BBPLL). The 350 MHz

External Clock Source [1] is commercially available and was selected for its favourable

phase noise profile. The 350 MHz clock outputs, OutP/OutN, are multiplied by the

BBPLL to produce 14.0 GHz differential rail-to-rail clock signals, CLKin/CLKip.

These signals are buffered in the 14.0 GHz ADPLL block to drive LVDS Drivers. Two

LVDS drivers are used to distribute the 14.0 GHz clock to four data transmitters and

a clock transmitter through 100 Ω differential transmission lines.

The left-hand transmission line distributes the 14.0 GHz clock to Lanes one to

three and the right-hand transmission line to Lanes four and five. Lanes two to

five are used for data transmission and Lane one transmits the 14.0 GHz clock to

the receiver in NRZ format. The transmitter circuits of each lane are identical.

The 14.0 GHz differential low-voltage clock signal is tapped from the differential
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Figure 2.3: SERDES Application

transmission lines by a receiver circuit within the Duty-Cycle Correction (DCC) block

of each lane. Each receiver circuit consists of a series of single-ended inverters that

regenerate the clock signal to its former rail-to-rail levels. Also, the single-ended

regenerated signals are de-skewed using cross-coupled inverter pairs. Capacitively

isolated inverters with resistive feedback are used to correct the clock duty cycle.

The T-coils [18,19] are designed to tune-out the capacitance of the protection diodes

and pads so the output impedance of the selected Source-Series Transmitter (SST)

elements [17, 20, 21] are matched to the 100 Ω differential transmission line medium.

This minimizes transmission line reflections, cross-talk and maximizes bandwidth.

The TxP/TxN transmitter output signals terminate in substrate pads that connect,

through substrate transmission lines, to the corresponding SERDES receiver.
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2.4 Bang Bang Phase Locked Loop (BBPLL)

The purpose of a Phase Locked Loop (PLL) in this application is to multiply the

frequency of an external reference clock oscillator to a higher frequency that can be

used to increment the SERDES state machines and provide a timing reference for data

transmission and reception. Additionally, in order to resolve transmitted data, in the

presents of channel impairments, the PLL must be able to transfer the frequency

stability and low Phase Noise (PN) characteristics of the external oscillator to the

high frequency clock.

In recent years the ultimate goal has been to build a stable low-PN frequency mul-

tiplier around a Ring Oscillator (RO) high frequency source. The advantages of size,

power dissipation, modularity and re-usability across process geometries are major.

Unfortunately, for an N-stage RO, as N goes to infinity its Q approaches a maximum

of π/2 = 1.57 [9, 10], which limits PN performance. By contrast, Inductor-Capacitor

(LC) oscillator implementations have a higher Q (i.e., typically 10-30, depending on

process losses) and a less detrimental Impulse Sensitivity Function (ISF)+ [22] than

digital oscillators (i.e., Ring Oscillators - RO). While the size of the LC circuit ele-

ments is a definite drawback, they remain a viable compromise solution as their PN

is expected to be lower than that of a RO by approximately 20 dB [23].

An ADPLL realized completely as a digital circuit possesses all the advantages of

the RO listed previously. Thus, the DCO is the only custom designed element in this

work. A digital-to-analogue conversion function must be included with the DCO to al-

low the ADPLL to control the analogue LC-tank oscillator phase/frequency selection.

This is achieved using an array of voltage controlled capacitive elements, referred to

as varactors, to realize the capacitance portion of the LC-tank - see Figure 2.4. In

a DCO each varactor has two capacitive states, off-capacitance and on-capacitance,

associated with the low and high voltages of the controlling bit states. Large arrays of

varactors are necessary to provide the frequency tuning range required to compensate

for Process, Voltage and Temperature (PVT) variations [6]. This control is generated

in the forward loop form the error signal, which is low pass filtered to produce a

multi-bit Frequency Control Word (FCW ). The frequency tuning array design of

this work is discussed in detail in section 4.4.

The DCO output clock signal must be converted from an analogue clock signal

to a digital clock signal. This is achieved by buffering the analogue output of the
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Figure 2.4: All Digital Phase Locked Loop with LC-Tank DCO

LC-tank oscillator to first, provide current gain to increase the slope of the rising

and falling clock edges; and second, voltage limit the clock signal to produce distinct

output high and low levels consistent with digital operation.

The ADPLL shown in Figure 2.4 possess two quantization noise sources - the

Phase Detector (i.e., Time-to-Digital Converters - TDCs, Binary Phase Detectors

. . .) and the D to A function of the DCO. These are not present in analogue PLLs

with nearly-continuous phase detectors (excluding dead zones) and linear VCO tun-

ing curves. The finite phase/frequency steps that are generated by this quantized

behaviour produce a limit-cycle mode of operation or regime in the output clock,

dco clk, when the ADPLL approaches a phase locked state. That is, as the output

frequency of the DCO will almost certainly not be an exact multiple of the reference

frequency, ref clk; therefore, the phase detector will force a frequency oscillation

about the exact multiple. This oscillation or frequency modulation will produce

significant frequency-domain spurs at the dco clk output. In this work it will be

demonstrated that an ADPLL realized as a BBPLL (i.e., Bang-Bang Binary Phase

Detector - BBPD) can be designed to meet and exceed the performance of analogue

PLL implementations, in spite of additional quantization noise sources. The BBPD

has the additional advantages of reduced circuit complexity and power consumption

when compared to TDC implementations. A trade-off between quantization noise and

random thermal noise can be achieved by adjusting the proportional gain of the loop

filter to find a total output PN minimum. Additionally, thermal noise can be used to
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both linearize the phase detector quantization and redistribute the frequency-domain

spur energy into the noise floor.

What is a Bang-Bang PLL or, where does the bang bang come from - doesn’t

every PLL operate in this way? These questions can be answered by first defining

what is PLL limit-cycle operation. Many PLLs can operate in a limit-cycle mode or

regime. This happens when the feedback control loop reaches a locked state where

the output frequency (or phase) oscillates about a fixed value. That is, when the

DCO or Phase-Frequency Detector (PFD) have finite resolution and this resolution

is periodically exceeded. Therefore, if the feedback frequency is too high, the phase

detector will tell the loop to reduce frequency, and after this new reduced frequency is

compared the phase detector the resulting error will adjust the oscillator to increase

frequency. If the frequency and amplitude of these limit-cycles are small enough,

this operation may be considered acceptable. However, in a Band-Bang PLL this is

a dominant behaviour. In fact it is the extreme form of this behaviour that gives

this PLL its name. Most phase or phase-frequency detectors (i.e., Time-to-Digital

Converter, phase detector charge pump combinations, XOR . . . ) provide a vector

output consisting of phase error sign and amplitude. In contrast, the binary phase

detector output is a scalar consisting of phase error sign only. That is, it always tells

the loop to apply a maximum correction no matter the phase error. This causes the

Bang-Bang PLL to exhibit limit-cycle behaviour in the absence of other dominating

phenomena, such as random phase noise, after it is locked. This mode of operation

results in quantization noise and spurs at the output.

The current state of BBPLL development has minimized the BBPD to a two-state

signum (i.e., sgn(∆t) error function realized as a single D flip-flop; therefore, that

is what is used here. Figure 2.5 shows the architecture of a generalized Bang-Bang

Phase Locked Loop (BBPLL) [24].

The functional block diagram of Figure 2.5 is described in detail in the chapters

that follow, so only a brief introduction is presented here. A highly stable low PN

external crystal oscillator generates the ref clk (e.g., 350 MHz) for the PLL. The

ref clk phase is compared by the BPD to the phase of the feedback clock, fdbk clk,

which is a frequency divide by N version of the DCO output clock, dco clk. This

comparison produces a highly quantized binary error, sgn(∆t), that is presented to

the weighted (i.e., Ap and Ai) proportional plus integral paths of the Digital Loop

Filter (DLF). The DLF is clocked by fdbk clk. The z−D block represents the delay, in
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Figure 2.5: Bang Bang Phase Locked Loop

D fdbk clk cycles, in the forward loop that will occur due to circuit implementation.

The filtered DCO Frequency Control Word (FCW) produced by the DLF is split into

higher order and lower order paths. The higher order bits control the DCO frequency

selection directly, while the lower order bits feed an nth order ΣΔ-modulator. The

ΣΔ-modulator creates a dithered average frequency selection that improves the DCO

resolution while minimizing the production of dco clk frequency-domain spurs.

In this work a significant amount of attention was paid to ensuring that the last

remaining analogue portion of the BBPLL, the DCO frequency generation, would

function over PVT as well as extracted layout variations. Additionally, care was

taken to reduce PN, particularly flicker noise.



Chapter 3

The Bang Bang Phase Locked Loop

3.1 Introduction

The following list identifies the advancements made through the development of this

BBPLL, excluding the DCO, which is discussed in chapter 4.

1. Oversampling of the reference clock by the feedback clock at the phase detector

was used to reduce the noise bandwidth of the system. That is, a feedback

divisor of N = 4 was used instead of the N = 40, required to make the reference

and feedback clock frequencies approximately equal. This limits the amount of

noise that can be imposed on the loop.

2. The digital loop filter in the forward path of the BBPLL is clocked at 10 times

the reference frequency and incorporates a lookahead architecture. This elimi-

nates the delay or loop latency, which deteriorates jitter performance and phase

margin, that would normally be present if the digital loop filter were clocked at

the reference frequency. The Σ∆-modulator is also clocked at this same rate to

reduce its latency.

3. A second order Σ∆-modulator was used to reduce the required DCO resolu-

tion needed to meet jitter requirements. Its single bit output interpolates the

DCO output frequency in a manner that mitigates the effects of array element

mismatch.

4. The complex divide and modulus functions required to determine the DCO

frequency control word value were replaced by simple adders to further reduce

loop latency.

22
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5. Various properties (detailed in section 3.5) of this BBPLL were exploited so that

s-domain loop equations could be developed for this discrete (z-domain) circuit.

These linearized equations were used to determine the unity gain frequency,

phase margin, loop bandwidth, damping factor and zero frequency for various

loop filter gains. While these equations were not completely consistent with [24],

they did produce reasonable, although somewhat optimistic, results.

The scope of the work described in this chapter is that of analysis as opposed to

design. That is, the design of the Bang-Bang Phase Detector (BBPD) or Binary Phase

Detector (BPD), Digital Loop Filter (DLF), ΣΔ-Modulator (SDM) and Divide by N

were carried out by other members of the design team. Here the role of the author

was that of analysis and testing. Figure 3.1 illustrates a digital Band-Bang PLL

(BBPLL) functional block diagram that is consistent with both this work and [24].

The architecture and analysis presented in the following paragraphs closely follows

this reference.
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Figure 3.1: Second-Order Digital Bang-Bang PLL Functional Block Diagram

Going around the loop in Figure 3.1, the BPD compares the phase of the reference

clock (ref clk) with the phase of the feedback clock (fdbk clk) to produce a one bit

indication of the relative phase positions of these two inputs (i.e., the time-error

Δt = tr − td). This time domain sgn(Δt) function result is presented to a single pole

DLF that consists of Proportion and Integral paths (PI). The z−D block is included

to account for any pipeline delays incurred by the DLF paths to produce a consistent

DCO Frequency Control Word (FCW), ω. The Least Significant Bits (LSB) of ω,

ω′, are processed by a second order ΣΔ-modulator to produce an averaged frequency
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selection to the DCO fine resolution portion of the FCW, ω′′. The Divide by N block

or prescaler is set to four to produce a 3.5-GHz fdbk clk from the 14-GHz dco clk

output. In this example ref clk is 350 MHz, so the DLF and Σ∆-modulator are

operating 10 times faster than the ref clk. A decimation function, not shown here,

was implemented to resolve the BPD sampling rate difference between the ref clk and

fdbk clk clocks. This oversampling of the reference clock improves jitter performance

by reducing the noise-bandwidth from the divide by 40 case - where ref clk and

fdbk clk are approximately equal in frequency.

The original motivation for an all or mostly digital PLL was to decrease the size

of the circuit by replacing the analogue loop filter components with a DLF. As with

the DLF, the classical Phase-Frequency Detector (PFD) was replaced by a Time-to-

Digital Converter (TDC) to improve the scalability of the PLL implementation across

technologies and process nodes. However, while DLF circuits are small and consume

little current, the same cannot be said about the TDC. In this work this drawback

was overcome by borrowing the single-bit or BPD from the world of clock and data

recovery.

While this is an innovative solution, the abrupt nonlinearity of the BPD markedly

complicates the analysis of the BBPLL and introduces a significant quantization error.

Quantization errors created by both the BPD and finite resolution of the DCO will

modulate the period of the output signal. When this noise is larger than the random

noise present at the BPD inputs, quasi-periodic orbits [25] will appear in the state-

space analysis of the loop (i.e., Normalized ψ vs. ∆t), which result in frequency

domain spur tones at the DCO output. This condition can be improved by increasing

the DCO frequency resolution and exploiting random noise sources (i.e., 1/f 2) to

dither or break-up the periodic noise.

The remainder of this chapter discusses BPD, DLF, Σ∆-modulator, as well as the

derivation of open, closed and error loop equations that were used to generate loop

stability and bandwidth plots. The DCO is discussed in Chapter 4.

3.2 Bang Bang Phase Detector

The fundamental implementation of a BPD in a BBPLL is a D flip-flop with the

reference clock signal connected to the D input, the feedback clock signal connected

to the clock input and the Q output as the phase error signal. This is illustrated by
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the block labelled BPD in Figure 3.1. In this work a high-speed D flip-flop is directly

clocked by the prescaler output. This produces an oversampled phase detector output

that is decimated and sent to the LPF. Thus, the BPD output signal is logically

equivalent to an output clocked using a 350 MHz feedback signal, but with much

reduced jitter. With the low-bandwidth (high-jitter) divide-by-10 circuit removed

from the loop, jitter is added only by the high-bandwidth prescaler and D flip-flop

circuits.

In the ideal case the transfer function of this phase detector can be modelled by a

signum or sgn function that quantizes the input phase difference or phase error (Δt)

to one of two output states (i.e., -1 and 1) with a transition gain approaching infinity

(i.e., sgn(Δt)). This transfer function is, of course, non-linear; therefore, its gain is

uncontrolled.
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Figure 3.2: a), b), c) Gaussian and d), e) f) Uniform Jitter Convolution.

Assuming positive edge triggering and ignoring the effects of flip-flop metastability

[26–28], the BPD produces a logical-1 output when the reference clock leads the

feedback clock and a logical-0 (i.e., implemented as a -1 state) output when the

reference clock lags the feedback clock. Therefore, the BPD determines the sign of



CHAPTER 3. THE BANG BANG PHASE LOCKED LOOP 26

∆t, but the input phase error amplitude is lost. It is well understood from [29, 30]

that the gain of the BPD, Kbpd, as ∆t approaches zero, depends on the relative jitter

between the reference and feedback clocks, sometimes known as untracked jitter.

Fortunately, this untracked jitter tends to linearize the BPD transfer function when

observed over a period of many reference clock cycles, so an approximate transfer

function can be derived. That is, the time domain convolution of the BPD transfer

function with the jitter Probability Density Function (PDF) shown in Figure 3.2 [31]

yields the following equation for Gaussian (or random) jitter (3.1),

Kbpd =

√
2

π
· 1

σ∆t

(3.1)

and a similar equation for uniform (quantization) jitter (3.2),

Kbpd =

√
1

3
· 1

σ∆t

(3.2)

where σ∆t is the RMS relative jitter between the BPD inputs. It should be noted

that reference clock jitter was not considered here. Therefore, the absolute jitter, J ,

is the standard deviation of the time occurrences of the dco clk edges w.r.t. an ideal

clock. This jitter is coincident with the standard deviation of the delay, ∆t, between

the inputs of the BPD (3.3) [24].

J = σ∆t (3.3)

Additionally, it can be shown from work done in the field of clock and data recovery

that the Gaussian and Uniform PDF plots of Figure 3.2 are approximations [31]. In

reality, these profiles may have multiple maxima. However, as in [24], in this work

these approximations were considered reasonable.

In [25] the BPD of a BBPLL is described as having two operational modes or

regimes; the limit−cycle regime and the random−noise regime - these are described

in the following paragraphs. As a BBPLL settles to a phase locked state the phase

error, ∆t, approaches a minimum. In the absence of other noise sources (i.e., no

reference clock jitter and no feedback clock jitter) the BPD output will oscillate

between its two output states. This oscillating signal is integrated by the loop filter

to produce a signal (ω) the LSB of which control the DCO resolution. The minimum

amplitude of ω is determined by the DCO resolution and the maximum frequency of

ω is half the frequency of the reference clock. Reference [25] describes this behaviour



CHAPTER 3. THE BANG BANG PHASE LOCKED LOOP 27

as a periodic or quasi-periodic orbit in state space, also know as a limit-cycle.

These limit-cycles on the DCO frequency tuning control inputs produce phase

jitter on the DCO output through its time or period gain KDCO, where KDCO is the

weight of a DCO LSB measured in Hz/bit. It should be noted that the amplitude of

this uniform deterministic jitter is also directly proportional to the proportional gain

of the loop filter AP , the loop delay D and the feedback divide ratio N . An expression

for this limit-cycle standard deviation or RMS jitter referenced to the DCO output,

σ∆t,lc, is given in [24,25] as (3.4).

Jq = σ∆t,lc ≈
(1 +D)√

3
·NAPKDCO (3.4)

where N is a division factor in the frequency domain; therefore, it is a multiplica-

tion factor here in the time domain equation. Also, the larger the loop delay, D, the

larger the limit-cycle variance. It is necessary for loop stability that the DLF propor-

tional path gain be much larger than the integral path gain (i.e., AP/AI � 1) and

this ratio must be increased as loop latency increases [24]. Therefore, (3.4) reveals

that AP needs to be large enough to guarantee loop stability, but not so large that

excessive limit− cycle regime jitter amplitude is produced.

Increasing DCO resolution (i.e., making KDCO smaller) decreases jitter amplitude.

However, as KDCO becomes smaller the DCO fine tuning array becomes larger while

each varactor element within the array becomes smaller. This eventually leads to

element-matching inconsistencies that result in tuning curve non-monotonicity. Gen-

erally speaking, the values of AP and AI must be selected so the DLF resolution

matches the weighting of KDCO otherwise an additional source of quantization er-

ror (i.e., quantization jitter) will be added to the loop. However, jitter performance

can be improved or conversely KDCO resolution can be relaxed by adding a quan-

tization element between the DLF and DCO. This quantization function provides a

mechanism that allows KDCO to be scaled up (i.e., coarse resolution) and the DLF

resolution to be scaled down (i.e., finer resolution) by an equal amount. In this work

the quantization element is a second-order Σ∆-modulator clocked at 10 × ref clk,

that has the added advantage of producing a dithered DCO LSB control bit, derived

from the least significant 8-bits of the FCW over multiple ref clk periods. As the

order of the Σ∆-modulator increases more of the quantization noise present on the

DCO LSB is pushed to higher frequencies outside the bandwidth of the frequency

step response of the DCO [32,33].
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While the Σ∆-modulator mitigates the effect of quantization distortion in the loop

it is also a source of quantization noise and therefore, a source of jitter. Reference [24]

derives an equation for jitter due to Σ∆-modulator quantization, σ2
∆t,∆Σ. This value

can be quadratically summed with (3.4) to give the total jitter due quantization

distortion in the loop (3.5).

Jqn =
√
σ2

∆t,lc + σ2
∆t,∆Σ (3.5)

When the components of random jitter (i.e., thermal and flicker noise) present on

the time error ∆t are larger than the quantization-induced jitter present on ∆t, the

BPD is operating in the random− noise regime (3.6).

Jrn = σ∆t,rn (3.6)

In this regime the analysis of the BBPLL can be linearized as discussed in sec-

tion 3.5. Additionally, when the BBPLL is operating close to its locked state (i.e.,

when ∆t is small), the BPD can be modelled as (3.7), where σ∆t is the Gaussian

distribution of ∆t.

Kbpd =

√
2

π
· 1

σ∆t

(3.7)

An equation for this σ∆t,rn is derived in [24, 25] and shows that it is inversely

proportional to AP × KDCO. Figure 3.3 was recreated from these references and is

included here to serve as an example of the jitter components that affect the total

jitter of the BBPLL (3.8).

Jtot = Jrn + Jqn (3.8)

As stated previously, the limit-cycle term is proportional to AP ×KDCO and the

random jitter term is inversely proportional to AP × KDCO; therefore, an optimum

gain can be found to minimize RMS output jitter. The dashed lines show how Jrn

and Jqn cross at a minimum value of Jtot. The solid line is produced from (3.8). Here

as the gain decreases from (b), σ∆t from the in-band limit-cycle term decreases to a

minimum. If the gain is decreased further, the σ∆t will increase due to the out-of-

band DCO random jitter term (a). Point (c) marks the optimum loop gain setting

to minimize BBPLL jitter.
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Figure 3.3: BBPLL Jitter Component vs. Loop Gain Example

It should be noted that the Jrn random noise presented in Figure 3.3 [24] originates

solely from the DCO, through the feedback path. That is, this analysis does not

consider reference clock jitter. However, great care was taken to select a low jitter

reference clock source to lessen its impact on circuit performance. A discussion of

reference clock jitter is presented in chapter 6.

Every D flip-flop has a set-up and hold time (i.e., tSU and tH) that together

define a metastability region [26–28] where the rising edge of the clock is too close to

either the rising or falling edge of the data signal to produce a stable output within

the maximum output delay time. This results in an extended output delay (i.e.,

delay from rising clock edge to stable Q output state tPHL or tPLH) after which the

correct, incorrect or an unstable output state is reached. This behaviour changes the

limit-cycle spur locations and increases the deterministic jitter amplitude. Therefore,

the tSU and tH times of the BPD need to be minimized (i.e., BPD implemented

using a high-gain/high-speed D flip-flop) to achieve optimal BBPLL output jitter

performance.
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This BPD implementation combines low noise and accurate phase detection capa-

bilities, but lacks frequency detection. A pull-in range that extends to the frequency

tuning limits of the DCO is realized by invoking a Phase-Frequency Detector (PFD)

to achieve initial PLL lock. During this period the BPF outputs are ignored by the

DLF. After frequency-lock is established, the PFD outputs are ignored and phase

locking is maintained with the BPD.

3.3 Digital Loop Filter

The DLF must meet several criteria to ensure both low jitter and stable operation of

the BBPLL. First, when the loop is locked a zero steady-state phase error must be

enforced to keep the BPD within its linear region of operation. This is achieved by in-

troducing an ideal filter integrator, which transforms the BBPLL into a second-order

type-II system with an additional zero, at zero frequency fZ , to maintain loop stabil-

ity. The charge pump ripple found in analogue PLL implementations is not present

here; therefore, additional poles to suppress this ripple are not required. Second, loop

filter programming needs to have significant range, resolution and flexibility to de-

liver the required loop bandwidth and damping. This is essential to minimize BBPLL

output jitter for variation in loop parameters such as DCO gain, KDCO, and phase

detector gain, Kbpd. More importantly, Kbpd, determined by (3.7), is a rather volatile

parameter as it is defined by the RMS jitter, σ∆t , present at the phase detector

inputs [24].

The DLF is realized as the summation of proportional and integral paths with

programmable gain AP and AI , as shown in Figure 3.1. While AP defines the filter

gain, the zero singularity, fZ , is defined by the filter gain ratio and the reference clock,

ref clk, frequency fREF [24] (3.9).

fZ =
AI
AP
· fREF

2π
(3.9)

The DLF output is the frequency setting control bits, S.F - made up of an integer

portion, S, and a fractional portion, F. The F subset of S.F forms the input of a

Σ∆-modulator, discussed in section 3.4, while the S subset is used by divide-by-12

and modulo-12 blocks. These digital circuit blocks generate the value or state of the

Frequency Control Words FCW12 and FCW5,6 that are applied to the DCO. The

DCO FCW requirements are discussed in section 4.9.
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Figure 3.4 [34, 35] is a functional block diagram of the signal path from the BPD

output to the DCO control input. The BPDOut state (i.e., either +1 or -1) is presented

to the DLF, where it multiplied by AP and AI . The control bus, S.F, is the sum of

the DLF proportional and integral paths.

Σ

AP

z-1

AI

Σ

S.F

Π

Π

S

+1

Σ S+1
MOD 12

MOD 12
Binary to

Thermometer
Encoding

FCW5,6

S

+1

Σ S+1
DIV 12

DIV 12
Binary to

Thermometer
Encoding

FCW12

SDMF

S.F

SDMOut {0/1}

SDMOut {0/1}

BPDOut
{+1/-1} DLF

Figure 3.4: BPD to DCO Control Path Functional Block Diagram

An important innovation of this pipelined DLF realization is that it produces

all possible next state outputs simultaneously to reduce latency. That is, outputs

FCW5,6(S), FCW5,6(S+1), FCW12(S) and FCW12(S+1) are computed by simple

adders replacing more complex divider and modulo operators. Here, the divide-by-12

and 144-bit binary-to-thermometer decoders are replaced by a 144-bit shift register

that directly controls the majority of the varactor array (i.e., FCW12). The remain-

ing DLF computation generates S5,6.F, where the least significant bits of the integer

portion control the much smaller FCW5,6 varactor array elements. After the current

state is determined by the phase detector, S5,6 may exceed its valid range of zero

to 11. An overflow/underflow checker validates the range and corrects both the S5,6

value and the shift register during the clock cycles that follow, see Figure 3.5 [34,35].
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If S5,6 is too large, it is reduced by 12 and Logical Shift Right (LSR) operation is per-

formed; if S5,6 is negative, it is increased by 12 and Logical Shift Left (LSL) operation

is performed. This procedure is repeated until a correct S5,6 value is established at

which time all outputs are updated.

AP

AI

Π

Π
BPDOut
{+1/-1}

Σ

z-1

Σ

S5,6F

DLF

0
+12-12

Binary to
Thermometer
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Encoding

F

S5,6

{LSR/LSL}

FCW5,6(s)

FCW5,6(s+1)

FCW12(s)

FCW12(s+1)

dsp_sync
Check

Overflow/Underflow
S5,6F == {0, 1, 2, ... 11}?

144b
Shift Register

Σ

{0/1}

+1

Σ

+1

Register

S5,6F

F

{LSR/0/LSL}

Figure 3.5: Overflow/Underflow Checker Functional Block Diagram

The pipelined architecture of the DLF introduces a multiple clock cycle latency,

D, that in turn increases quantization jitter (3.4) and reduces phase margin. This

latency is eliminated by implementing the look-ahead structure illustrated in Fig-

ure 3.6 [34, 35]. That is, two of the aforementioned pipelined filters units operate in

parallel to concurrently compute the next FCW12 and FCW5,6 values based on the

current and complementary phase detector values. Once a new phase detector sample

becomes available the dsp sync signal becomes active and the correct FCW values are

multiplexed to the output, while the other FCW values are discarded. Theoretically,
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this approach allows the loop latency to be as short as a single 3.5-GHz dsp clk cycle.

However, practical design considerations increase the latency to three dsp clk cycles,

which is still significantly shorter than the latency of a reference clocked DLF.

FCW(+1)
+1

DLF +1

FCW(-1)
-1

DLF -1

DSP_SYNC

Binary to
Thermometer

Encoding
FCW5,6

Binary to
Thermometer

Encoding
FCW12

SDM
F

SDMOut {0/1}

SDMOut {0/1}

FCW5,6(s)

FCW5,6(s+1)

FCW12(s)

FCW12(s+1)

FCW(+1)

FCW(-1)

BPDOut {+1/-1}

Figure 3.6: DLF Look-Ahead Structure Functional Block Diagram

3.4 LSB Dithering - Sigma Delta Modulator

Achieving fine DCO period resolution is a critical requirement of frequency synthe-

sizers used in high speed SERDES applications. The straight forward approach is

to implement a fine tuning array with a large number of very small frequency steps

resulting in a large circuit area, increased power consumption and compromised lin-

earity. A more suitable approach is to construct a DCO tuning array with a somewhat

relaxed resolution, improving linearity, size and power consumption. The frequency
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resolution is improved by adding a quantizing element, such as a Σ∆-modulator,

between the DLF and the DCO as illustrated in Figure 3.1.

Using the fractional portion, F, of the DCO FCW, the Σ∆-modulator [36] will

dither a set of elements of the fine tuning array to produce a composite or average fre-

quency output. This dithering is performed with a degree of randomness that reduces

periodicity to minimize the production of frequency-domain spurs. The degree of ran-

domness is dependent on the number of input bits and order of the Σ∆-modulator,

which must be weighed against circuit complexity, speed and throughput delay (i.e.,

loop latency). Additionally, the Σ∆-modulator must be clocked at a higher frequency

than the reference so a new result can be computed for a least every new FCW se-

lected by the BPD. In this design the Σ∆-modulator is clocked with the 3.5-GHz

dsp clk, as is the DLF.

The 8-bit fractional value F, from the DLF, forms the input of a second-order Σ∆-

modulator that produces 1-bit output. This output selects either a FCW value of S

or its increment S+1, a value that can be easily derived from S, see Figures 3.4 and

3.6. Interpolation between the two frequency settings refines the frequency resolution

required to lower the quantization jitter to an acceptable level. This dithering method

was found to be less prone to varactor element mismatches when compared to an

approach based on separate varactor elements exclusively used for dithering [35].

3.5 Linearization of BBPLL Loop Equations

Figure 3.7 is the z-domain model of the BBPLL showing the Open-Loop transfer

function from which the (GOL) (3.10), Closed-Loop transfer function (GCL) (3.11)

and Error transfer function (GERR) (3.12) equations can be derived. The latency of

the loop, � z−D, was ignored as the DLF clocking and architecture resulted in zero

delay w.r.t to the reference clock edges.

GOL(z) =

√
2

π
· 1

σ
· 1

256
·
AP · z2 + ( AI

AP
− 1) · z − 1

z2 − 2 · z + 1
(3.10)

GCL(z) =
ΦOUT

ΦIN

= N · GOL(z)

N +GOL(z)
(3.11)
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Figure 3.7: z-domain BBPLL Model

GERR(z) =
ΦOUT

ΦERR

=
N

N +GOL(z)
(3.12)

After some initial trials, the original z-domain approach to loop analysis of the

BBPLL was dropped in favour of a linear approach similar to that discussed in [24,37].

Linear or s-domain analysis of the BBPLL, operating in the z-domain, was justified

using the following assumptions:

1. The reference frequency (i.e., sampling frequency of the system) is much larger

than the loop bandwidth.

2. The BBPLL is operating in its phase-locked state and enough random jitter is

being produced by the DCO to linearize the operation of the BPD [24].

3. Discrete circuit blocks are clocked at a frequency greater than the reference

clock. That is, the outputs of these circuit functions are effectively independent

of the sampling clock and the latency of the loop � z−D, where D = 1.

4. The DCO has a settling time of zero [37], which is reasonable when the loop is

phase locked.

This method is demonstrated in the remained of this section. Figure 3.8 illustrates

a z-domain model of the BBPLL. The BPD is constructed using (3.7) and included T
2π

to convert radians to seconds. The DCO is modelled with its gain, KDCO, multiplied

by 2π to convert Hz to radians/second. The integration function, used to convert
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radians/second to radians (i.e., 1/s in the continuous-time domain), is represented

in the z-domain using the bilinear transform (3.13). The sampling frequency of this

system comes from the reference input clock, fref , or sampling time, Tref .

s =
2

T

[
z − 1

z + 1

]
, and

1

s
=
T

2

[
z + 1

z − 1

]
(3.13)

The z-domain representation of the DLF is presented, where AP is the proportional

gain and AI is the gain of the integration path. A 1
256

divisor is used to improve the

resolution of the gain elements.
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Figure 3.8: z-domain Functional Block Diagram of BBPLL Model

Using the BPD described in [24] a linear approximation of the BBPLL can be

used to simplify its analysis, for small values of ∆t. The first step is to convert the

z-domain model of Figure 3.8 into the s-domain, where more conventional approach

can be applied. The inverse bilinear transform (3.14) was used to translate the DLF

into the continuous frequency domain as shown by (3.15) to (3.20). It should be noted

that the DLF sampling frequency, fS, is different from fref . In this example the fS

= 3.5 GHz - the 14-GHz DCO output clock frequency divided by four - which is 10

times fref . This is discussed further in section 3.3.
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z =
1 + s/2fS
1− s/2fS

(3.14)

First, the DLF transfer function was rearranged, (3.16).

f(z) = AP + AI

(
1

1− z−1

)
(3.15)

f(z) = AP + AI

(
z

z − 1

)
(3.16)

Next, the inverse bilinear transform was applied to get (3.20)

z − 1 =
1 + s/2fS
1− s/2fS

− 1 =

(
1 + s/2fS
1− s/2fS

)
−
(

1− s/2fS
1− s/2fS

)
=

s/2fS
1− s/2fS

(3.17)

f(s) = AP + AI ·

(
1+s/2fS
1−s/2fS

)
(

s/2fS
1−s/2fS

) = AP + AI

(
1 + s/2fS
1− s/2fS

)(
1− s/2fS
s/2fS

)

f(s) = AP + AI

(
1 + s/2fS
s/2fS

)
(3.18)

f(s) =
AP (s/fS) + AI + AI(s/2fs)

s/fS
=

[
AP

(
s

fS

)
+ AI + AI

(
s

2fS

)]
fS
s

f(s) = AP +
AIfS
s

+
AI
2

(3.19)

f(s) =
sAP + AIfS + sAI/2

s
=
s(AP + AI/2) + AIfS

s
(3.20)

The s-domain representation of the DCO was created and combined with the re-

maining block transfer functions in (3.21) to produce the open loop transfer function,

GOL(s).
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GOL(s) =

[
Tref
2π
·
√

2

π
· 1

σ
· 1

256

] [
s(AP + AI/2) + AIfS

s

] [
KDCO · 2π

s

] [
1

N

]
(3.21)

The open loop transfer function was simplified to (3.22).

GOL(s) =

[√
2

π
· Tref ·KDCO

σ · 256 ·N

] [
s(AP + AI/2) + AIfS

s2

]
(3.22)

The closed loop transfer function, GCL(s), of the form (3.23) was derived using

(3.24) to (3.27).

GCL(s) =
ΦOUT

ΦIN

=
GOL(s)

N +GOL(s)
(3.23)

If we set K equal to (3.24)

K =

[√
2

π
· Tref ·KDCO

σ · 256 ·N

]
(3.24)

then we can express GCL(s) as:

GCL(s) =
K·[s(AP +AI/2)+AIfS ]

s2

s2N
s2

+ K·[s(AP +AI/2)+AIfS ]
s2

=
K·[s(AP +AI/2)+AIfS ]

s2

s2N+K·[s(AP +AI/2)+AIfS ]
s2

=

(
K · [s(AP + AI/2) + AIfS]

s2

)(
s2

s2N +K · [s(AP + AI/2) + AIfS]

)

=

(
K · [s(AP + AI/2) + AIfS]

s2N +K · [s(AP + AI/2) + AIfS]

)(
1/N

1/N

)

GCL(s) =
s(K/N)(AP + AI/2) + (K/N)AIfS

s2 + s(K/N)(AP + AI/2) + (K/N)AIfS
(3.25)

If we set K ′ equal to (3.26).

K ′ = (K/N) (3.26)

then GCL(s) can be expressed as (3.27).
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GCL(s) =
sK ′(AP + AI/2) +K ′AIfS

s2 + sK ′(AP + AI/2) +K ′AIfS
(3.27)

Equation (3.27) can be represented in its canonical form (3.28) [38],

GCL(s) =
ω2
n

(
2ζ
ωn
s+ 1

)
s2 + s2ζωn + ω2

n

(3.28)

as follows (3.29).

GCL(s) =
K ′AIfS

((
AP +AI/2
AIfS

)
s+ 1

)
s2 + sK ′(AP + AI/2) +K ′AIfS

(3.29)

This yields the following equations for the classical loop parameters ωn (3.30), ζ

(3.31) and ω3db (3.32).

ωn =
√
K ′AIfS (3.30)

2ζ

ωn
=

(
AP + AI/2

AIfS

)

ζ =

(
AP + AI/2

AIfS

)(ωn
2

)
=

(
AP + AI/2

AIfS

)(√
K ′AIfS

2

)

ζ =

(√
K ′

AIfS

)(
AP +AI/2
AIfS

2

)
(3.31)

ω3db = ωn

√
1 + 2ζ2 +

√
4ζ4 + 4ζ2 + 2 (3.32)

The error transfer function, GERR(s), of the form (3.33) was derived as (3.34).

GERR(s) =
ΦOUT

ΦERR

=
N

N +GOL(s)
(3.33)
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GERR(s) =
N

s2N
s2

+ K·[s(AP +AI/2)+AIfS ]
s2

=
N

s2N+K·[s(AP +AI/2)+AIfS ]
s2

=
Ns2

s2N +K · [s(AP + AI/2) + AIfS]

(
1/N

1/N

)

GERR(s) =
s2

s2 + s(K/N)(AP + AI/2) + (K/N)AIfS
(3.34)

Reference [24] makes the assumption that AP ≥ 32 · AI to maintain stability;

therefore, the AI can be ignored in the open and closed loop equations to find fz

(3.35).

fz =

(
AI
AP

)(
fr
2π

)
where: fr = 1/Tr (3.35)

From the canonical form of the closed loop equation above, we can find the zero

frequency from the following: ((
AP + AI/2

AIfS

)
s+ 1

)
(3.36)

ωz =
1

(AP + AI/2) / (AIfS)
(3.37)

and for AP � AI ωz =
1

AP/ (AIfS)
and then,

fz =

(
AI
AP

)(
fS
2π

)
where: fr = fS. (3.38)

This result (3.38) derived here is consistent with (3.35).

Reference [24] gives (3.39) for the unity gain frequency, fu.

fu =

(
Kbpd

2πTDCO

)
(APKDCO) (3.39)

where: Kbpd =
√

2
π

1
σ
, TDCO =

Tref
N

, Tref = 1
fref

and the DCO period gain is

KDCO. By setting the open loop transfer function (3.21) equal to unity gain (3.40)
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and assuming AP � AI , we are able to solve for the unit gain frequency, fu, (3.41).

1 =

(
Kbpd ·

Tref
256

)
(AP )

(
KDCO

s

)(
1

N

)
(3.40)

fu =

(
Kbpd

2π

)
(AP )

(
TrefKDCO

256N

)
(3.41)

Comparing (3.39) [24] to (3.41) (this work), knowing that in [24] N = 1 (i.e.,

TDCO = Tref ) and the 1
256

factor is not included in DLF, these two equations were

found not to be equivalent (3.42).(
Kbpd

2πTDCO

)
(APKDCO) 6=

(
KbpdTref

2π

)
(APKDCO) (3.42)

In spite of (3.42), the units of (3.41) evaluate to Hz. That is, Kbpd is in [bits/s],

AP is unit-less, Tref is in [s] and KDCO is in [Hz/bit]. Therefore, it is believed that

this equation is correct.

3.6 Application of Linearized Loop Equations

The s-domain open and closed loop equations developed in section 3.5 were used to

calculate the BBPLL bandwidth, stability and damping response for AI = 1, AP = 40

and σ∆t = 150 fs. These gain values were selected based on the previous statement

that AP/AI � 1 [24, 26]. Figure 3.9 shows the Bodé magnitude and phase plots of

the open loop transfer function. Here the Phase Margin (PM) is 85.9◦. It is expected

that this calculation is somewhat optimistic.

Figure 3.10 illustrates the Bodé magnitude and phase plots of the closed loop

transfer function. The magnitude reveals an over-damped system (i.e., calculated

ς = 1.865) with a loop bandwidth of 20.5 MHz.

Table 3.1 lists Phase Margin (PM), damping factor zeta (ς), loop bandwidth

(f3dB), unity-gain frequency (fu) and zero frequency (Fz) for AI = 1 and AP ranging

from 5 to 50. As AP increases the loop stability increases as is demonstrated by

the corresponding increase in PM. The loop bandwidth also increases with critical

damping occurring at AP ≈ 24.

The value of frequency fu increased with AP and fz decreases with AP . Also,
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Figure 3.9: BBPLL Open Loop Response - AP/AI = 40/1, RMS Jitter = 150 fs
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Figure 3.10: BBPLL Closed Loop Response - AP/AI = 40/1, RMS Jitter = 150 fs
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as AP increases, fu increases to be similar to the loop bandwidth, f3dB, indicating

improved loop stability [24]. Table 3.1 reveals that these frequencies cross at AP ≈ 34.

Therefore, it can be said that there will be peaking in the closed loop magnitude plot

as values of AP decrease below 34. This under-damped condition will result in jitter

gain though the loop and loop instability if AP � 34.

Table 3.1: BBPLL Loop Parameters for AI = 1 and RMS Jitter σ∆t = 150 fs

Phase Margin Zeta f3dB fu fz
AP (◦) (ς) (MHz) (MHz) (MHz)

50 87.36 2.325 24.96 23.62 11.00

45 86.75 2.095 22.72 21.26 12.22

40 85.90 1.865 20.50 18.90 13.74

35 84.68 1.635 18.33 16.54 15.71

30 82.83 1.404 16.21 14.17 18.33

25 79.88 1.174 14.18 11.81 21.99

20 74.85 0.944 12.29 9.449 27.49

15 65.87 0.714 10.60 7.086 36.65

10 50.48 0.484 9.239 4.724 54.98

5 28.37 0.253 8.329 2.362 110.0

With AP = 40 and AI = 1, RMS jitter was increased to σ∆t = 250 fs. This slightly

degraded the loop parameters PM = 83.22◦ and ς = 1.445, but made a significant

change in f3dB = 12.841 MHz and fu = 11.338 MHz. Parameter fz = 13.744 MHz

was unaffected as it is dependent on the DLF gains and reference clock frequency, and

independent of jitter. It can be inferred that if reference clock jitter was included in

these calculations, the values of these parameters would degrade in a similar manner.

Finally, there are several likely explanations as to why the calculated PM is signif-

icantly better than the measured PM. First, the z−D block of Figure 3.1, representing

forward loop delay, was not included in the previous derivation. Secondly, the initial

assumption that the BBPLL is operating in the z-domain is an approximation. That

is, the sampling time is not constant. Rather, it is a dynamic parameter as the phase

error is changing when the BBPLL is in a locked state. Thirdly, PVT variation and
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the non-linearity of various components will contribute to loop delay.

3.7 Summary

This chapter documents the BBPLL architecture and innovations that have been im-

plemented to ensure stability and minimize output jitter. A review of the justification

for an all digital PLL was outlined and the somewhat counter-intuitive motivation

for moving from a high resolution (i.e., low quantization distortion) TDC to a low

resolution BPD was presented. This led to a discussion of how the BPD could be

used to equal or improve the jitter performance of All-Digital PLL systems.

Using a BPD, the effective noise bandwidth of the BBPLL was reduced by over-

sampling the reference clock and decimation the result presented to the DLF. The

key concept of using Gaussian phase noise, fed back from the DCO, to linearize

the BPD for small values of ∆t was presented. This has two important features.

First, the random jitter can be used as a dithering source to distribute or breakup

the spur tones and jitter caused by quantization noise (i.e., limit − cycle regime).

Additionally, a trade-off can be found between the limit − cycle regime and the

random− noise regime where the system jitter is minimized. Secondly, the random

noise reduces the infinite gain of the BPD. This allows the discrete operation of the

BBPLL to be mapped into the s-domain where more conventional analysis can be

performed.

Minimization of loop latency, which amplifies quantization noise and reduces PM,

was also addressed. As the BPD has only two output states, the DLF is limited to

two possible next states. Using two parallel circuits both candidate DLF outputs

were calculated, in three dspclk cycles, during the slack time between active edges of

the reference clock. The BPD selects the next valid DLF output state. Additionally,

simple adders were used to determine the FCW, replacing the complex divide and

modulus functions.

A second order Σ∆-modulator was used to reduce the required DCO resolution

needed to meet jitter requirements. Its single bit output interpolates the DCO output

frequency in a manner less prone to array mismatch.

Complex-frequency domain equations were derived for the BBPLL and an example

of the typical loop parameter values calculated. These hand-calculated results, al-

though somewhat optimistic, showed behavioural trends consistent with normal PLL
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operation, even though input reference jitter was ignored. Further research should

be carried out to improve the PM accuracy of this analysis. Chapter 6 improves

on this work by demonstrating accurate jitter simulation results generated using a

time-domain digital model of the BBPLL.



Chapter 4

The DCO

4.1 Introduction

The following list identifies the advancements made through the development of this

DCO.

1. This was the first LC-tank DCO implementation using the 7-nm FinFET pro-

cess from Taiwan Semiconductor Manufacturing Company, Limited (TSMC). It

successfully demonstrated that the 7-nm FinFET circuit models and fabrication

process were sufficient to realize this mixed-signal circuit to meet and exceed

current industry demands (i.e., a Q ≈ 10 at 14.0 GHz).

2. A coarse/fine frequency tuning array was demonstrated using PMOS FinFET

transistors as inversion-mode varactor tuning elements. This made the full

array available for frequency tracking (i.e., coarse tuning range ≈ 2.0 GHz)

and demonstrated that this 7-nm FinFET process was capable of realizing well-

matched varactor elements of extremely fine resolution (i.e., Single fin for a

∆C ≈ 75 aF resolving a ∆-frequency ≤ 2.0 MHz).

3. A differential Class-C oscillator was implemented with approximately 3.9 dB

phase noise improvement over conventional implementations. This phase noise

performance was further improved by adjusting the bias point of the oscilla-

tor core transistors to ensure low phase noise operation and increase output

amplitude (i.e., Amplitude ≈ 1.0 Vpeak).

4. Large-signal circuit analysis and EM 3-D simulation were employed to char-

acterize individual circuit elements and modules, over process and extracted

46
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corners, to create the building blocks of a DCO mathematical model. The run-

time of the mathematical model was significantly shorter than that of the DCO

circuit simulation while maintaining accuracy to within ± 0.9 %. The shortened

run-time allowed various DCO array architectures and implementations to be

optimized quickly and accurately.

5. A modular design approach was used from the selection of varactor elements to

the layout of array rows. This made it possible to optimize the frequency-tuning

array at each layer of abstraction.

The heartbeat of the PLL that provides the transmit and receive clocks for the

SERDES transceiver originates from a frequency tuneable oscillator. Every oscillator

must satisfy the two requirements of the Barkhausen criteria. First, the circuit must

include a feedback path that adds a delayed version of the forward signal, the feedback

signal, to the forward path. This is illustrated in Figure 4.1. The feedback signal

must be added constructively to the forward path. Ideally, an integer number of 2π

phase shifts, n2π, must exist through the B(s) feedback block; however, the system

will operate correctly with some degree of phase error from the ideal.

A(s)

B(s)

X(s) Y(s)
+

+

Figure 4.1: Classical Linear Feedback Model

Secondly, after the circuit has reached steady state oscillation, its closed loop gain

must be equal to 1.0. It should be noted that to ensure oscillation is initiated at start-

up, grows to steady-state and is sustained, the open loop gain must be greater than

1.0. Usually a gain of at least 3.0 is implemented to ensure normal operation over

PVT (Process, Voltage and Temperature) variation to maintain adequate production

yield. This gain allows a very small signal perturbation (i.e., circuit noise) to be

amplified to overcome circuit losses and build into an oscillating signal. Once the
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closed loop system reaches steady state, the circuit operates in a nonlinear fashion to

suppress any gain in the circuit in excess of 1.0. Mathematically, this can be shown

using (4.1) - the transfer function for the classical linear feedback model of Figure

4.1.

H(s) =
Y (s)

X(s)
=

A(s)

1−B(s)A(s)
(4.1)

Here, for the gain B(s)A(s) = 1.0, H(s) = ∞; therefore, the signal will be

compressed into nonlinearity [39] by either current or voltage limiting, depending on

circuit implementation.

In this work the oscillation function of Figure 4.1 is realized with a Class-C Dig-

itally Controlled Oscillator (DCO). The current conduction angle of a differential

Class-C oscillator is smaller (typically 120◦, see [5] section IV. Stability of the Oscil-

lator Amplitude) than that of a Class-A or Class-B [40,41] oscillator, which conduct

current over the full oscillator output cycle, see Figures 4.11 and 4.12. This reduced

angle is created by installing a large Ctail (see Figure 4.10) that is charged by the

current source during the portion of the oscillator output cycle when current does

not flow into the LC-tank (i.e., the differential non-conduction angle ≈ 60◦). Thus,

during the conduction angle the sum of the currents from the current source and

Ctail produces a large current spike that charges the LC-tank [5]. Harmonic energy

created by this non-sinusoidal current spike is heavily attenuated by the filtering of

the LC-tank and therefore, does not dissipate any significant power. At resonance,

this current spike produces a larger oscillator output voltage amplitude, Vm, across

Rp (i.e., the resistance across the LC-tank at resonance - when total tank reactance

is zero), which results in improved efficiency and Signal-to-Noise Ratio (SNR). Ad-

ditional phase noise improvement results from the reduced conduction angle as noise

is only injected form the current source and oscillator core transistors into the LC-

tank when current is flowing. Class-C oscillators are also characterized by a voltage

divider in the feedback path used to control the oscillator output signal amplitude

by adjusting the feedback level applied to the core transistor gates. In Figure 4.10

this is implemented as a capacitance divider network created by the DC-blocking

capacitor connected to the transistor gates and the transistor gate capacitance. The

DC-blocking capacitors allow further adjustment of the core transistor biasing to max-

imize output amplitude. A detailed discussion of the Class-C oscillator is provided in

section 4.7.
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Class-A, B [40, 41] and C [5] oscillators produce sinusoidal output clock signals.

That is, they all produce a DC resistance, Rp, at the fundamental resonant frequency,

but no significant DC resistance exists at the harmonic frequencies. These oscillators

operate with core transistors in saturation. This helps to keep the phase noise low as

nonlinearity is limited to that which is caused by transistor channel modulation. In

contrast, switching oscillators (i.e., Class-D [42–44] and Class-F [44–46]) use large core

transistors operated as switches. This is made possible by the reduced capacitance of

nm IC processes that can quickly move between on and off states, essentially avoiding

transistor saturation to produce a square wave output. In the off-state a large voltage

exists across the core transistor and a very small current flows through it; in the on-

state the reverse it true; thus, the power dissipated by the core transistors is small

and most of the power is delivered to the load (i.e., the LC-tank). Class-D oscillators

produce a relatively high output voltage amplitude from a low VDD, which improves

both power dissipation and phase noise. However, this architecture is prone to power

supply pushing as the oscillator does not possess any current source or isolation from

VDD or VSS. Therefore, this oscillator type was not considered for this design. Class-

F oscillators produce finite Rp at odd harmonics across which overtone clock signals

are produced. This makes them good candidates for overtone oscillator applications.

Additionally, in [45] transformer coupling is used to create voltage peaking at the

third harmonic output clock. This also improves the Impulse Sensitivity Function

(ISF) to reduce the up-conversion of phase noise - see Appendix A. However, a Class-

F oscillator was not considered for this work as the transformer would make the circuit

large.

At this point it is useful to discuss some of the fundamental differences between

LC-tank DCO and VCO frequency tuning.

VCO LC-tank The VCO LC-tank tuning capacitance takes the form of a group

of switched-capacitor banks (implemented using varactors or combinations of

fixed capacitors and varactors) of progressively larger size – usually of a binary

capacitance progression (i.e., C, 2C, 4C, 8C, 16C . . . ) [47]. Each bank is tuned,

using a continuous control voltage, through the linear range of a varactor or

group of varactors. Thus, while frequency tuning within each bank is continu-

ous, mismatch between banks may cause non-monotonicity across all banks.

Pros – Tuning is continuous across each varactor. The oscillator does not
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produce quantization noise in a PLL application, only flicker and thermal

noise.

Cons – Requires switches, which degrade Q. Control voltage amplitude noise

causes phase jitter on the VCO output. Matching between bands can

contribute to non-monotonicity in the overall frequency tuning. Larger

capacitance varactor banks may require common-centroid layout to reduce

noise and mismatch over process [47]. More varactor banks are required

to achieve adequate tuning range with the lower supply voltage of smaller

geometry IC processes.

DCO LC-tank The DCO LC-tank tuning capacitance is arranged in some combi-

nation of progressively finer tuning arrays of equally sized unit varactor ele-

ments [6]. Each varactor element has two states, Con and Coff, controlled by a

single bit that switches between the two nonlinear capacitance extremes of the

varactor. The linear range of the varactor is avoided.

Pros – The varactor control voltage is either VDD or VSS, so voltage ampli-

tude noise has little effect on phase jitter. Using smaller varactors as binary

elements in lower voltage processes avoids range and noise problems asso-

ciated with the reduced linear range of the varactor. Non-monotonicity

is less of a problem with varactor arrays as each varactor element is the

same size and can be individually programmed to implement dithering and

Dynamic Element Matching (DEM) [48].

Cons – Introduces quantization noise to the PLL, in addition to flicker and

thermal noise.

Unfortunately, every circuit realization includes sources of output signal corrup-

tion - here principally accumulated phase deviation - more commonly referred to as

Phase Noise (PN). DCO output clock frequency-domain PN will produce time-domain

phase jitter that increases the Bit Error Ratio (BER) of a transmission link. This

will limit both data rate and range, for a given data transmission rate, of the link.

The most effective point in the circuit to minimize PN is at the clock source - the

DCO. A discussion of individual noise sources that degrade oscillator performance is

presented in Appendix A.
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4.2 Specification

The original requirement of this work was for a DCO to produce a rail-to-rail clock

operating at 28.0 GHz. The tuning range was to be sufficient to account for Process,

Voltage and Temperature (PVT) variation, layout parasitics and layout parasitic

variation. The initial frequency tuning resolution requirement was determined to be

500 kHz using a MATLAB® noise model; however, this was later relaxed to several

2.0 MHz. This DCO was to be the heart of a PLL and clock distribution system for

a 56-Gb/s NRZ SERDES device, consistent with the requirements listed in [3].

Initial consideration was given to a ring-oscillator design. However, this was

dropped and replaced with an LC-tank design as the theoretical maximum Q of

ring oscillators is approximately π/2 [9,10]. This is because ring oscillators dissipate

virtually all the energy in the ring and store virtually none on every cycle of the

output clock signal. That said, significant work has been done to reduce the ring-

oscillator accumulated jitter in Phase Locked Loops (PLL) and Delay Locked Loops

(DLL) using injection-locking techniques [49–51].

The 28-GHz DCO was successfully designed; however, it was determined that the

digital library components used for the clock distribution circuit within the transmit

block (see Figure 2.3) lacked the required gain to operate adequately at 28.0 GHz,

so the design was changed to a 14-GHz clock driving a PAM-4 data format [3].

The DCO centre frequency was halved by increasing the LC-tank inductance from

approximately 100 pH to approximately 500 pH, see section 4.11. This chapter focuses

largely on the implementation of the 28-GHz oscillator design with references made

to the 14-GHz modification where appropriate.

Several MATLAB®, currently unavailable due to TSMC access limitations, were

created to determine the PN requirement for this DCO. The final requirement for

the 14-GHz version was a maximum frequency deviation of ∆f = 2.0 MHz or phase

deviation of ∆φ ≈ 10.2 fs from (4.2).

∆φ ≈ 1

f0

− 1

(f0 + ∆f)
=

1

14 GHz
− 1

(14 GHz + 2 MHz)
= 10.2 fs (4.2)
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4.3 Varactor Selection

The decision to used PMOS transistors as varactor tuning array elements was based

on their superior noise performance and Q-factor over complementary NMOS de-

vices, although NMOS devices have a slightly better tuning range [52]. That is,

PMOS varactors operate more in the depletion mode (low capacitance and low resis-

tance), where the Q is higher, than in the accumulation mode (high capacitance and

high resistance), where the Q is lower - see Figure 4.2. PN reduction is particularly

important in a 7-nm process as the flicker noise corner frequency (typically tens or

even hundreds of MHz at baseband) is inversely proportion to process geometry - see

section 5.3, Appendix A and (A.30). An additional benefit is that PMOS varactor

elements exist in an n-well that isolates them from substrate noise. Unfortunately,

this n-well increases the varactor parasitic or off-state capacitance; however, this was

not considered a problem as a realizable array tuning solution (i.e., tuning range and

resolution) was found for 28 GHz, see sections 4.4, 4.8 and Figure 4.13.

Figure 4.2 illustrates the Con/Coff ratio (normalized to Coff) for a 600 nm planar

PMOS transistor configured with both VB = VD = VS (Accumulation Mode) and as

I-MOS (Inversion Mode) varactors, see Tables 4.1 and 4.2 for AC simulated I-MOS

capacitance and Con/Coff values. This diagram was reproduced from [53] where

the plots were generated using small signal AC simulation. It closely represents the

simulated Con/Coff behaviour of the 7-nm FinFET PMOS devices listed in Table 4.2

and is presented here as the 7-nm AC simulation results were not available for this

document. However, it should be noted that the slope of the Cmos curves from

moderate through strong inversion is lower or flatter with the 7-nm FinFET process

than is implied by Figure 4.2.

The general implementation of a varactor using a CMOS transistor makes VB, VD

and VS common, with the capacitance value, Cmos, dependent on the voltage between

the bulk and the gate, which is the same as V sg in Figure 4.2. This is represented

by the dashed plot. When VBG > |VT |, where |VT | is the transistor threshold voltage,

an inversion channel of holes is built up under the gate. This is illustrated by the

transition from weak to moderate and to strong inversion. As VBG becomes less

than VT the transistor moves through the depletion region and into the accumulation

region, where the voltage between the gate and substrate is positive enough to allow

electrons to flow. In the strong inversion and accumulation regions the capacitance
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Figure 4.2: Accumulation-Mode vs. Inversion-Mode PMOS n-Well Varactor

between bulk and gate is give by (4.3). In these cases, mobile charged carriers are

drawn close enough to the gate-oxide interface that the effective insulator thickness

between gate and bulk has been reduced to tox.

Cmos = Cox = εox(Leff ·Weff )/tOX (4.3)

In the moderate inversion, weak inversion and depletion regions the value of Cmos

is reduced from Cox as these regions produce very few mobile charged carriers at

the gate-oxide interface, effectively creating a thicker insulator between the gate and

bulk. This implies that the off-state Q of the varactor is smaller than the on-state Q

as the off-state resistance, Rmos, is larger than the on-state Rmos. However, as stated

in [53], this may not be observed as other circuit effects can dominate. Specifically,

the 7-nm FinFET PMOS varactors used in this work showed an increase in Q in the

off-state.

The inversion-mode varactor differs from the accumulation-mode varactor in that

the bulk connection is tied to the highest voltage in the circuit, as it normally
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would for a PMOS transistor. Its capacitance characteristic is illustrated in Fig-

ure 4.2, marked I-MOS. This configuration shows a very distinct off-state capaci-

tance, clearly important for binary control of a varactor array. In [54] there is evi-

dence that I-MOS varactors implemented using PMOS in n-well devices have more

distinctly defined on/off states than accumulation-mode varactors. Additionally, in

deep-submicrometer processes the linear range, more evident with accumulation-mode

varactors, is compressed resulting in a very hight Voltage Controlled Oscillator (VCO)

gain (KV CO = ∆f/∆V ) that would make this type of design susceptible to noise and

operating point shifts.

An additional advantage of the I-MOS varactor becomes evident when the actual

operation of the oscillator is more closely considered. That is, small signal AC simu-

lation was used to create Figure 4.2, but oscillators operate in a large-signal regime.

Therefore, having the better defined on/off states of the I-MOS varactor will yield

more consistent (i.e., monotonic) behaviour than would a similar accumulation-mode

varactor implementation [53].

Armed with the previous justification, it was decided that the oscillator would be a

DCO with an array of PMOS varactors configured as I-MOS elements. A disadvantage

of the I-MOS operation is the off-state capacitance variation caused by supply voltage

variation. This was overcome by using a low-noise external linear voltage regulator

to supply the oscillator. This necessitates separate supply pins for the DCO, which

is not unusual.

Table 4.1 lists the on and off-state capacitance of inversion-mode varactors im-

plemented using 7-nm PMOS svt (standard voltage threshold) core (VDD = 0.75 V

nominal) transistors. This analysis was carried out using small-signal AC analysis on

a single finger transistor. In this process transistor lengths are quantized to 8 nm,

11 nm, 20 nm, 36 nm . . ., and fin count starts at two and increments by one. Scanning

across the table we see that on-state capacitance scales linearly with the number of

fins for L = 11 nm, 87 aF/fin; L = 20 nm, 125 aF/fin and L = 36 nm, 167 aF/fin.

Off-state capacitance is independent of both length and number of fins. On-state

capacitance does not scale linearly with length.

Table 4.2 shows that the on/off capacitance ratio for length and number of fins

of the transistor listed in Table 4.1. This data reveals that the Con/Coff ratio is

independent of the number of fins and increases with length. In this limited data

set the Con/Coff ratio doubles as the length increases by four or increases with the
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Table 4.1: Varactor Capacitance/Finger (aF)

Length Fin = Fin = Fin = Fin = Fin = Fin = Fin =

(nm)
State

2 3 4 5 6 7 8

8 On 161 242 322 401 477 549 616

Off 77 115 154 192 230 268 304

11 On 177 266 354 442 529 613 694

Off 77 116 154 193 231 269 307

20 On 251 377 502 628 752 877 1,000

Off 78 117 156 195 234 273 312

36 On 336 503 671 838 1,005 1,171 1,338

Off 79 118 158 197 236 276 315

square root of the increases in length.

Table 4.2: Varactor Con/Coff Ratio per Finger (aF/aF)

Length Fin = Fin = Fin = Fin = Fin = Fin = Fin =

(nm) 2 3 4 5 6 7 8

8 2.09 2.10 2.09 2.09 2.07 2.05 2.02

11 2.29 2.30 2.30 2.29 2.29 2.28 2.26

20 3.22 3.23 3.22 3.22 3.22 3.22 3.21

36 4.26 4.26 4.26 4.25 4.25 4.25 4.25

Table 4.3 lists the varactor on-state and off-state Q values for the transistors of

Table 4.1. Here we see that off-state Q is greater than on-state Q, and that Q increases

with length. A possible reason for this is that at smaller lengths the gate resistance is

the dominant loss as opposed to the channel loss. At small lengths (i.e., 8 and 11 nm)

Q scales with 1/fin2. As length increases (i.e., 36 nm) Q scaling approaches 1/fin,

which is likely due to the channel loss becoming dominant.

After the type of transistor and varactor element design were determined, the
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values and trends listed in Tables 4.1, 4.2 and 4.3 were used to select the unit capac-

itance for the DCO frequency turning array. Clearly the 36 nm length devices gave

the best Con/Coff ratio as well as Q value. At this point additional consideration

was given to process variation. That is, transistors with fin = 5 or 6 would yield a

more stable design than transistors with fewer fins. At the same time conserving Q

in the varactor array is critical to minimizing PN. As a compromise, fin = 6 devices

were selected as the array unit capacitance element, with fin = 5/6 devices used for

creating ∆-capacitance values required for fine frequency resolution. This is discussed

more deeply in section 4.4.

Table 4.3: Varactor Q/Finger

Length Fin = Fin = Fin = Fin = Fin = Fin = Fin =

(nm)
State

2 3 4 5 6 7 8

8 On 72 32 18 11 8 6 4

Off 152 68 38 24 17 12 9

11 On 89 43 25 16 11 8 6

Off 206 99 57 37 26 19 15

20 On 148 81 50 34 24 18 15

Off 487 264 163 110 78 59 49

36 On 152 100 70 52 40 32 30

Off 676 443 310 228 175 141 129

4.4 Tuning Array Range and Resolution

The DCO frequency-tuning array architecture, recommended in [6], implements a

coarse frequency array for PVT-calibration (i.e., coarse tuning to eliminate frequency

error due to PVT variation), a medium frequency array for acquisition and a fine

frequency array for tracking after the PLL is locked. During the locking process

tuning progresses through these arrays in the order presented. Current array settings

are frozen and the frequency is normalized as the PLL state machine progresses to

the next finer tuning array. The work described in this document takes a different
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approach to tuning array architecture and operation. This approach exploits the

geometry of the 7-nm FinFET process to realize fine resolution and consistent circuit

element matching. Specifically, a single array including both coarse and fine tuning

elements, where all elements are always available for tuning.

Here, the DCO frequency tuning array consists of rows of series varactor pairs con-

nected across signals tank l and tank r of the tank resonator. There are eight varactor

pairs in each row - row loss and Q are discussed in section 4.6; LC-tank interconnect

loss is discussed in section 4.8. The state of each varactor pair is controlled through

the varactor row Flip-Flop and driver control circuit illustrated in Figure 4.18. Rows

used for coarse frequency tuning, referred to as type I, were implemented with PMOS

standard voltage threshold (svt) transistors of Length = 36 nm, Fin = 6 and Fingers

= 2. Type I rows were optimized for frequency range per bit (i.e., maximum Con/Coff

ratio), which is counter to the requirement of fine resolution to minimize phase noise.

The remaining rows of the frequency tuning array consist of equal numbers of

type II and two type III rows interleaved as in Figure 4.16. Here, fine frequency

tuning resolution is achieved through a ∆-Capacitor [55,56] implementation that takes

advantage of the linear relationship between FinFET capacitance and the number of

transistor fins. These rows use varactors implemented with PMOS svt transistors of

Length = 36 nm, Fingers = 1, type II fins = 6 and type III fins = 5. Coincident

varactor elements in adjacent type II/III rows are paired and operate with inverted

states (i.e., if type II varactor n is on; type III varactor n is off; and vice versa).

This is illustrated in Figure 4.3. Additionally, this modular implementation allows

the type I, II and III rows to share a common layout that has been optimized for loss

and Q - see sections 4.5 and 4.6. As with type I rows, the state of each ∆-Capacitor

is controlled through the varactor row Flip-Flop and driver control circuit illustrated

in Figure 4.18.

The operation of a single type II/III varcator pair is described in Table 4.4. Here,

we are using typical varactor on/off capacitance values (i.e., type II Con = 493 aF/Coff

= 1187.5 aF; type III Con = 412 aF/Coff = 98.8 aF) determined using small signal

AC simulation and ignoring the parasitic capacitance of the row layout. It should

be noted that these capacitance values differ from those listed in Table 4.1, which

were simulated using earlier model parameters. With the ∆-capacitor pair state =

0, total capacitance is 265.35 aF; with the state = 1, total capacitance is 295.90 aF.

Therefore, this circuit will always exhibit at least 265.35 aF and increase by 30.6 aF
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Figure 4.3: Row Type II/III Δ-Capacitor Configuration

when the control state is one, resolving 1.28 MHz with a nominal centre frequency

of 28.0 GHz and tank inductor of 96.8 pH using (B.10). See Appendix B for the

derivation of a closed-form equation relating frequency resolution to Δ-capacitance.

Table 4.4: Type II/III Row Varactor Pair Delta Capacitance

ctrl〈n〉 5 Fin 6 Fin Capacitance (aF) Delta Capacitance (aF)

0 On Off 412/2 + 118.7/2 = 265.35

1 Off On 98.8/2 + 493/2 = 295.90
295.90− 265.35 = 30.6

Once the varactor array resolution is established the relationship between the type

II/type III row Δ-capacitance and minimum incremental or unit capacitance of the

type I rows must be established. This is necessary to ensure the varactor array can be

controlled monotonically. That is, the total capacitance of the varactor array must

increase/decrease in a linear manner as the array control word increases/decreases.

Figure 4.4 illustrates the typical capacitance of a single type I row. This diagram
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shows that each row of the array has eight separate series varactor pairs controlled by

eight control signals (i.e., 1 - 8) and a zero state indicating all varactors off. Cpara I

= 5.545 fF is the capacitance of the row interconnect structure (i.e., the extracted

layout). Coff tot shows the capacitance contribution due to the off state of eight

parallel varactors. That is, an additional capacitance of 830 aF brings the parasitic

capacitance of the row to 6.375 fF. As each individual varactor is turned on the row

capacitance is incremented by a unit capacitance of 374 aF.

6.375 fF

5.545 fF

6.749 fF

374 aF

Figure 4.4: Typical Capacitance - Row Type I

Figure 4.5 is similar to Figure 4.4 except that its parasitic and off state capac-

itances represent two type II rows plus two type III rows (i.e., 2 x Cpara II + 2 x

Cpara III = 2 x 5.2 fF + 2 x 5.3 fF = 20.99 fF. The additional parasitic off state

capacitance, Coff tot, is the sum of type II Coff/2 = 118.7 aF/2 = 59.35 aF plus

type III Con/2 = 412.0 aF/2 = 206.0 aF all multiplied by 16 varactors, which equals

4.246 fF for a Coff tot = 25.236 fF. The unit or Δ-capacitance is calculated from

Table 4.4 and has a range of 16 steps plus zero to represent all series varactor pairs

off. This illustration shows that the 12 x 30.6 aF = 367.2 aF, which is relatively close

to the unit capacitance of a type I row, 374 aF. Therefore, 12 will be used as the

modulus of the varactor array.

The lowest DCO array capacitance, highest tank frequency, will occur when all

varactors are off. Incrementing through all the settings of the array starts by counting



CHAPTER 4. THE DCO 60

20.990 fF

25.236 fF30.6 aF

25.602 fF
367 aF

Figure 4.5: Typical Δ-Capacitance - Row Type II/III

from zero to 11 using the type II/III Δ-capacitors. The transition from 11 to 12 is

realized by simultaneously turning off all the Δ-capacitors and turning on the first

type I varactor. This cycle is repeated until all the type I and all type II/III are

turned on, which yields the lowest tank frequency.

It must be noted that the error (1.82 %) between the type I row unit capacitance

of 374 aF and the type II/III capacitance of 12 on-state varactors, 367.2 aF, is correct

for only small signal simulation carried out using the typical process, nominal voltage

(0.75 V), temperature (27 ◦C) and extracted layout. Therefore, the error as well as

the slope of the row type II/III Con curve shown in Figure 4.5 will change. The array

must be characterized over all PVT and extracted corners to ensure monotonicity

and adequate linearity. This is particularly important when frequency dithering or

ΣΔ-modulation [36,56] is used for frequency synthesis and phase noise mitigation.

Additionally, the frequency step size will change over the range of the varactor

array. That is, as the varactor array code increases, the capacitance step becomes

smaller w.r.t. the sum of the parasitic plus array capacitance that has been previously

turned on. The frequency step size decreases as the array code increases. Therefore,

the frequency resolution around the center frequency must be verified to be adequate.

This phenomenon will also affect the modulus error discussed previously.

Rp and thus tank amplitude, Vm, for a constant source current will also decrease

as array code increases. Therefore, it must be verified that the oscillator has enough
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gain to start at all array codes, as well as all PVT and extraction corners. Also, post

oscillator duty-cycle correction circuits should be verified to operate adequately over

all array codes.

4.5 Con/Coff Optimization

It is well understood that varactor capacitance is sensitive to PVT; however, it is also

sensitive to oscillator amplitude. This is because a varactor is a voltage dependent

capacitor as opposed to linear or fixed capacitor element. The general tendency

is a reduction in on-state capacitance and increase in off-state capacitance with an

increase in tank amplitude, which reduces the on/off capacitance ratio. This variation

in varactor capacitance was determined from the ratio of the tank amplitude and

fundamental current, using large-signal Periodic Steady State (PSS) analysis rather

than small-signal AC analysis.

Figure 4.6 illustrates the on-state capacitance of standard voltage threshold (svt)

and ultra-low voltage threshold (ulvt) 7-nm PMOS varactors of one finger, six fins

and 36 nm length, as amplitude (i.e., equivalent to tank Vp) is varied. Due to the

lower threshold voltage, the ulvt device has less variation in on-state capacitance over

amplitude.

Amplitued (V)

On
Capacitance

(fF)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

svt

ulvt

0.85

0.9

1.0

1.05

0.95

Figure 4.6: On Capacitance (6 Fin, L = 36 nm, 1 Finger) svt, ulvt vs. Amplitude

The ratio of on/off-state capacitance is compared for svt and ulvt components
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in Figure 4.7. Here the on/off ratio of the svt device shows less variation than the

ulvt device. This is because the svt device threshold voltage (≈ 300 mV) is closer

to VDD/2. Thus, svt devices yield a larger on/off capacitance ratio (i.e., larger

frequency step size) and ulvt devices achieve finer frequency resolution.

In spite of the larger variation in capacitance, svt devices were chosen for the DCO

varactor array based on the smaller variation in on/off capacitance ratio.

Amplitude (V)

Con/Coff

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

svt

ulvt

2.6

3.0

3.6

4.0

4.6

2.8

3.2

3.4

3.8

4.2

4.4

Figure 4.7: On/Off Capacitance Ratio (6 Fin, L = 36 nm, 1 Finger) svt, ulvt vs.
Amplitude

Figure 4.8 illustrates the varactor capacitance sensitivity to temperature normal-

ized to 50 ◦C. The temperature variation is from -40 ◦C to 125 ◦C. The variation in

capacitance, from low to high temperature, is +1.9 % to -1.1 % for Con and -0.7 %

to +1.2 % for Coff.

Figures 4.9 illustrates the varactor capacitance sensitivity to voltage. The voltage

variation is ± 10 % or 0.75 V ± 75 mV normalized to 0.75 V. The resulting variation

in capacitance is -3.0 % to +2.5 %.

Process variation was determined, using slow/typical/fast component libraries, to

be -4.0 % to +4.2 %. The total worst case variations due to PVT are summed in

Table 4.5. Although variation due to post-layout parasitic extraction is not included,

these numbers are presented here as a check for the MATLAB® models demonstrated
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Figure 4.8: On/Off Capacitance (6 Fin, L = 36 nm, 1 Finger) Temperature Sensi-
tivity
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Figure 4.9: Varactor (6 Fin, L = 36 nm, 1 Finger) Voltage Sensitivity
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Table 4.5: PVT Variation of Varactor Capacitance

Con (min) Con (max) Coff (min) Coff (max)
Variation

(%) (%) (%) (%)

Process -4.0 +4.2 -4.0 +4.2

Voltage -3.0 +2.5 -3.0 +2.5

Temperature -1.1 +1.9 -0.7 +1.2

Total -8.1 +8.6 -7.7 +7.9

in section 4.8.

4.6 Row Loss Minimization - Q Optimization

The minimum value of Q for the frequency tuning array rows is a critical result in

the implementation of any DCO. While the Q value of individual varactor elements

is quite good at 28 GHz, it is expected that the loaded-Q (i.e., Q factor including

resistive losses due to row layout and interconnect - extracted parasitics) of each

row will be significantly degraded. This problem can be mitigated by minimizing

the loss of the common row layout. An initial layout was created and extracted

to produce an equivalent lumped-element circuit. This was analysed and various

measures were taken to reduce its loss. This procedure was repeated several times

until four candidate row layouts were designed, labelled A, B, C and D. Q results are

listed by layout in Tables 4.6 and 4.7.

Table 4.6: Minimum Q Across Type I Row for A, B, C and D Layouts

Layout 0 1 2 3 4 5 6 7 8

A 97.67 46.32 31.98 25.30 21.42 18.89 71.10 15.76 14.71

B 68.20 35.08 25.15 20.33 17.44 15.50 14.11 13.05 12.21

C 63.96 34.22 24.58 19.84 17.01 15.12 13.77 12.75 11.93

D 49.52 24.75 17.55 14.13 12.14 10.83 9.89 9.19 8.45

Differential Q was found using s-parameter analysis and an equation set up in
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the simulator calculator. Table 4.6 lists the worst-case Q results, based on PVT

variation and extracted corner - RCworst CCworst, by varactor element position as

each varactor is switched on across the type I row. This shows that the off-state Q is

larger than the on-state Q, which is consistent with the analysis done in section 4.3.

Therefore, as additional varactors are turned on the Q of the row drops. It should be

pointed out that at this point in the development of the 7-nm process it was unclear

if the transistor channel resistance was modelled accurately.

Table 4.7 lists the type I row minimum and maximum Q values over process

extremes. Here simulations were carried out using slow/typical/fast process corners

at AVDD extremes of 0.675 V and 0.825 V.

Table 4.7: Min/Max Type I Row Q for A, B, C and D Layouts Across Corners

RCworst CCworst 125◦C RCbest CCbest -40◦C
Layout

Minimum Q Maximum Q Minimum Q Maximum Q

A 14.71 106 46.43 433.50

B 12.21 73.11 40.11 334.70

C 11.93 68.53 39.67 311.70

D 8.45 53.85 30.67 245.10

In summary, considering only Q the A layout was the best design and D the worst.

The difference between the B and C layout Q values is marginal. However, additional

considerations were brought to bare in section 4.8 using large signal simulation results

to build MATLAB® DCO models.

4.7 Class-C Oscillator Architecture

The Colpitts differential LC-tank oscillator architecture was selected as the core of

this DCO. The reference [5] was used as a guide for this harmonic oscillator design

based largely on its PN performance. The key features of this design are listed here.

1. A large tail capacitance is a fundamental component that both provides a low

impedance noise path to ground and insures class-C operation.
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2. Core transistors are PMOS, selected to minimize noise, that operate princi-

pally in saturation with only slight excursions into weak-triode operation. This

ensures LC-tank sine-wave fidelity, which minimizes the up-conversion of base-

band noise.

3. DC gate biasing is used to enable a large oscillation amplitude while maintaining

the core transistors in saturation. This improves the Signal-to-Noise Ratio

(SNR) of the core oscillator.

The improved efficiency of Class-C oscillator operation over more conventional de-

signs results in reduced power dissipation for a given output level. However, the major

objective in this design is to minimize the contribution to output PN made by the

core transistors that supply the negative resistance required to establish oscillation.

This is achieved by reducing the current conduction angle to approximately 120◦ and

ensuring that that current aligns with the peak voltage amplitude developed across

the tank Rp at resonance. That is, oscillation current plus noise current originating

from the oscillator core are injected into the LC-tank only during the conduction

angle (i.e., the portion of the oscillation period when current is flowing). Therefore,

reducing the conduction angle from 180◦ to 120◦ both improves the efficiency and re-

duces the time that noise is injected into the system. In order to maintain or increase

the LC-tank amplitude with a reduced conduction angle an additional current source

must be present to both increase the current amplitude and force class-C operation.

This is achieved by installing a large tail capacitance, Ctail of Figure 4.10.

In this circuit, the current source is providing a constant current to the negative

resistance circuit. Considering half the differential period of operation, during the

60◦ of 180◦ that the oscillator core transistor is not conducting, this constant current

source charges Ctail. When the core transistor is on current from both the constant

current source and Ctail will flow, increasing Ids of the core transistor. This increases

the LC-tank amplitude and reduces the time during which noise is injected into the

circuit. Even though the current being injected into the LC-tank is not sinusoidal,

the resulting voltage is sinusoidal. This is because the filtering of the LC-tank limits

the harmonic content to the fundamental component, which results in a sinusoidal

response. Additionally, this insures that the majority of the power is dissipated at the

fundamental frequency and virtually no power is dissipated at harmonic frequencies.

Reference [5] states that for the same current consumption, the theoretical im-

provement in PN is 3.9 dB when compared to more elementary differential LC-tank
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oscillator implementations. Additionally, Ctail naturally filters out noise from the bi-

asing current and does not expose this sensitive node to parasitic capacitances that

could introduce large PN deterioration.

Consideration must also be given to the maximum size of Ctail and a closed-form

equation is derived in [5] to determine this value. When Ctail is too large the LC-tank

voltage amplitude will become unstable, an effect referred to as squegging. Generally,

this appears as a periodic Amplitude Modulation (AM) of the LC-tank amplitude.

This phenomenon is reproducible in simulation and the capacitance value of Ctail was

reduced with significant margin to guard against squegging in the fabricated design.

AVDD

AVSSAVSS

AHVDD

L

AVSS

tank_L tank_R

Cen Ctail

Vbias_L Vbias_R

Ctune

Rp

Vbias_L

Vbias_R

MCS

Figure 4.10: Class-C Oscillator Core

Figure 4.10 is the schematic diagram of the class-C LC-tank oscillator core imple-

mented in this work. Analogue High VDD (AHVDD) at the top of the diagram is

a nominal 1.5 V that supplies the constant current source, represented by transistor

MCS and illustrated by Figure 5.2. Cen is the constant current source Current Enable

signal. This voltage was employed to ensure both the current source and oscillator

transistors would remain in saturation though out the oscillator period. The opera-

tion of the oscillator constant current source is discussed in section 5.1. The Ctail is



CHAPTER 4. THE DCO 68

connected between Analogue VSS (AVSS) and the common source of the PMOS neg-

ative resistance core transistors. The drain nodes of these transistors are connected

to the differential LC-tank nodes, Vtank L and Vtank R. The block marked Ctune rep-

resents the DCO frequency tuning array (see section 4.10) that makes up a resonant

circuit with inductor L (see section 4.11). Rp represents the effective resistance of the

lumped parallel LC components that make up the tank across which the oscillator

sine wave output is generated at resonance. The centre tap of inductor L is connected

to AVSS.

The voltage divider on the right-hand side of the figure creates a bias voltage that

lifts up the gate bias voltage to increase the LC-tank amplitude while maintaining the

core transistors in saturation. This is a simplified representation of a programmable

DC bias circuit. The DC bias is capacitively isolated from the LC-tank. These

isolating capacitors form a voltage divider with the gate capacitance and associated

parasitic capacitances. Ideally, from [5] the coupling factor between tank and gate

should be K = 1. However, the sized of these capacitors must be chosen carefully to

minimize distortion of the oscillator signal. That is, as the LC-tank voltage that is

fed back to the opposite gate changes, the gate capacitance changes. This distorts

the feedback voltage, which in turn distorts that LC-tank voltage. A significant effort

was made to minimize this distortion as it would deteriorate the Impulse Sensitivity

Function (ISF), discussed in Appendix A, and result in an increase in up-converted

thermal and flicker PN.

Figure 4.11 (created from [5]) shows three operating modes of the differential

Colpitts oscillator. The top plot shows well formed current pulses denoting class-C

operation, which produces a tank amplitude, Vm (4.4).

V m = Ibias ·Rp (4.4)

where the LC-tank current, Iω0, is (4.5).

Iω0 ≈ Ibias (4.5)

The centre plot shows Iω0 when the oscillator is operating in a half circuit class-A

mode with Ctail removed. Here the transistors are conducting for half the oscillation

period, resulting in an approximate square wave current with 50 % duty cycle. Thus,

the tank current is reduced (4.6).
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Figure 4.11: DCO Normalized Bias Current

Iω0 ≈ (2/π) · Ibias (4.6)

The bottom plot shows Iω0 when a class-C configuration with a large Ctail is

operated in deep-triode, where the tank current is reduced (4.7).

Iω0 ≈ (0.62) · Ibias (4.7)

In both the half circuit class-A and deep-triode operation the reduction in Vm is

approximately 4.3 dB, which is similar to the PN degradation. However, in the case of

deep-triode operation the PN penalty is approximately 8.2 dB. According to [5] this

is attributed to an increase in transistor noise and distortion in the ISF. In summary,

this information is presented here to emphasise that a large Ctail can cause significant

PN degradation when the oscillator is allowed to operate outside saturation and into

deep-triode.

Figure 4.12 was re-created from [5] to illustrate the biasing that was used to
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increase Vm, while ensuring that the core transistors generally remain in saturation

and at the same time are not being pushed into breakdown. The signals of this figure

were used in simulation, as illustrated, to adjust the oscillator biasing.
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Figure 4.12: Class-C Oscillator Biasing

The left and right nomenclature refers to each side of the differential oscillator

as shown in Figure 4.10. Also, the level of the signal labelled Vgate Left is the same

as the drain voltage Vtank R, and Vgate Right is the same as the drain voltage Vtank L.

Therefore, using the equation from [5] (4.8), with AVDD = 0.75 V , Vbias = 0.3 V ,

Vth = 0.25 V and K = 1, limits the LC-tank amplitude to Vm < 0.35 V .

Vm <
AVDD − Vbias + Vth

1 +K
(4.8)

This is an underwhelming result that is based on the two limiting assumptions.

First, that Vds < 0.75 V . In Figure 4.10, AHVDD (nominal 1.5 V ) is at the top of

the series combination of current source and oscillator core. Therefore, Vsource is not

limited to 0.75 V , but can be extended to the breakdown limit of the transistor, just

as long as both the current source and core transistor remain in saturation. This is

achieved by adjusting the level of Vbias. That is, as Vbias is increased, Vsource is pushed

up closer to AHVDD and Vm is increased. Second, only minimal PN deterioration

will occur if the core transistors are allowed to move into moderate, but not deep,

triode operation.

In this design two catastrophic conditions must be guarded against. First, at
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oscillator start Vsource will rise to a higher voltage than during normal operation as

the oscillation builds from initial class-A operation to class-C operation. This can

push the programmable constant current source transistors out of saturation and

starve the core transistors of current. In order to overcome this condition, the gain

of the core oscillator is approximately three. Second, the transistor voltages Vds, Vgs

and Vgd must be verified to be less than the breakdown voltage limit (i.e., < 1.0 V )

across PVT.

In summary, the DCO core was implemented to generate a 28-GHz sine wave

signal of Vm = 1 V or 2 V differential.

4.8 DCO Model Simulation

Tables 4.6 and 4.7 compare the minimum and maximum Q values of the four can-

didate row layouts discussed in section 4.6. While this is a useful starting point in

determining the optimum DCO array implementation, additional parameters such as

tuning range, tuning range margin, loss, required current and array size must also be

considered. A MATLAB® model was created to determine these parameter values

across the DCO tuning array - see Appendix C for model code. The model starts

with the basic equation for LC-tank resonator frequency, f0, (4.9). This was used to

determine the oscillator frequency that corresponds to each varactor array setting, C.

L is the required inductor value.

f0 =
1

2π
√
LC

(4.9)

In this initial model only type I rows were considered. A vector of all array

capacitance values, Cvar, was created using (4.10). Here the capacitance of the tuning

array was determined by programming the Con/Coff state of every vaaractor element.

Cvar = m (Cpara + n× Coff ) + k × Con (1− Coff/Con) (4.10)

where m is the number of type I rows, n is the number of varactor elements in

each row and k is the number of on-state varactor elements and increments from

k = 1, 2 . . . (m× n+ 1).

The parasitic capacitance of the pll dco gm block, Cgm, the pll divider block,
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Cdiv, the selected row layout, Cpar, as well as Con and Coff were determined us-

ing large signal PSS simulation. This simulation was carried out at both the

Slow NMOS/Slow PMOS (SS) process corner at low voltage and high temperature

to create worst case PVT results and at the Fast NMOS/Fast PMOS (FF) process

corner at high voltage and low temperature to create best case PVT results. The

extracted layouts were done at the rcworst CCworst and rcbest CCbest corners. Ta-

ble 4.8 lists the resulting slow-worst and fast-best case capacitance values that were

used to quantify the full range of operation of the DCO.

Table 4.8: Large Signal Simulation Capacitance Results for Slow/Fast PVT and
Layout Extraction rcworst CCworst/rcbesst CCbest

Circuit Slow - Worst Fast - Best

Element Capacitance (fF) Capacitance (fF)

Con 1.144 0.877

Coff 0.26385 0.2124

Cpara 5.743 5.569

Cdiv 21.51 12.86

Cgm 120.1 91.5

At vector of total capacitance, C, for each array setting was created using (4.11).

C = Cvar + Cgm + Cdiv (4.11)

Using the Q values for the associated corners (e.g., Table 4.6), a row vector of

series resistance elements, RS C , associated with each varactor was created (4.12).

RS C =
1

(ωQC)
(4.12)

Each value of RS C was used to create a corresponding parallel resistance row

vector, RP C , from (4.13).

RP C =
CF(

(ωC)2 ×RS C

) (4.13)

where correction factor CF = (28× 109/f0) was used to ensure that the resistance



CHAPTER 4. THE DCO 73

was calculated at the selected array frequency, f0.

A vector of RP C values was created for each element of the varactor array and

using (4.14) to determine parallel resistance of the inductor, RP L, assuming an in-

ductor Q = 15, a vector of total parallel resistance values, RP total, was calculated

(4.15).

RP L = ωLQ (4.14)

RP total = (RP C ‖ RP L) (4.15)

The Q of every array state was then calculated (4.16).

Qarray = 2π
(
28× 109 ×RP C × Cvar

)
(4.16)

The required oscillator current, Ireq, across array settings was calculated using

(4.17), assuming an amplitude, e.g., Vm = 500 mV .

Ireq =
(Vm × π)

RP total

(4.17)

Conversely, Vm can be computed for a specific oscillator current, Ireq, across array

settings using (4.18).

Vm =
(Ireq ×RP total)

π
(4.18)

Tables 4.9, 4.10, 4.11 and 4.12 summarize the results generated by the MATLAB®

model, row evaluation.m, included in Appendix C. Each table row lists the worst case

results of model runs using the selected number of tuning array rows.

The selection of the final row layout was based on the assumption that a minimum

frequency range or margin of ± 500 MHz around the 28 GHz centre frequency was

required. That is, the tuning array had enough range that the slowest - worst case

corner and fastest - best case corner could both select the centre frequency of 28 GHz

with at least 500 MHz to spare. This was achieved by selecting the inductance to

have approximately equal margin around 28 GHz for both corners. The Array setting

column of the tables shows the required setting for a centre frequency of approximately
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Table 4.9: Tuning Range and Loss at 28.0 GHz - Layout A (Slow - rcworst CCworst)

Number Inductor Margin Rp C Rp Cvar Ibias Array

of Rows (pH) (± MHz) (Ω) (Ω) (pF ) (mA)
Q

Setting

18 98.5 350 424.1 161.16 0.3280 9.7 24.5 103/145

20 92.0 400 388.9 149.47 0.3513 10.5 24.0 112/161

22 86.5 450 363.9 140.27 0.3732 11.2 23.9 119/177

24 81.5 500 337.8 131.41 0.3965 12.0 23.9 128/193

26 76.6 600 309.0 122.20 0.4218 12.9 22.9 140/209

Table 4.10: Tuning Range and Loss at 28.0 GHz - Layout B (Slow - rcworst CC-
worst)

Number Inductor Margin Rp C Rp Cvar Ibias Array

of Rows (pH) (± MHz) (Ω) (Ω) (pF ) (mA)
Q

Setting

18 103.0 400 368.1 156.35 0.3136 10.0 20.3 104/145

20 96.7 450 342.7 146.26 0.3339 10.7 20.1 111/161

22 91.0 500 318.3 136.88 0.3548 11.5 19.9 119/177

24 86.0 550 297.4 128.73 0.3758 12.2 19.7 127/193

26 81.5 600 280.3 121.70 0.3961 12.9 19.5 134/209

Table 4.11: Tuning Range and Loss at 28.0 GHz - Layout C (Slow - rcworst CC-
worst)

Number Inductor Margin Rp C Rp Cvar Ibias Array

of Rows (pH) (± MHz) (Ω) (Ω) (pF ) (mA)
Q

Setting

18 105.7 420 375.5 160.05 0.3054 9.8 20.2 102/145

20 99.2 500 346.7 149.16 0.3256 10.5 19.9 110/161

22 93.6 550 324.2 140.20 0.3452 11.2 19.7 117/177

24 88.4 600 302.3 131.67 0.3654 11.9 19.4 125/193

26 83.9 650 285.0 124.60 0.3849 12.6 19.3 132/209
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28 GHz, using typical parameters, w.r.t. the maximum array setting.

Table 4.12: Tuning Range and Loss at 28.0 GHz - Layout D (Slow - rcworst CC-
worst)

Number Inductor Margin Rp C Rp Cvar Ibias Array

of Rows (pH) (± MHz) (Ω) (Ω) (pF ) (mA)
Q

Setting

18 112.1 500 282.3 144.44 0.2884 10.9 14.3 106/145

20 105.5 570 261.2 134.78 0.3064 11.7 14.1 114/161

22 99.6 630 243.0 126.28 0.3245 12.4 13.9 122/177

24 94.4 700 227.4 118.88 0.3425 13.2 13.7 130/193

26 89.8 750 214.8 112.67 0.3598 13.9 13.6 137/209

Table 4.12 shows that Layout D has the worst loss or lowest Q and uses the largest

inductors. Layout A, Table 4.9, has the best loss or highest Q and uses the smallest

inductors. However, Layout A requires 24 rows and Layout B, Table 4.10, requires

22 rows to meet the ± 500 MHz tuning requirement. Therefore, layout C, Table 4.11,

was selected for the design as it requires only 20 rows and has a Q similar to Layout B.

Also its current requirement is less than Layouts B or D and is similar to Layout A.

Examples of the plots used here are presented in Appendix C. It should be noted

that the Q values listed in Tables 4.9, 4.10, 4.11 and 4.12 include the total row layout

losses for the number of rows included in each model, plus the losses for the nominal

varactor array setting. Losses in the metal interconnect between the varactor array

and the inductor were not included as they were small enough to be ignored. That is,

Rlumped ≈ 55.2 mΩ, < 2 % of the series resistance of the inductor, see Appendix D.

Furthermore, this metal interconnect added 10.24 pH or approximately 2 % of the

total LC-tank inductance, which resulted in ± 1 % resonant frequency variation in the

14-GHz implementation. Therefore, this self-inductance was ignored. Reference [47]

states that parasitic inductance is generally not relevant below 20 GHz.

The 20 type I row design was modified to include two type II and two type III

rows, working in concert, to implement fine tuning. Several row combinations were

tested until the best compromise of 18 type I rows, two type II rows and two type

III rows was selected. This selection was carried out using the MATLAB® model
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DCO tuning range evaluation.m, included in Appendix C, which plots the DCO out-

put frequency against tuning array S values. The model includes all row types, plots

multiple corners and also plots extracted circuit simulation results for comparison

with the model results.

At this point the number of control codes can be determined. Eighteen type I rows

of eight varactors each gives a partial product of 144. The type II/III varctors further

resolve these 144 codes to 144 x 11 = 1728 codes. Assuming only 11 type II/III codes

are used, the all varactors on state includes an additional 11 codes at the end of the

array to make 1728 + 11 = 1739. Including the all-off code zero, the DCO tuning

array has 1740 separate codes - 0 to 1739.

The large signal simulated capacitance values for Con, Coff , Cpara and Cgm were

updated for the typical and extreme corners as listed in Table 4.13. The inductance

value was tuned to 99.22 pH.

Table 4.13: Large Signal Capacitance for Worst, Typical and Best Corners

Circuit Slow - Worst Typical Fast - Best

Element Capacitance (fF) Capacitance (fF) Capacitance (fF)

Con 1.027 0.893 0.750

Coff 0.266 0.257 0.231

Cpara 5.955 5.554 5.288

Cdiv 16.09 15.93 15.6

Cgm 111.4 107.8 101.6

Figure 4.13 illustrates the model results for three corners generated by the model,

i.e., High Freq cbest ccbest, Typical and Low Freq cworst ccworst, as well as two

corners from circuit simulation, i.e., Sim High Freq cbest ccbest and Sim Low Freq

cworst ccworst. It should be noted that while a separate frequency calculation was

carried out and plotted for all 1740 values of S in a very short period of time, only six

frequency values were evaluated from circuit simulations, which took much longer. A

28 GHz reference datum was included to improve readability. The tuning margin of

940 MHz at S = 0 and 660 MHz at S = 1720 demonstrate that the requirement of at

least ± 500 MHz has been met by the worst and best case corners.
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28.94 GHz 27.34 GHz

Figure 4.13: DCO Tuning from Model and Simulation - 28 GHz

It should be noted that although these tuning curves show a small reduction

in frequency step at higher values of S, lower values of frequency, the varactor ele-

ments demonstrate a relatively linear response over frequency. The switching between

coarse and fine tuning array elements that will occur on every 12th step of S does not

show significant mismatch or non-monotonicity. However, it was suspected, as little

time was available to investigate this condition, that element mismatch may be more

prominent in the fabricated circuit or if a Monte Carlo simulation were carried out.

The similarity between coincident modelled and simulation curves verifies the

usefulness of this model to test tuning array options and produce accurate results.

Figure 4.14 plots the percent error w.r.t the simulated results of the extreme corners

plotted in Figure 4.13. The maximum error is approximately ± 0.9 %.

The 14 GHz version of the DCO was designed using EM and circuit simulation

of a sample of frequency points across the tuning range of S. Figure 4.15 illustrates

the tuning range results at 14 GHz. These frequency tuning curves were generated

in two ways, which gave almost identical results. That is, the capacitance values

of Table 4.13 were used and the inductor was tuned to produce frequency tuning

curves with adequate margin. This resulted in an inductance value of L = 398 pH -

somewhat different than the circuit simulation result of 500 pH. The second approach

was to used L = 500 pH and tune the total capacitance to get the same curves. This

resulted in a total capacitance of 0.795C, where C is the total capacitance of the
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Figure 4.14: DCO Tuning Error - Model vs. Circuit Simulation Over Corners

LC-tank. This divergence between the circuit simulation and model results may be

due to the large signal capacitance values being determined at 28 GHz rather than

14 GHz. Additionally, as process model parameters were evolving during this design,

model updates may also have contributed to this difference.

14.45 GHz 13.53 GHz

Figure 4.15: DCO Tuning from Model and Simulation - 14 GHz

The combination of inductor quality factor, QL = 15, and worst case varactor

array quality factor, QC worst ≈ 20 from Table 4.11 using worst case extracted layout
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(i.e., using StarRCTM from Synopsys [57]), gave an estimate of worst case 28 GHz

DCO QDCO worst ≈ 8.6 (4.19). Simulation results for the 14 GHz DCO revealed a Q

= 10.

1

QDCO worst

=
1

QL

+
1

QC worst

=
1

15
+

1

20
=

1

8.6
(4.19)

As a final note on the 28 GHz oscillator, Cadence® PNOISE analysis was used

to determine that the typical flicker noise corner of the DCO occurs at a frequency

offset of approximately 1 MHz with a typical PN of -98 dBc/Hz. This simulation was

not recorded for the 14-GHz DCO.

4.9 DCO Implementation

A functional block diagram of the DCO, excluding the LC-tank inductor, is illustrated

in Figure 4.16. The differential LC-tank oscillates across the signals tank l and tank r

- see Appendix D for LC-tank interconnect resistance and inductance analysis. The

functional block at the top of the diagram marked, pll dco gm, is the oscillator core

described in section 4.7. Below this is a thermometer encoded frequency tuning

array of 22 rows each having eight varactor elements that can be either switched

on or off. The eight varactores of type I rows are each two fingers of six fins of

length = 36 nm, the eight varactors of type II rows are each a single finger of six fins

of length = 36 nm and the eight varactors of type III rows are each a single finger of

five fins of length = 36 nm. There are 18 type I rows numbered one to nine and 14

to 22, two type II rows (numbered 11 and 13) and two type III rows (numbered 10

and 12). The type II and type III rows are interleaved to work in pairs to produce a

∆-Capacitance for fine frequency resolution as detailed in section 4.4. These rows are

placed in the physical center of the array to reduce mismatch that could negatively

affect frequency step monotonicity.

The address field of each varactor of each row, labelled array data < range >,

is listed on the left-hand side of the array. Here we see that the addresses increase

from the physical centre of the array out towards both array ends. This was done to

balance mismatch in the array and minimize frequency step size change across the

programming range of the array.

In section 4.4 it was determined that the type II/III varactors produce frequency
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array_data     < 175:168 >                  row_22       Type I 
array_data     < 159:152 >                  row_21       Type I 
array_data     < 143:136 >                  row_20       Type I 
array_data     < 127:120 >                  row_19       Type I 
array_data     < 111:104 >                  row_18       Type I 
array_data     <   95:89   >                  row_17       Type I 
array_data     <   79:72   >                  row_16       Type I 
array_data     <   63:56   >                  row_15       Type I 
array_data     <   47:40   >                  row_14       Type I 
array_data     <   31:24   >                  row_13       Type II 
array_data     <   15:8     >                  row_12       Type III 
array_data     <   23:16   >                  row_11       Type II 
array_data     <     7:0     >                  row_10       Type III 
array_data     <   39:32   >                  row_9         Type I 
array_data     <   55:48   >                 row_8         Type I 
array_data     <   71:64   >                  row_7         Type I 
array_data     <   87:80   >                 row_6         Type I 
array_data     < 103:96  >                 row_5         Type I 
array_data     < 119:112 >                  row_4         Type I 
array_data     < 135:128 >                  row_3         Type I 
array_data     < 151:144 >                  row_2         Type I 
array_data     < 167:160 >                  row_1         Type I 

pll_dco_gm

pll_divider

tank_l tank_r

AHVDD

AVDD
div_en

VSS

fout1_t

CK4

CK4B

fout1_c
fout0_t

fout0_c

Figure 4.16: DCO Core Functional Block Diagram
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steps that are 1/12th the step size of the type I unit frequency step size. Armed with

this relationship, the equations of Table 4.14 were derived to determine the tuning

array Frequency Control Work (FCW), S. The range of S is determined from 18 type

I rows of eight varactors each, which results in 144 array unit frequency settings that

are each divided by 12 to yield 144 x 12 = 1728 frequency settings. Including the type

II/III array settings gives an additional 12 settings for a total of 1728 + 12 = 1740.

Therefore, S has 1740 unique frequency settings defined as S = {0, 1, 2, ... 1739}.

Table 4.14: Frequency Control Word (S) Derivation

Array Field Row Type Number of Bits Equation

array data < 175 : 32 > I 144 A = S DIV 12

array data < 31 : 16 > II 16 B = S MOD 12

array data < 15 : 0 > III 16 C = 12−B

The equations of Table 4.14 can be used to determine the varactor states re-

quired for a value of S. For example, if S = 655, then A = 655 DIV 12 = 54,

B = 655 MOD 12 = 7 and C = 12−7 = 5. Therefore, when S = 655 there will be 54

type I, seven type II and five type III varactors set to an on-state, all other varactores

will be off. These equations are used in section 4.8 to develop a MATLAB® model

of the DCO.

This frequency tuning array described above is divided into two sections, i.e., 144

unit varactors that determine the frequency tuning range and 12 fine tuning varactors

that establish the frequency resolution. The approach recommended by [6] has a

coarse frequency array for PVT-calibration, a medium frequency array for acquisition

and a fine frequency array for tracking after the PLL is locked. The tuning position

in the first two arrays is fixed and normalized as the PLL state machine progresses

from PVT to acquisition and then to tracking. This has the advantage of avoiding

matching problems between arrays.

The approach taken in this design was to make the array more compact by always

giving the PLL state machine access to the full range of tuning. The thinking was

that considering the fine resolution that could be achieved in the 7-nm process and by

placing the fine tuning rows in the physical centre of the array, the mismatch between

the two varactor sizes would be mitigated.
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The functional block at the bottom of the frequency tuning array, labelled

pll divider, is illustrated in Figure 4.17. This block has several functions. The Driver

block isolates the the LC-tank from the clock distribution circuits, self biasing in-

verter amplifiers convert the sine wave to a square wave and series inverts are used

to provide current gain to drive the Clock Source and /4 blocks that follow.

The /4 block divides the 14-GHz square wave output clock of the DCO by four

to produce a 3.5-GHz feedback clock for the Bang Bang PLL (i.e., differential signals

ck4 and ck4b). At his point reference is made only to the 14-GHz implementation of

the DCO for PAM-4 operation as the 28-GHz version had been abandon.

The Clock Source block has two functions. It distributes the 14-GHz DCO output

clock to two Low Voltage Differential Signal (LVDS) drivers and implements current

gain, through a chain of inverters, to ensure the LVDS drivers can be driven ade-

quately over all PVT and extraction corners. Two LVDS drivers were implemented

to distribute the clock across differential 100-Ω transmission lines to the five SERDES

transceivers - three on the left-hand transmission line and two on the right-hand trans-

mission line.

LVDS0
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fout0_t

fout0_c

rel_en
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VSS

clko_left_p

clko_left_n
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clk_right_p
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tank_l
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Figure 4.17: DCO Clock Buffer and Distribution Functional Block Diagram

Figure 4.18 shows the DCO varactor row control functional block diagram. The

two blocks at the diagram top illustrate that there is a Row FF block associated with

each array row. This block controls the on/off state of the eight varactors of each row
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through the bus clk < 7 : 0 >. The expanded view of the Row FF block shows that

D Flip-Flops are employed to latch the row state. The row clk signal is common to all

22 Row FF blocks so that the states of all the varactors are updated simultaneously.

The Row FF blocks are located on the left-hand side of the frequency tuning array.

All Flip-Flop outputs are buffered, using an inverter from the digital library, to ensure

that each varactor state change occurs promptly at the far side of each row across

PVT and extracted corners. This inverter drives the common drain/source varactor

node to AVDD (0.75 V) for Con and to AVSS (0 V) for Coff.

D

CLR
QN

D

CLR
QN

D

CLR
QN

AVDD

VSS

AVDD

VSS

AVDD

VSS

ctrl<7>

ctrl<1>

ctrl<0>

row_reset
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row_data<7:0>

AVDD AVDD

VSS VSS

tank_rtank_l
row_reset

row_data<7:0>
Row_FF Type  I, II, IIIrow_clk

ctrl<7:0>

Row_FF

Figure 4.18: DCO Varactor Row Control Functional Block Diagram

A binary-to-thermometer conversion circuit, not shown here, is used to interface

the 22 Row FF blocks to the BBPLL state machine. Additionally, care was taken to

place circuits on the right-hand side of the frequency tuning varactor array to provide

a degree of symmetry to the layout.
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4.10 Description of Frequency Tuning Array Rows

Figure 4.19 is a schematic diagram a type I row. The PMOS varactor gates are

connected to the LC-tank nodes tank l and tank r, and all bulk (i.e., substrate) con-

nections are common to AVDD. The varactor ctl < n > (i.e., shorted source to drain)

signals are common across four devices. That is, two varactors of length = 36 nm,

fins = 6 and fingers = 2 are connected in series across the LC-tank, resulting in two

times one half the capacitance of a single varactor. In Figure 4.19 each FinFET finger

is represented by a separate transistor element.
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ctrl<0>
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L=36.0n

6 x 1
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tank_rtank_l

Figure 4.19: DCO Type I Varactor Row

The total frequency tuning array capacitance associated with the type I rows

(Carray I) is calculated using (4.20), which is derived from Figure 4.19.

∑
array data [175 : 32]× (Con − Coff ) + 18× (Cpara + 8× Coff ) (4.20)

Here
∑

array data [175 : 32] is the A parameter of the FCW listed in Table 4.14,
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Con is the varactor on-state capacitance, Coff is the varactor off-state capacitance,

18 is the number of type I rows, Cpara is the parasitic capacitance of the row layout

and 8 is the number of varactor elements in each row.

Figure 4.20 is a schematic diagram a type II row. The PMOS varactor gates

are connected to the LC-tank nodes tank l and tank r and all bulk (i.e., substrate)

connections are common to AVDD. The varactor ctl < n > signals are connected to

the shorted source to drain signals that are common across two devices. That is, two

varactors of length = 36 nm, fins = 6 and fingers = 1 are connected in series across

the LC-tank, resulting in one half the capacitance of a single varactor. The grey

varactor indicates an element that is not populated in the circuit, but the position

does exit physically in the common row layout.
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Figure 4.20: DCO Type II Varactor Row

The total frequency tuning array capacitance associated with the type II rows

(Carray II) is calculated using (4.21), which is derived from Figure 4.20.



CHAPTER 4. THE DCO 86

∑
array data [31 : 16]× 1

2
× (Con − Coff ) + 2×

(
Cpara +

8

2
× Coff

)
(4.21)

Here
∑

array data [31 : 16] is the B parameter of the FCW listed in Table 4.14,

1/2 is required as the varactor capacitance is in series, Con is the varactor on-state

capacitance, Coff is the varactor off-state capacitance, 2 is the number of type II

rows, Cpara is the parasitic capacitance of the row layout and 8/2 is the number of

varactor elements in each row divided by two to account for the series connection.
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Figure 4.21: DCO Type III Varactor Row

Figure 4.21 is a schematic diagram a type III row. The PMOS varactor gates

are connected to the LC-tank nodes tank l and tank r and all bulk (i.e., substrate)

connections are common to AVDD. The varactor ctl < n > signals are connected to

the shorted source to drain signals that are common across two devices. That is, two

varactors of length = 36 nm, fins = 5 and fingers = 1 are connected in series across

the LC-tank, resulting in one half the capacitance of a single varactor. The grey

varactor indicates an element that is not populated in the circuit, but the position
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does exist physically in the common row layout.

The total frequency tuning array capacitance associated with the type III rows

(Carray III) is calculated using (4.22), which is derived from Figure 4.21.

∑
array data [15 : 0]× 1

2
× 5

6
× (Con − Coff ) + 2×

(
Cpara +

8

2
× 5

6
× Coff

)
(4.22)

Here
∑
array data [15 : 0] is the C parameter of the FCW listed in Table 4.14,

1/2 is required as the varactor capacitance is in series, 5/6 accounts for the reduced

capacitance of the five fin varactor element, Con is the varactor on-state capacitance,

Coff is the varactor off-state capacitance, 2 is the number of type II rows, Cpara is

the parasitic capacitance of the row layout, 8/2 is the number of varactor elements

in each row divided by two to account for the series connection and the final 5/6

accounts for the reduced capacitance of the five fin varactor element.

This architecture made it possible to create a common layout for the type I, type II

and type III rows as the varactor elements were similar. The row optimization for

loss and parasitic capacitance is discussed in section 4.6. Variations of (4.20), (4.21)

and (4.22) were used in the MATLAB® models discussed in section 4.8 and listed in

Appendix C to calculate the LC-tank capacitance.

4.11 28-GHz and 14-GHz Inductor Designs

The layout of the 28-GHz inductor is shown in Figure 4.22. The inductor centre

tap is located on the top part of the diagram, where it extends to connect to AVSS.

Progressing downwards from the centre tap the inductor splits into two paths, forming

the single turn, continuing to the bottom of the diagram where the two nodes, Tank L

and Tank R, connect to the oscillator core transistor drains. The inductor is formed

using two layers, AP (Al, thickness t = 2.4 µm) and M12 (Cu, thickness t = 0.72 µm)

of width w = 9.0 µm. The AP layer is the thickest metal and is normally used to

breakout signals to die bump pads. M12, top layer metal and next layer down from

the AP, is one of the thickest interconnect metal layers and runs underneath the AP

path to reduce DC and AC or High Frequency (HF) resistance. The area of the

inductor is isolated by a 137.4 µm x 137.4 µm keep out region.

An analysis of the spiral inductor of Figure 4.22 was carried out using calculated,
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Figure 4.22: DCO Inductor Layout for 28.0 GHz Operation

extracted and Electromagnetic Three-Dimensional (EM 3-D) simulation data gener-

ated with the PeakView EMDTM field solver software from Lorentz Solutions [58]. Ini-

tially, the inductance of the single turn spiral inductor was estimated using Wheeler’s

formula (4.23) [59].

L ≈ 9.4µ n2 a2

11d− 7a
(4.23)

where n = 1 is the number of windings, a = 62.8 µm is the average diameter and

d = 71.8 µm is the outer diameter to give an inductance estimate of L = 129 pH.

The inductance result from the field solver was L = 114.4 pH, which is reasonably

close to the original estimate.

The inductor series DC resistance was calculated to be 231.7 mΩ using the kit

Ω/2 parameter values for the AP and M12 layers in the parallel combination used to

create the winding. That is, the AP of 11 mΩ/2 in parallel with M12 of 22 mΩ/2

over a length of 31.6 squares. At frequencies of 28 GHz and 14 GHz the AC or HF

resistance must be considered, including skin effect and current crowding in a rect-

angular conductor cross-section. The skin depth, δ, of each conductor was calculated
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for both frequencies using (4.24).

δ =

√
1

πfµrµ0σ
(4.24)

where the permeability of a free space vacuum is µ0 = 4π × 10−7 H/m,

the relative permeability of Cu is µr = 0.999, the relative permeability of Al is

µr = 1.000, the conductivity of Cu is σ = 6.0 × 107 S/m and the conductivity of

Al is σ = 3.5 × 107 S/m. Table 4.15 lists the skin depth at frequency, the physical

size of the smallest dimension of the conducting path (t), the ratio of conductor

width to thickness (w/t), and the resulting current crowding factor (KC), from [60].

Values of KC were found from graphs developed by [61, 62] using the ratio of width

to thickness.

Table 4.15: Skin Depth Comparison and Current Crowding Factor

Frequency Layer δ t w/t KC

(width) (Material) (µm) (µm) (µm/µm)

28.0 GHz AP (Al) 0.508 2.4 3.75 1.3

(9.0 µm) M12 (Cu) 0.388 0.72 12.50 1.6

14.0 GHz AP (Al) 0.719 2.4 3.38 1.3

(8.1 µm) M12 (Cu) 0.549 0.72 11.25 1.6

Comparing δ to t from Table 4.15, it was determined that there is a significant

increase in HF resistance w.r.t. DC resistance in the AP conductor, much less increase

in M12 at 28 GHz and very little increase in M12 at 14 GHz. The ratio RHF/RDC

was found using (4.25) from [60] and the results are listed in Table 4.16.

RHF/RDC =
KC · w · t
2(w + t)δ

(4.25)

Comparing RDC and RHF from Table 4.16 shows that at 28 GHz the AP resistance

more than doubles, but the M12 resistance does not. At 14 GHz the AP resistance

is almost double and the M12 resistances are similar. This leads to the somewhat

counter-intuitive result that the series resistance of the AP and M12 paths at higher

frequency are similar. The total series resistance of the parallel AP and M12 paths
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Table 4.16: HF Resistance Including Skin Effect and Current Crowding

Frequency Layer RHF/RDC RDC RHF RS DC RS HF

(width) (Material) (Ω/Ω) (mΩ) (mΩ) (mΩ) (mΩ)

28.0 GHz AP (Al) 2.42 347.6 842.0

(9.0 µm) M12 (Cu) 1.37 695.2 954.4
231.7 447.4

14.0 GHz AP (Al) 1.67 386.0 646.1

(8.1 µm) M12 (Cu) 0.96 772.0 743.3
257.3 345.6

was calculated for both the DC (RS DC) and HF (RS HF ) resistances.

The 28 GHz RS DC and RS HF values presented in Table 4.16 are significantly lower

than the corresponding resistance values generated using 3-D EM simulation [58] and

listed in Table 4.17, i.e., RS DC = 344 mΩ and RS HF = 1026 mΩ. This difference

may be attributed to the fact that neither leakage nor proximity effect analysis was

included in these results.

Table 4.17: Inductor Field Solver Analysis at 28 GHz

Parameter Simulated Result

Inductance (L) 114.4 pH

Series DC Resistance (Rs DC) 344 mΩ

Series HF Resistance (Rs HF ) 1026 mΩ

Parallel HF Resistance (Rp HF ) 406 Ω

Calculated Inductor Q 20

The series parasitic resistance, Rs, of an inductor can be used to determine the

parallel equivalent resistance, Rp, by setting the series and parallel Q equations equal

to each other as in (4.26) to get (4.27).

Q =
ωL

Rs

=
Rp

ωL
and (4.26)

Rp =
(ωL)2

Rs

(4.27)
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Equations (4.26) and (4.27) were used to verify the HF resistance from simulation

and determine the approximate Q value of 20 from the simulated inductance and

series HF resistance. The HF resistance was used here as the DC resistance does not

include all the losses that are present at frequency and degrade the Q value.

Using StarRCTM from Synopsys [57], the DC resistance of the inductor was de-

termined over extracted corners and is listed in Table 4.18.

Table 4.18: Extracted DC Resistance by Corner

Extracted Corner DC Resistance (mΩ)

Typical 50◦C 237

Typical 125◦C 298

rcworst Ccworst 125◦C 331

rcbest Ccbest 125◦C 262

The first two rows of Table 4.18 show that the temperature coefficient is approx-

imately 0.3 %/◦C and thus can be ignored. In additional testing the DC resistance

varied by 43 % over the temperature range -20◦C to +125◦C, which is consistent with

the previous conclusion. The last two rows show a ±10 % variation over best to worst

case extracted corners. Therefore, these extremes need to be included in the overall

corner analysis of the DCO.

As discussed in section 4.2, the centre-frequency requirement of the DCO was

changed from 28 GHz to 14 GHz. The most direct way of implementing this change

was to increase the size of the inductor to L ≈ 500 pH from (4.23). This was

achieved by adding a second turn to the existing inductor and flipping the centre

tap connections to the bottom of the layout, using M11 (Cu). The layout of the

14 GHz inductor is shown in Figure 4.23. The centre tap splits into two paths to

ensure a symmetrical connection to AVSS underneath Tank L and Tank R, which

connect to the oscillator core transistor drains as describe previously. The inductor

was implemented using two layers, AP (Al) and M12 (Cu), of 8.1 µm width. Adding

at second turn to form the new inductor made it possible to keep its area small, while

having only a small impact on the inductor Q and maintaining the identical keep out

area used for the 28-GHz layout.
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Figure 4.23: DCO Inductor Layout for 14 GHz Operation

The initial physical size of the 14-GHz inductor was estimated to within 10 %

of the required inductance value using (4.23) and then fine-tuned using the 3-D EM

field solver EMX® [63], which had recently become available to the design team. A

Q of 15 was determined using the EMX® field solver. This minimal degradation in

Q from the 28-GHz design was attributed to the reduction in the skin-effect of the

AP conductor at 14 GHz compensating somewhat for the added resistance of the new

turn. The parameter values for the two-turn inductor are listed in Talbe 4.19.

The increase in Rp HF over the previous design will allow the oscillator current to

be reduced to develop the same Vm amplitude across the tank at resonance. However,

care must be taken to ensure that with a reduction in current the corresponding

reduction in negative resistance of the core transistors does not make oscillator start-

up marginal.

The tank L and tank R signals run from the spiral inductor, across the pll dco gm
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Table 4.19: Inductor Field Solver Analysis at 14 GHz

Parameter Simulated Result

Inductance (L) ≈ 500 pH

Series HF Resistance (Rs HF ) 2.932 Ω

Parallel HF Resistance (Rp HF ) 659.8 Ω

Inductor Q 15

gain block and frequency tuning array, and terminate in the pll divider block using

layer M12 conductors legs of width 9.0 µm for the 28.0-GHz implementation and

8.1 µm for the 14.0-GHz implementation. These conductors add parasitics to the

LC-tank that were quantified in Appendix D. The conclusion here was that these

inductive and resistive parasitics could be safely ignored.

4.12 Summary

In spite of its smaller area, the initially considered ring-oscillator DCO design was

dropped in favour of an LC-tank harmonic oscillator, motivated by the higher Q of the

latter design, expected to outperform the ring-oscillator by 20 dB [23]. Furthermore,

the options for reducing PN supported by the class-C LC-tank architecture with

PMOS core transistors made it an excellent choice for this first 7-nm FinFET design.

I-MOS varactors implemented with PMOS transistors were evaluated and selected as

most appropriate for the tuning array elements based on noise performance and binary

operation. A coarse/fine (i.e., single fin) tuning array combination was implemented

as matching between varactor elements of different sizes was considered feasible in

this geometry.

A synopses of the LC-tank harmonic oscillator noise sources was presented in

Appendix A, as well as the derivation of a closed form equation to determine the array

capacitance resolution required to tune a minimum frequency step in Apprndix B.

This equation was consistent with [6] and is accurate near the oscillator operating

frequency.

Conventional circuit simulation and co-simulation with EM field solvers is time

consuming and resource intensive when applied to a DCO with a large frequency
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control word range. Therefore, it was decided to create system models of the DCO,

using MATLAB®, that would run more quickly to accelerate the design process.

A significant amount of work was devoted to understanding the performance and

parasitics of each modelled circuit block of the DCO. Large signal analysis, analysis

of post layout interconnect parasitics and EM simulation was utilized over PVT and

extracted corners to ensure accuracy. The programmability and fast run time of these

models made simple work of designing a frequency tuning array with adequate margin,

as well as determining oscillator amplitude, tank loss, Q and current consumption

ranges. The fidelity (± 0.9 %) of this modelling was demonstrated by comparing

circuit simulated spot frequency results with those generated by the DCO models.

This DCO was designed to operate at 14 GHz with a nominal amplitude of 1.0 Vp

from a current source of approximately 10.0 mA across corners. It has a frequency

resolution of 2.0 MHz, a tuning range of approximately 2.0 GHz and a Q of approx-

imately 10. This Class-C design is proposed to yield better than 3.9 dB PN im-

provement over more elementary differential LC-tank oscillator implementations [5].

Further noise reduction through source degeneration is discussed in section 5.4.



Chapter 5

DCO Current Source

5.1 Introduction

The following list identifies the advancements made through the development of the

DCO current source.

1. Current source flicker noise reduction through resistive source degeneration, pre-

viously demonstrated for planar MOSFET devices [64–67], was demonstrated

here using FinFET devices. This refers to the degeneration of transistor gm,

which is gain for both input signal and input-referenced flicker noise voltage.

This noise limiting function extended to the core transistors of the Class-C

oscillator [5] as they formed a cascode circuit. Therefore, the current source

transistors also limited the noise that can be produced by the oscillator core

transistors.

2. Resistive source degeneration also reduced both flicker and thermal noise by

limiting the drain current. Although the source degenerating resistive element

contributed thermal noise to the circuit, this noise level was too low to be of

concern.

3. A closed-form solution (5.19) that quantifies this noise reduction behaviour was

derived and verified through simulation.

4. PMOS transistor degeneration combined with the use of long channel devices

reduced the current source flicker noise by approximately 7 dB in the 7-nm

FinFET implementation discussed in this work.

95
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In addition to the measures taken to minimize the flicker and thermal noise of

the DCO current source, this chapter discusses the Class-C oscillator current source

modularity, implementation, control and calibration. This begins with a description

of the current source design and its calibration. The objective of the calibration

function is to guarantee that sufficient current is supplied to the oscillator to ensure

is starts and operates over all PVT and extracted corners. Additionally, care must

be taken to not supply too much current to the circuit as this will push the core

transistors into breakdown.

5.2 Constant Current Source Implementation

Figure 5.1 is a block diagram of the DCO current source calibration circuit. The

objective here is to ensure that a consistent current level is supplied to the oscillator

in consideration of PVT variations. The current calibration algorithm is realized by a

State Machine that is initiated after power up and may also be run during oscillator

operation to compensate for die temperature changes.

AHVDD

Rext = 200 

dco_cs_en

VSS VSS

PAD

Vref
R

R

AHVDDAHDD

VSS ibias_gen

row_clk

row_reset

div_en

array_data<175:0>

ck4/4b

fout0_t/c

fout1_t/c

VSS

Class-C
PMOS

Oscillator

Degenerated
Selectable

PMOS
Current  Source

AHVDDAHDD

Binary to
Thermometer

Decoder

State
Machine

Clocked
Comparator

dco_cs_cntrl<8:0> dec_out<20:0>

dco_cs_cal
avdd_off

clock trigger_out

Figure 5.1: Oscillator Current Level Calibration Block Diagram

The Degenerated Selectable PMOS Current Source block output current level is
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controlled by the State Machine through a Binary to Thermometer Decoder block

that converts a nine bit binary bus to a 21-bit thermometer encoded bus. During cal-

ibration the output current is fed to the Clocked Comparator block, as well as a chip

PAD that is terminated with an off-chip precision resistor. When signal dco cs cal is

enabled and signal dco ca en is disabled, this block compares the voltage developed

across the external resistor with an internally developed reference voltage. The value

of the external resistor mimics the DCO tank parallel equivalent resistance at reso-

nance. As the current source voltage exceeds the reference voltage, the trigger out

signal becomes active to indicate to the State Machine that the correct current set-

ting has been found. At this point the dco cs cal signal is disabled and the dco ca en

signal is enabled to switch the output current from the calibration loop to the Class-C

PMOS Oscillator ibias gen input.

Figure 5.2 illustrates the parallel current sources of the Degenerated Selectable

PMOS Current Source block of Figure 5.1. The large FinFETs, m22 and m23 (i.e.,

20 Fins x 40 Fingers, with m = 2 and L = 86 nm), are switches that direct current

to either the calibration loop or to the −gm transistor sources of the DCO. FinFETs

m1 - m21 are configured as degenerated constant current sources that sum at the

current sum node. In an effort to reduce flicker noise and increase source resistance

all these devices have L = 160 nm. The least significant or smallest current source

path is m21 (4 Fin x 4 Finger, with m = 1), which supplies 205 µA. The next four

current sources, m17 - m20 (4 Fin x 8 Fingers, with m = 1), each deliver 410 µA,

twice that of m21. There are 16 of the largest current sources, m1 - m16 (4 Fin x 8

Fingers with m = 4), each supplying 1.64 mA, eight times m21 and four times each

m17 - m20 path. It should be noted that this current source was over designed in

order to compensate for unforeseen issues with this new process.

These devices are connected to the 1.5 V AHVDD supply through source de-

generating resistors to limit the gm and thus, the flicker noise. This is discussed

in the section 5.4. This higher than core supply voltage was used to ensure that

m1 - m21 would remain in saturation. Therefore, voltage conversion circuits (i.e.,

AVDD = 0.75 V to AHVDD = 1.5 V ) were added to the 21 enable lines that

determine the output current value. Additionally, care was taken to ensure that no

transistor breakdown voltage (i.e., Vds = Vgs = Vgd < 1.1 V) was exceeded over

PVT and extracted corners.

The theory behind using source degeneration to reduce flicker noise in FinFET
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Figure 5.2: Degenerated Selectable PMOS Current Source Implementation

current source transistors is twofold. First, by degenerating the gm of the current

source transistor, the noise gain of the transistor is also reduced. Second, the current

source transistor and the -gm transistors of the DCO core are stacked to form a cas-

code circuit. Therefore, the noise current of the circuit is limited by the degenerated

transistor and the noise produced by the core devices will be significantly attenuated.

This is demonstrated through theoretical analysis and simulation in section 5.4.

5.3 Thermal and Flicker Noise in FinFET Devices

The physics of noise in FinFET devices is similar to the physics of noise in planar

MOSFET devices. Thus the BSIM4 compact model expressions [68] developed for

planar MOSFETs have been adopted, with some modifications (e.g., mobility param-

eter values), for FinFETs [69]. Sources of noise that may prove to be significant in

applications of 7-nm FinFET devices are as follows:

1. Channel Noise - this thermal noise (also Johnston or Nyquist noise) is a function

of temperature and conductance (resistance) of the channel, caused by electrons

and holes moving randomly at their terminal velocity [69]. It is quantified as a

noise current by equation (5.1) and illustrated in Figure 5.3.

I2nch = 4kTγgm (5.1)



CHAPTER 5. DCO CURRENT SOURCE 99

where k is the Boltzmann constant (i.e., 1.38064852×10−23 JK−1), T is absolute

temperature in ◦K, γ is a transistor coefficient (i.e., short channel devices γ =

1.0), gm is the transconductance of the transistor in A/V .

ac
gnd

VDD

I2
n = 4kT gm+_ dc

bias

V
2
n = (4kT gm)r2o

ID

M1

Figure 5.3: Channel Noise Circuit

This noise may also be presented as a squared noise voltage by multiplying I2n by

the intrinsic resistance squared, r2o. It should be noted that r2o is a product of the

transistor characteristics and does not represent a physical element. Therefore,

while a noise voltage may be expressed across it, it does not produce any intrinsic

noise. FinFET devices tend to have a lower output conductance when compared

to planar devices of similar geometry. Therefore, FinFET r2o values and the

resulting voltage gains tend to be larger [70].

2. Gate Resistance - is thermal noise due to the sheet resistance and geometry of

the channel material.

3. Source and Drain Interconnect Resistance Noise - is not normally considered

for larger geometry transistors. However, at more aggressive geometries the

thermal noise components of V 2
nRD and V 2

nRS, incurred in device interconnect,

may become more significant - see Fig 5.4.

These parasitic components are external to the intrinsic transistor device and

may be lumped together with external drain and source resistances. Therefore,

in addition to being random noise sources, they are also parasitic to the analogue
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Figure 5.4: Source and Drain Interconnect Noise Circuit

signal gain. Carrying this point further, RS will degenerate the transconduc-

tance, gm, which in turn reduces the signal and noise conversion from the gate

to the channel [14, 70]. Therefore, in some circumstances this RS may reduce

effective circuit noise. A noise or signal voltage at the intrinsic transistor drain

will see a voltage divider across the parasitic and any intentional external drain

resistance. Generally, this combination exists in parallel with r2o, which will

further modify the output noise.

4. Gate Interconnect Resistance Noise - is thermal noise caused by the gate re-

sistance and is commonly described as an input-referred noise voltage shown

in Figure 5.5. In order to achieve a desired current output, a multi-element

transistor, with accompanying parasitic gate interconnect resistances, will of-

ten be necessary. When the transistor elements are structured uniformly it

is possible to model the device as a single element consisting of RGtot with

thermal noise V 2
nGtot. If the number of transistor elements is n, n ≥ 32 and

RG1 = RG2 = · · ·RGn = RG/n, it can be shown that the total distributed gate

resistance is RGtot = RG/3 [71].

As with flicker noise, a noise power, V 2
n , at the transistor gate will generate

a noise power, I2n, in the transistor channel through the square of the tran-

sistor transconductance, g2m, assuming that gm1 = gm2 = · · · = gmn = gm/n.

Therefore, the following equation for channel noise due to gate resistance was

developed (5.2).
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Figure 5.5: Gate Interconnect Noise Circuit

I2nG = (4kTRGtot/3)g
2
m (5.2)

As with the channel noise shown in Figure 5.3, gate thermal noise may also be

referenced to the transistor output using equation (5.3) below.

V 2
nG = (4kTRGtot/3)(gmro)

2 (5.3)

Normally, with planar transistors of larger geometries this RGtot was small rel-

ative to the channel resistance, 1/gm, and could be ignored. However, the

fine interconnect pitch used in aggressive geometries like 7 nm results in an

RGtot of the same order as 1/gm and thus cannot be ignored [72]. In [73] it was

demonstrated that this parasitic significantly increased the output delay of Ring

Oscillators, thus reducing their operating frequency. Additionally, FinFET de-

sign must also be considered as gate resistance increases with the number of

fins and decreases as the number of fingers increases.

This gate resistance must also be considered when FinFET transistors are used

as varactors. That is, the varactor Q will be affected by not only channel losses,

but also gate losses. This is discussed in section 4.6.

Although gate resistance noise was not characterized separately during the de-

sign of this current source, this noise should be considered for future optimiza-

tion. That is, the modularity of the current source implementation may be

traded-off against possible lower thermal noise.

5. Flicker Noise - is also referred to as 1/f or pink noise, and is characterized as

low frequency random noise that diminishes in amplitude as noise frequency
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increases. It is explained by two classical theories or physical models - the

McWorther model and the Hooge model. In the McWarther model noise is

created by carrier number fluctuation in the channel caused by trapping and

releasing of surface current carriers at the interface between the gate oxide

(SiO2) and silicon substrate (Si). In contrast, Hooge proposes that this noise

is caused by bulk mobility fluctuations due to carrier scattering, which in turn

modulates the drain current [69, 74].

The simplified equation (5.4) models flicker noise as a voltage in series with the

gate and is valid when the transistor is operating in saturation, see Figure 5.6.

V 2
n1/f =

K

WLCoxf
(5.4)

Here V 2
n1/f is the flicker noise voltage squared,K is a process-dependent constant

with units of V 2F , W is gate width, L is gate length, Cox is gate capacitance

per unit area and f is noise frequency in Hz.

VDD

I2
n1/f = (V2

n1/f)(gm)2

ID

M1V
2
n1/f

*

Figure 5.6: Flicker (1/f) Noise Circuit

The input referred noise voltage, V 2
n1/f , may be transformed into a flicker noise

current, I2n1/f , in parallel with the drain current, ID, by multiplying it by the

square of the transistor transconductance, gm, as shown in Figure 5.6. This

expands into equation (5.5) shown below.

I2n1/f =
K

WLCoxf
(gm)2 (5.5)
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A unified model that accounts for both McWorther and Hooge processes is

included in BSIM4, which is the compact model (i.e., library of process specific

component parameters) widely used in SPICE-based simulators like Cadence®

Spectre [68]. In BSIM4 either a simplified model, based on McWorther (5.6) and

useful for hand calculations, or the unified model, enhanced to be continuous

over all bias regions, can be selected. The unified model is discussed in [69].

Sid(f) =
KF · IAFds

Coxe · L2
eff · fEF

(5.6)

In equation (5.6) KF is the flicker noise coefficient, Ids is the drain current,

AF is the flicker noise exponent (normally equal to 1.0), Coxe is effective gate

capacitance per unit area, Leff is effective gate length, f is noise frequency

and EF is the flicker noise frequency exponent (normally equal to 1.0) [68].

Sid(f) is the noise power spectral density, which is the noise current through

1 Ω integrated over a frequency step of ∆f = 1 Hz. That is, considering only

flicker noise current Sid(f) = I2
n1/f · (1 Ω)/(1 Hz).

In the physical sense, flicker noise can be described as a measure of the quality

or homogeneity of the conducting material. Also, the larger the volume of

conducting material (i.e., the channel) the lower the flicker noise. Considering

equation (5.4), the larger the device area (WL - Width x Length), the lower

the flicker noise [75]. Furthermore, flicker noise levels are similar for planar

and FinFET transistors with similar gate stacks [14, 70]. Additionally, [74]

reports that the flicker noise can be almost 10 times worse for thin gate core

devices than for similar thick gate IO devices of the same technology node.

This seems to contradict equation (5.4) since Cox = εox/tox indicates that as

tox decreases flicker noise should also decrease. However, in this case as tox

decreases the volume defect density near the surface of the channel increases

by approximately 10 times. This implies an almost linear relationship between

volume defect density and flicker noise.

It is generally accepted that PMOS transistors produce approximately 1/10th

the flicker noise of NMOS transistors, all else being equal. The reason for this

difference is explained by a number of theories. First, an n+ polysilicon gate

layer is used with both types of transistors resulting in an NMOS surface channel

and a PMOS buried channel. Second, the differences in tunnelling coefficients
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due to effective masses and barrier heights of holes and electrons [76]. The

discussion of these theories is beyond the scope of this thesis and at the time of

this DCO design the magnitude of the 7-nm FinFET flicker noise was unknown.

Therefore, PMOS transistors were chosen for the DCO currents source and -gm

pair based on the assumption that flicker noise would be a significant problem.

Shot noise caused by gate leakage through the drain to source inverse diodes

(modeled in BSIM4) [69, 75], burst (Popcorn) noise and bulk recombination noise

caused by coupling channel noise onto the gate are not significant in this 7-nm process;

therefore, were not considered.

5.4 Noise Reduction from Source Degeneration

Using the classical equation, gm =
√

2µCox(W/L)Ids [77], for a transistor in satura-

tion, we can show an equivalence between equations (5.5) and (5.6). That is, solving

for Ids we get the following:

Ids =
gm2L

2µCoxW
(5.7)

substituting Ids into equation (5.6) we get:

Sid(f) =

(
KF

Cox · L2 · f 1

)(
gm2L

2µCoxW

)
(5.8)

Sid(f) =
KF · gm2

2µC2
ox · LW · f

(5.9)

If we make K ≈ KF/2µCox, then:

Sid(f) ≈ K · gm2

Cox · LW · f
(5.10)

It should be noted that the constant KF , used in equation (5.9), differs in value and

units from the constant K used in equation (5.10).

References [14, 70, 74] advocate that flicker noise level becomes a significant chal-

lenge when designing analogue circuits with aggressive geometry transistors such as

7-nm FinFETs. This is critical as the Class-C oscillator will up-convert 1/f transis-

tor flicker noise to 1/f 3 flicker noise that degrades oscillator phase noise performance

close to the frequency of oscillation.
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Over and above the selection of PMOS FinFET devices for current sources, tran-

sistor source degeneration was employed to reduce flicker noise production. The

cascode transistor circuit of Figure 5.7 and the classical equation (5.11) for source

degeneration were used to arrive at a reduced transistor transconductance, gm
′
, [14].

gm
′
=

gm

1 +RS · gm
(5.11)

With RS = 1/gm, (5.11) becomes (5.12).

gm
′
=
gm

2
(5.12)

and

(gm
′
)2 =

gm2

4
(5.13)

Substituting equation (5.13) into (5.10) and taking 10 · log10 of both sides yields

(5.14).

10 · log10 (Sid(f)) ≈ 10 · log10

(
K · gm2

Cox · LW · f
· 1

4

)
(5.14)

or stated another way (5.15).

10 · log10 (Sid(f)) ≈ 10 · log10

(
K · gm2

Cox · LW · f

)
− 6 dB (5.15)

Therefore, by inserting a source degeneration resistor equal to the inverse of the

transistor transconductance and maintaining the transistors in saturation, the total

noise can be reduced by 6 dB.

Unfortunately, due to logistical issues it was not possible to simulate flicker noise

reduction through source degeneration using 7-nm FinFET technology. In lieu of

this, simulations were carried out using planar 65-nm technology to demonstrate the

concept.

The circuit of Figure 5.7 was used to test channel and flicker noise reduction.

Rs is the source degeneration resistor and M Source represents the PMOS current

source transistor. M Cascode represents the −gm transistor of the DCO and Rp is the

LC-tank parallel resistance at resonance. Both transistors were biased in saturation.

Initially, two noise analyses were carried out: one with Rs = 0 Ω, and one with
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vdc = 1.2 V

Id = 204 A

M_Cascode

Rs = 420 

M_Source

+_

Rp = 250 

vdc = 600 mV+_

vdc = 300 mV+_

Figure 5.7: Channel Noise Degeneration Test Circuit

Rs = 420 Ω.

Figure 5.8 shows the total noise power spectral density at the drain of M Cascode.

It should be noted that the thermal noise of Rs, although not significant, was turned

on, and the thermal noise of Rp was turned off for this experiment. Also, this noise

was identical to the total noise at the drain of M Source as the noise contributed by

M Cascode was approximately 20 dB below that of M Source. These results showed

both a significant improvement in the flicker noise 10 dB/decade slope, as well as the

thermal noise above the flicker noise corner, ≈ 2 MHz.

The predicted noise improvement was 6 dB as RS = 420 Ω for the degener-

ated M Source transistor, equal to 1/gm of the non-degenerated M Source transistor.

Table 5.1 lists the total noise improvement for the degenerated case at spot frequen-

cies from 10 kHz to 100 MHz, including the approximate noise corner frequency.

Table 5.1: Current Source Degeneration Results for RS = 420 Ω

Frequency (MHz) 0.001 0.01 0.1 1.0 2.0 10 100 1000

Δ Noise (dB) 9.5 9.4 9.4 8.6 8.1 7.0 6.6 6.6

The most conspicuous conclusion drawn from Table 5.1 was that for frequencies

below the flicker noise corner the noise improvement was approximately 9 dB as
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Figure 5.8: M Source 1/f and Thermal Phase Noise Before and After Degeneration

opposed to the predicted 6 dB. Additionally, the flicker noise descends below the

channel thermal noise and gradually became insignificant as frequency increased above

the flicker noise corner. We can see from equation (5.1) that source degeneration

improves the channel thermal noise by 3 dB as it was proportional to gm
′
rather than

(gm
′
)2. Therefore, it was fair to conclude that the simulated power spectral densities

of both flicker and thermal noise were improved by 3 dB more than expected.

Although gm was affected by drain current, gm does not fully account for the effect

of drain current on the total noise of the MOSFET. In fact, from equation (5.6) we

saw that the flicker noise power spectral density was proportion to Ids. Additionally,

by substituting gm = 2Ids/Veff [77] into equation (5.1) we saw that the noise power

spectral density due to thermal noise was also proportional to Ids, see equation (5.16)

below.

Sid = 4kTγ

(
2Ids
Veff

)
(5.16)

where Veff = Vgs − Vth.
Therefore, over and above the noise reduction due to RS degenerating gm, there
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was additional noise reduction due to reduced Ids. This was verified by first expanding

the previous experiment to include incremental values of RS and then calculating the

noise reduction associated with the corresponding values of Ids. The results of these

simulations were illustrated by Figure 5.9. Here, as RS increased, the noise decreased.

Also, the noise reduction decreased as the value of RS approached 1/gm. This should

be considered when trading off noise reduction versus the required supply current

level.
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Figure 5.9: Total M Source Noise for Incremental Values of RS

Table 5.2 showed the reduction in Ids as the value of RS was increased. Here, Ids

with RS = 420 Ω was approximately one half the value it was when RS = 0 Ω, which

yielded the missing 3-dB noise reduction previously discussed.

Equation (5.15), which accounted for flicker noise, was rewritten (5.17) to include

noise reduction due to the reduction in Ids.
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Table 5.2: Noise Reduction due to Reduced Ids for Values of RS

RS (Ω) 0 105 210 315 420

Ids (µA) 403.3 318.8 266.5 230.5 204.0

Ids/Io 1.000 0.790 0.661 0.572 0.506

10 · log10 (Ids/Io) (dB) 0 -1.03 -1.80 -2.43 -2.96

Sid(f) ≈ 10 · log10

(
K · gm2

Cox · LW · f

)
R2
O + 20 · log10

(
1

1 +RS · gm

)
+ 10 · log10

(
Ids
Idso

)
(5.17)

where Idso is the drain current and gm is the MOSFET transconductance when

RS = 0 Ω, Ids is the drain current when RS > 0 Ω, and RO is the load impedance

seen by Ids.

Similarly, an equation for thermal noise including source degeneration was written

(5.18).

Sid (dB) ≈ 10·log10 (4kTγgm)R2
O+10·log10

(
1

1 +RS · gm

)
+10·log10

(
Ids
Idso

)
(5.18)

Equations (5.17) and (5.18) were combined to produce equation (5.19).

Sid(f) (dB) ≈ 10 · log10

{(
NFV

(1 +RS · gm)2
+

NTV

(1 +RS · gm)

)(
Ids
Idso

)}
(5.19)

where NFV is the linear form of the first flicker noise voltage term in equation

(5.17) and NTV is the linear form of the first thermal noise voltage term in equation

(5.18).

Table 5.3 shows that the calculated noise reduction due to source degeneration in

the 1/f noise and thermal noise regions.

Table 5.4 lists the calculated noise reduction due to source degeneration and cur-

rent reduction present in both the flicker noise and thermal noise regions. These

results show that including the noise reduction due to drain current reduction in
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Table 5.3: Noise Reduction Factors due to Degeneration for Values of RS

RS (Ω) 0 105 210 315 420

Flicker: 20 · log10 [1/(1 +RS · gm)] (dB) 0 -1.93 -3.51 -4.85 -6.01

Thermal: 10 · log10 [1/(1 +RS · gm)] (dB) 0 -0.966 -1.76 -2.42 -3.00

these calculations yields consistence results over source degeneration resistance and

frequency.

Table 5.4: Calculated Flicker and Thermal Noise Reduction for Values of RS

RS (Ω) 0 105 210 315 420

Flicker Region Noise Reduction (dB) 0 -2.95 -5.31 -7.28 -8.97

Thermal Region Noise Reduction (dB) 0 -1.99 -3.56 -4.85 -5.96

Table 5.5 compares the simulated noise reduction over frequency to the calculated

noise reduction including both source degeneration of the transconductance and the

corresponding reduction in drain current.

The Table 5.5 error values (i.e., simulation value - calculated value) range from

0.30 dB to 0.64 dB, with calculated always less than simulated. This difference was

attributed to the use of the simplified model (5.6) for hand calculation as opposed to

the more comprehensive unified model used in simulation. This error was relatively

consistent across frequency and increased slightly with source resistance value.

5.5 Summary

This chapter described the Class-C DCO constant current source modularity, opera-

tion and calibration to compensate for PVT and extracted circuit variations. Current

source flicker noise reduction through resistive source degeneration, previously demon-

strated for planar MOSFET devices [64–67], was demonstrated through theoretical

analysis and simulation. This degeneration had two additional effects: first, thermal

noise was also reduced by approximately one half that of flicker noise and second,
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Table 5.5: Total Noise Reduction - Simulated vs. Calculated

Frequency (MHz) 0.001 0.01 0.1 1.0 2.0 10 100 1000

(RS = ∆N Sim (dB) 3.40 3.30 3.30 3.10 2.96 2.50 2.40 2.40

105 Ω) ∆N Cal (dB) 2.95 2.95 2.93 2.71 2.55 2.17 2.10 1.99

Error (dB) 0.45 0.35 0.37 0.39 0.41 0.33 0.30 0.41

(RS = ∆N Sim (dB) 5.80 5.80 5.80 5.40 5.11 4.40 4.10 4.10

210 Ω) ∆N Cal (dB) 5.31 5.31 5.26 4.84 4.55 3.87 3.59 3.56

Error (dB) 0.49 0.49 0.54 0.56 0.56 0.53 0.51 0.54

(RS = ∆N Sim (dB) 7.80 7.80 7.70 7.20 6.77 5.80 5.50 5.50

315 Ω) ∆N Cal (dB) 7.28 7.27 7.20 6.58 6.18 5.26 4.89 4.86

Error (dB) 0.52 0.53 0.50 0.62 0.59 0.54 0.61 0.64

(RS = ∆N Sim (dB) 9.50 9.40 9.40 8.60 8.12 7.00 6.60 6.60

420 Ω) ∆N Cal (dB) 8.97 8.96 8.87 8.06 7.55 6.44 6.01 5.97

Error (dB) 0.53 0.44 0.53 0.54 0.57 0.56 0.59 0.63

both both flicker and thermal noise were further reduced by limiting the drain cur-

rent. Although the source degenerating resistive element contributed thermal noise to

the circuit, this noise level was too low to be of concern. A closed-form solution (5.19)

for source degeneration noise reduction was derived and verified through simulation.

A summary of parasitic sources of noise and loss in aggressive geometry transistors

was discussed. Many of these parasitics can be safely ignored in larger planar geom-

etry transistors, but must be considered when FinFET devices are used. This is not

due to FinFET implementation, rather it is due to shrinking geometry in two areas:

gate oxide thickness and base layer interconnect resistance. In specific applications

of analogue and high frequency circuits these parasitics may become significant and

must be considered.

It was found that the PMOS transistor degeneration combined with the use of

long channel devices reduced the current source flicker noise by approximately 7 dB

in the actual 7 nm FinFET design.



Chapter 6

BBPLL Time-Based Simulation and

Measurement

6.1 Introduction

The following list identifies the advancements made through the development of the

time-based or event-driven simulation model of the BBPLL.

1. The use of time-based simulation, with its significant reduction in run-time over

traditional circuit simulation, was used to simulate a complete digital model of

the BBPLL. Results were repeatable and accuracy was consistent with circuit

simulation.

2. A method of accurately mimicking phase noise profiles, with compound slopes,

using mathematical curve fitting based on random number generation was

demonstrated. The results of these frequency domain equations, random phase

noise profiles, were transformed into time-domain jitter vectors for use in the

event-driven simulation. This was a critical contribution to the BBPLL digital

model as BPD linerization and overall performance were highly dependent on

accurate reference and feedback clock phase noise.

3. Run-time was further reduced (by five times in this example) by creating these

jitter vectors prior to simulation rather than during simulation. This also in-

creased the numerical accuracy of the jitter vector time stamps as their value

was not truncated during computation. Even with the final time-stamp value

quantized to the simulator accuracy of the 1 fs, the jitter value error was less

than 1 % for a 1 ms simulation run-time.

112
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The majority of the BBPLL circuit operates in the digital domain and was im-

plemented in RTL (Register Transfer Language) code. The exception was the DCO,

realized as an analogue LC-tank oscillator with digital (quantized) frequency tuning.

Therefore, while the underlying function of the DCO is analogue, the level of ab-

straction at which the DCO is controlled is digital. This made it possible to create

a digital functional model of the DCO from the equations discussed in sections 4.8

and 4.9. Fine tuning adjustments, required to correct the frequency step size across

the array tuning range, were included in the model to improve its accuracy.

This simple behavioural representation of the DCO FCW-to-f0 tuning character-

istic was the last piece required to implement a full digital model of the BBPLL.

The objective here was to use even-driven (i.e., time-based) simulation to deter-

mine locking behaviour and phase noise characteristics. This eliminated the need

for SPICE-based and mixed-mode simulators that require orders of magnitude more

computation time.

6.2 The Time-Based Model

Such a simplistic, in this case Verilog, simulation model cannot be used alone to

predict the BBPLL locking behaviour where the DCO and XO (i.e., external crystal

oscillator) random processes determine loop operation and output jitter. In response

to this limitation, event-driven simulators with support for analogue and real data

type modelling have been used to simulate phase locked loops in [78–80]. However, the

work described in this chapter used a different approach to model both quantization

and random jitter that does not rely on real number modelling. Additionally, the loss

of accuracy due to the inherent 1 fs resolution limit of the IEEE-compliant Verilog

simulator [81] was greatly reduced. The method discussed in the remaining sections

of this chapter facilitated accurate and rapid evaluation of the BBPLL architecture

over a wide range of filter settings.

6.3 DCO Noise Model Generation

The clock edge occurrences of a free-running DCO, including jitter, can be represented

by vector t [k] (6.1).
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t [k] =
k

f0

+ tj [k] (6.1)

where k = 1, 2 . . . N and N is equal to the total number of clock edges. The

random number vector tj [k], representing the DCO random output jitter, must be of

zero mean to ensure that the output frequency is equal to f0, and match the complex

DCO phase noise profile L(f) with distinct flat, -20 and -30 dB/decade regions. This

is achieved efficiently by partitioning the random jitter vector into the sum of three

uncorrelated jitter vectors as shown in (6.2).

tj [k] = tj flat [k] + tj−20dB/dec [k] + tj−30dB/dec [k] (6.2)

The jitter vector tj flat [k] was obtained using a Gaussian pseudo-random number

generator with variance σj flat (6.3) as described in [82].

σj flat =
1

2π

√
10(L0/10)

f0

(6.3)

The -20 dB/decade slope of the jitter vector tj−20dB/dec [k] was generated through

the integration of a vector obtained using an uncorrelated Gaussian pseudo-random

number generator with variance σ−20dB/dec (6.4) as described in [82].

σj flat =
f1

f0

√
10(L0/10)

f0

(6.4)

Flicker noise increases as transistor geometry decreases (see section 5.4). There-

fore, accurate modelling of the -30 dB/decade phase noise slope remains important

for a DCO implemented using 7-nm FinFET, despite circuit techniques that greatly

reduce flicker noise. Various techniques have been employed to solve this most de-

manding computational problem, ranging from large coefficient number FIR/IIR fil-

ter combinations [83] to white noise filtered by multiple first order low-pass sec-

tions [78,80,84] to the stochastic Voss-McCartney algorithm [85]. This work split the

-30 dB/decade slope into a -10 dB/decade slope, approximated by eight first order

low-pass sections with logarithmically spaced cut-off frequencies between 1.0 kHz and

1.0 GHz, and a -20 dB/decade slope, represented by an integrator, analogous to the

computation of tj−20dB/dec [k]. The jitter vector tj−30dB/dec [k] was finally generated

by filtering of a Gaussian pseudo-random number generator with variance σj−30dB/dec
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(6.5) as described in [82].

σj−30dB/dec =

√
10(L2/10) · f 3

2

γ · fmin · f 3
0

(6.5)

Equations (6.1) to (6.5) were incorporated in a behavioural DCO model evalu-

ated using an event-driven digital simulator. Here, the jitter vector (6.1) was com-

puted during transient simulation and the occurrence or time-stamp of each DCO

output clock transition, t [k], was stored in a file. Post simulation this data was con-

verted into time-domain phase error (rad) and the phase noise Power Spectral Density

(PSD) (rad2/Hz) was calculated using a Fast Fourier Transform (FFT). The phase

noise PSD was subsequently converted into carrier referenced single-sideband phase

noise (dBc/Hz). Figure 6.1 shows that the simulated DCO phase noise profile was a

sufficient representation of the measured phase noise profile, thereby validating the

applicability and accuracy of the proposed time-domain model.

Figure 6.1: DCO Phase Noise - Simulated vs. Measured



CHAPTER 6. BBPLL TIME-BASED SIMULATION AND MEASUREMENT 116

The DCO model parameters are listed in Table 6.1.

Table 6.1: DCO Parameter Values

DCO Parameter Parameter Value

L0 -143 dBc/Hz

L1 -105 dBc/Hz

f1 1.0 MHz

L2 -75 dBc/Hz

f2 100 kHz

fmin 1.0 kHz

γ 1.426

While this approach offered excellent simulation run-times (e.g., 127 s with an

Intel 2.6-GHz Xeon CPU for a 1-ms transient simulation of the 14-GHz DCO out-

put clock), a further 5x simulation speed improvement was gained by generating

the jitter vector tj [k] prior to the event-driven transient simulation. Any program-

ming language supporting floating point numbers can be used to compute tj [k]. The

floating-point vector was subsequently converted to real numbers with 1-fs resolution

and saved in a look-up table. Jitter vector values were loaded by the Verilog simulator

during execution of the RTL code and can be reused on multiple simulation runs. In

addition to reducing simulation time, this approach improved accuracy as the Verilog

simulator imposed 1-fs quantization errors no longer accumulate.

Figure 6.2 shows how the absolute clock edge position error accumulated as the

simulation time progressed when the tj [k] time-stamp vector was computed during a

transient simulation. When the time-stamp vector was generated prior to transient

simulation, this error was limited to 1 fs, independent of transient simulation length.

However, it should be noted that this approach assumes a constant DCO frequency,

which was not true. That is, when the DCO was phase locked with optimum fil-

ter settings, the FCW dithers between two or three contiguous codes, changing the

instantaneous DCO frequency by approximately 2.0 MHz for each incremental code

change. Table 6.2 shows that period, cycle-to-cycle, and absolute jitter errors (pp -

peak-to-peak and RMS - Root Mean Square) were less than 1 % for a 1-ms length
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Figure 6.2: DCO Edge Position Error with 1-fs Resolution Jitter Calculations

transient simulation. Therefore, it was concluded that avoiding the 1-fs simulator

accuracy limit allowed the overall simulation accuracy to be improved in the free-

running DCO, as well as in the locked BBPLL. However, it should be noted that

larger errors can occur when the BBPLL is locked with non-optimum filter settings.

Table 6.2: DCO Parameter Values

Jitter Type 14.000 GHz (fs) 14.002 GHz (fs)

pp 152 153
Period

RMS 13.5974 13.5968

pp 210 211
Cycle-to-Cycle

RMS 19.2344 19.2338

pp 89411 89391
Absolute

RMS 20934.4086 20929.6529
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6.4 Crystal Oscillator

Accurate modelling of XO noise is critical to predicting the DPLL in-band phase noise.

However, the phase noise profile of commercial low-cost XO modules often does not

follow the classical DCO or VCO phase noise profile, e.g., -30 then -20 dB/decade as

illustrated in Figure 6.1. The 350-MHz XO used in this work [1] shows a complex

phase noise profile that can be modelled with two composite jitter vectors: one flat

and the other with a -7 dB/decade slope. This provided relatively accurate phase

noise modelling at offset frequencies as low as 1.0 kHz, which was sufficient.

The jitter vector representing the flat phase noise was computed using (6.3), sim-

ilar to the DCO model generation. The -7 dB/decade slope phase noise was gener-

ated by multiple first-order digital filter sections with appropriately selected cut-off

frequencies [82]. Both jitter vectors were generated prior to simulation to reduce

simulation time and enhance accuracy, as discussed previously. Unlike the DCO, this

process does not introduce numerical error as the reference frequency was constant

during simulation.

6.5 PLL Closed-Loop Noise Prediction

A Verilog BBPLL model was created using the DLF and Σ∆-modulator RTL code,

gate-level representations of the remaining custom logic, the behavioural DCO model,

and the accompanying time-stamp vector files that describe the OX and DCO jitter.

An accurate DCO tuning characteristic and phase noise profile, required to produce

a precise behavioural model, were generated using circuit simulation and layout par-

asitic extractor software. XO phase noise was derived to accurately mimic the phase

noise presented in the manufacturer’s datasheet as described in section 6.4.

The accuracy of the BBPLL model was evaluated using Verilog simulation to

phase lock the BBPLL output clock to the reference XO. Once locked, the simulated

DCO output was used to generate the phase noise profile and compute integrated

RMS jitter. Additionally, trajectory data, plots of normalized DLF integrator value

(y-axis) vs. phase error (x-axis) at clock iterations, was recorded to create state-

space diagrams of the BBPLL locked behaviour. These visualizations present easily

recognizable patterns that can be used as finger-prints of the operating regime of the

BBPLL locked state (i.e., random noise, optimum, and limit cycle) [24].

Simulated and measured phase noise plots were recorded for the random-noise
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and limit-cycle regimes, as well as the minimum phase noise or optimum locked

condition. These states were selected using the filter gain settings listed in Table 6.2.

This table compares simulated and measured RMS jitter (integrated from 1 kHz to

100 MHz) across DLF integral (AI) and proportional (AP ) gain settings. Figure 6.3

demonstrates low loop gain, a small phase margin setting that resulted in phase noise

peaking and a distinct random-noise regime trajectory. Figure 6.4 was the optimum

configuration with no jitter peaking or significant spurious tones. As expected, this

trajectory is narrow, indicating very low jitter. Figure 6.5 illustrates excessive loop

gain causing limit-cycle trajectories. These three cases demonstrate that measured

and simulated phase noise plots align well.

Here, BBPLL jitter behaviour was reliably predicted with an error of less than 5 %

for the optimum setting, a noteworthy result given that this is achieved using digital

simulations. The model fidelity and process repeatability was verified by comparing

the simulated and measured RMS jitter results across several thousand filter settings,

all accommodated without a large computing infrastructure. These settings (AI =

1 . . . 25 and AP = 7 . . . 300) yielded simulated RMS jitter accuracy of ±20 % with

the largest errors occurring at settings exhibiting marginal stability. Errors increased

slightly when larger filter gain settings were applied, i.e., AP > 300, as shown in

Table 6.3 for the limit-cycle case. Limit cycles caused instantaneous frequency devi-

ations from the average frequency f0, which degraded the accuracy of the computed

jitter vector.

Table 6.3: Simulated vs. Measured Jitter (1 kHz - 100 MHz)

Integrated RMS Jitter (fs) Error
Regime AI AP Simulated Measured (%)

Low Gain 2 7 278 343 -19.0

Optimum 1 40 147 143 2.8

High Gain 1 300 274 284 -3.5

Limit Cycle 100 2031 1267 1026 23.5
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Figure 6.3: BBPLL Phase Noise and Trajectory - AI = 2, AP = 7

Figure 6.4: BBPLL Phase Noise and Trajectory - AI = 1, AP = 40

Figure 6.5: BBPLL Phase Noise and Trajectory - AI = 100, AP = 2031
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6.6 Summary

In this chapter the efficacy of using time-based simulation to accurately characterize

the locking, phase margin, bandwidth and output jitter behaviour of an all digital

BBPLL was demonstrated. Mathematical phase noise models were created that ac-

curately mimic actual XO and DCO measured phase noise data. These phase noise

profiles were converted into time-domain clock jitter vectors files used to modify the

time positions the DCO and XO clock edges. After being processed by the loop,

the resulting DCO output clock jitter was transformed into the frequency domain

and presented as phase noise. Three operating regimes were documented - random,

optimum and limit-cycle - with their associated state-space trajectory plots.

Time-based simulation of the complete digital BBPLL model was shown to pro-

duce accurate results for a significant reduction in run-time over traditional circuit

simulation. A method of accurately mimicking phase noise profiles, with compound

slopes, using mathematical curve fitting based on random number generation was

demonstrated. The results of these frequency domain equations were transformed

into time-domain jitter vectors that were used in the event-driven simulation. Run-

time was further reduced by creating these jitter vectors prior to simulation rather

than during simulation. This also increased the numerical accuracy of the jitter vec-

tor time stamps as their value was not truncated during computation. Even with the

final time-stamp value quantized to the simulator accuracy of the 1 fs the jitter value

error was less than 1 % for a 1 ms simulation run-time.

This method of all digital BBPLL analysis proved to be a solution to the complex

analysis problem that resulted from replacing the TDC used in conventional all digital

PLL systems with a BPD. Not only did it result in accurate simulation of the BBPLL

behaviour, but it also improved time-efficiency over other simulation methods.



Chapter 7

Simulation and Test Results

7.1 Simulated Results and Die Micrograph

Simulation results of the BBPLL are listed in Table 7.1. The DCO capacitive resolu-

tion is 75 aF, which results in a calculated minimum frequency step of 2.0 MHz. The

DCO frequency tuning array range is 11 %, well centred about the required 14.0 GHz

output clock frequency. This range is adequate to compensate for PVT and extracted

layout variations. The PN of the oscillator was approximately -104 dBc/Hz at an off-

set of 1.0 MHz from the 14.0 GHz output frequency, see Figure 6.1. The DCO core

transistor gain was simulated to be 3.0 - 3.5, which is considered sufficient for os-

cillator start-up. The output clock amplitude was Vm ≈ 1.0 V, selected to provide

maximum amplitude (i.e., maximum Signal-to-Noise Ratio - SNR) while remaining

below the transistor breakdown limit of the process.

Table 7.1: Simulated Results

Parameter Parameter Value

Capacitance Resolution (aF) 75

Frequency Resolution (MHz/LSB) 2.0

Frequency Tuning Range (%) 11

Output PN at 1.0 MHz (dBc/Hz) -104

Flicker Noise Reduction (dB) 6 - 9

Thermal Noise Reduction (dB) 3 - 6

122
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A calculated flicker noise improvement of between 6 and 9 dB and a thermal noise

improvement of between 3 and 6-dB was estimated. A 7-dB PN improvement was

expected, by design, due to the innovative Class-C oscillator implementation. The Q

of the oscillator was simulated to be approximately 10 at 14 GHz.

The BBPLL phase margin was calculated to be PM ≈ 60◦ for DLF gains of AI = 1

and AP = 40. Output PN and trajectory results are illustrated by Figures 6.3, 6.4

and 6.5.

The area of the BBPLL fabricated die is 0.06 mm2 and is illustrated by Figure 7.1.

The largest element is the Inductor, 156 µm x 156 µm. The oscillator core transistors

can be seen at the top of this box as they interface to the varactor array. Above the

Varactor Array box are the DCO buffers, divide-by-four flip flops for the feedback

clock and the LVDS drivers used for clock distribution. The Current Source and

current calibration circuits are on left of the varactor array. The box marked DSP

outlines the synthesized BBPLL functions - BBPD, DLF and Σ∆-modulator (SDM).

Figure 7.1: BBPLL Die Micrograph - 7-nm Process

7.2 Test Results

The measurements described in this section were performed with a 350-MHz com-

modity off-chip XO [1] BBPLL reference clock. As the BBPLL is at the core of a

SERDES circuit and therefore, not directly accessible, its performance was assessed
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by observing a transmitter output configured to drive a 14-GHz clock (1010. . . ) pat-

tern. Phase noise and integrated jitter were measured at room temperature with

BBPLL DLF settings varied across a wide range (AI = 1 . . . 25 and AP = 2 . . . 300).

Selected settings and the resulting PN results are illustrated in Figures 6.3 to 6.5

and Table 6.3. The filter settings that yielded the lowest jitter were AP/AI = 40/1,

and the corresponding PN spectrum (measured with a Keysight E5052B) is shown in

Figure 7.2. The spectrum is free of spurious tones and phase noise peaking, indicating

limit-cycle free operation with a loop phase margin of approximately 60◦. The RMS

random jitter integrated from 1 kHz to 100 MHz was 143 fs, measured at the same

filter settings.

Figure 7.2: Measured PN (1 kHz to 100 MHz Offset) - 14-GHz Output Frequency.

Measured periodic jitter was found to be 500 fs peak-to-peak - the real-time oscil-

loscope plot (from Keysight DSAZ634A) is shown in Figure 7.3. No limit cycles were

observed across the mentioned filter range, even with the Sigma-Delta Modulator

(SDM) disabled. The gain of the DLF had to be increased to an excessive AP > 2000
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to generate limit cycles illustrated by Figure 6.5.

Figure 7.3: Periodic Jitter Measurement.

Figure 7.4 provides more insight into the various phase noise contributors. In

addition to the closed loop phase noise (with and without SDM dithering), the graph

shows the free-running DCO PN (measured at –104 dBc/Hz at 1-MHz offset), as

well as, reference PN (scaled by the closed-loop gain). Outside the loop bandwidth,

the BBPLL PN is 5–6 dB above the free-running DCO PN (measured at 10 MHz),

indicating that quantization noise is not entirely eliminated by the SDM. With the

SDM disabled, the integrated jitter rises to 270 fs. In-band BBPLL PN is entirely

determined by reference PN. The free running DCO PN is not altered when the SDM

is turned on, thus confirming the SDM noise shaping properties.

Figure 7.5 shows the measured frequency tuning to be both monotonic and lin-

ear from 13.7 to 15.7 GHz with approximately 14 % tuning range. This exceeds the
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Figure 7.4: Breakdown of PN Contributors.

simulated frequency range uncertainty of 11 % due to process, voltage and temper-

ature variation. The same plot displays the frequency resolution, which on average

measures 1.2 MHz/LSB over the entire tuning range. The worst-case frequency step

is 2 MHz/LSB from Table 7.1. The small frequency step variations shown in Fig-

ure 7.5 confirm the matching between the 5-fin and 6-fin sized varactors, as well as

the negligible impact from random varactor mismatch.

Excluding the wireline transmitter clock distribution, the BBPLL dissipates a

total of 40 mW from two supplies (0.75 V/1.5 V) of which 63 % is consumed by the

DSP section. The remaining 14.8 mW is consumed by the DCO.
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Figure 7.5: DCO Frequency Tuning characteristic and Step Size.
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7.3 Phase-Locked Loops in Wireline (SERDES)

Applications

Table 7.2 compares the significant performance parameters of the BBPLL discussed

in this thesis with four prominently published works describing PLLs for wireline

applications. All designs used LC-tank oscillators and were integer-N implementations

except for [86]. FinFET technology was used for all but [87], which was the only other

BFD design. Output frequencies were similar - within the range of 11 GHz to 25 GHz.

The RMS jitter of this work is consistent or better than other analogue charge-pump

PLLs and significantly better than the reported BBPLL at very competitive area and

power dissipation. It should be noted that the area parameter for this thesis includes

the complete BBPLL, its current source, digital control and decoupling capacitors.

Reference [88] does not specify the circuits included in its area estimate, which is

conspicuously small.

The list that follows is a brief summary of each paper.

1. Reference [88] J. Kim et al., “A 112Gb/s PAM-4 transmitter with 3-tap FFE

in 10nm CMOS,” in Int. Solid-State Circuits Conf. Tech, Dig., San Francisco,

CA, Feb. 2018, pp. 102–103.

The timing source for this 112/56 Gbps PAM-4/NRZ transmitter is a 14-GHz

LC-PLL with an injection-locked quadrature generator operating at 1.0 V from

an integrated voltage regulator supplied by 1.5 V. The clock signals undergo

per-lane Duty-Cycle Detection/Correction (DCD/DCC) and Quadrature-Error

Detection/Correction (QED/QEC). This circuit is implemented in a 10-nm Fin-

FET CMOS technology.

2. Reference [86] P. Upadhyaya et al., “A fully adaptive 19-to-56Gb/s PAM-4

wireline transceiver with a configurable ADC in 16nm FinFET,” in Int. Solid-

State Circuits Conf. Tech, Dig., San Francisco, CA, Feb. 2018, pp. 108–109.

This paper demonstrates a fully integrated and adaptive 19-to-56 Gb/s PAM-4

(9.5-to-28 Gb/s in NRZ mode) quad transceiver, with two fractional-N LC-

PLLs per quad, implemented in 16-nm FinFET technology. Active inductor

clock distribution is employed with DCC.

3. Reference [89] M. Raj et al., “A 164fsrms 9-to-18GHz sampling phase detector

based PLL with in-band noise suppression and robust freuqency acqusition in
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16nm FinFET,” in IEEE Symp. VLSI Circuits Tech. Dig., Kyoto, Japan, Jun.

2017, pp. 182–183.

This paper describes a Sampling Phase Detector (SPD) based PLL implemented

in a 16-nm FinFET process. The high gain of this SPD suppresses PLL in-

band noise and its programmability controls the loop bandwidth. Instead of

sampling the VCO output directly like sub-sampling PLLs, the output of the

frequency divider is sampled. This improves capture range while maintaining

in-band noise reduction. The design uses a single programmable charge pump

based frequency acquisition technique with programmability and employs an

analogue loop filter. The SPD improves the measured inband phase noise from

-90.6 dBc/Hz to -104.1 dBc/Hz at 18 GHz with RMS jitter of 164 fs integrated

over 10 KHz to 100 MHz, while consuming 29.2 mW. 2X frequency range of

9-to-18 GHz is implemented using two LC VCOs.

4. Reference [87] M. Hekmat et al., “A 25 GHz Fast-Lock Digital LC PLL with

Multiphase Output Using a Megnetically-Coupled Loop of Oscillators,” in J.

Solid-State Circuits, vol. 50, no. 2, Feb. 2015, pp. 490–95.

This paper describes a fast-wakeup integer-N Bang-Bang digital PLL, imple-

mented in 40-nm CMOS technology, for SERDES applications. The oscillator

generates eight output phases, using four magnetically coupled loops, to imple-

ment output clock phase adjustment. This feature has a 2x area improvement

of similar prior art. Fast lock upon wakeup is achieved by calibrating the phase

of the feedback clock w.r.t. the reference clock using a first-order loop and

on-the-fly adjustments of loop parameters. The output clock phases have less

than 2◦C quadrature error up to 25 GHz. The measured output jitter is 392 fs

integrated over 100 kHz to 100 MHz. The BBPLL consumes 64 mW of power,

23 mW of which is consumed by the DCO.
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Table 7.2: Contemporary SERDES PLL Performance Comparison

[88] ISSCC [86] ISSCC [89] ISSCC [87] JSSCC
Parameter

2018 2018 2017 2015
This Work

Technology 10-nm FinFET 16-nm FinFET 16-nm FinFET 40-nm CMOS 7-nm FinFET

Analogue Analogue Digital Digital
Architecture

Integer-N Fractional-N
Integer-N

BBPLL BBPLL

Oscillator LC LC LC LC DCO LC DCO

Reference Frequency N/A N/A 450 MHz 390 MHz 350 MHz

Output Frequency 14 GHz 14 GHz 18 GHz 25 GHz 14 GHz

Integrated Jitter 185 (1 KHz 180 164 (1 KHz 392 (100 kHz 143 (1 kHz

(fsrms) - 100 MHz) N/A - 100 MHz) - 100 MHz) - 100 MHz)

Phase Noise

(dBc/Hz) (100 KHz)
N/A N/A -102 ≈ -97.0 -103.5

Phase Noise

(dBc/Hz) (1 MHz)
-108 N/A -107.3 -102.5 -108.7

Phase Noise

(dBc/Hz) (10 MHz)
-119 N/A -114 -98.3 -120.3

Power (mW) N/A N/A 29.2 64 40

Area (mm2) ≈ 0.023 ≈ 0.34 0.39 0.10 0.06



Chapter 8

Conclusions and Future Work

8.1 Conclusions

Until recently BBPLLs have been largely ruled out of low-jitter applications, such as

wireline transceivers, as they have been, at first glance, assumed to exhibit inferior

behaviour due to their quantized operation, leading to pronounced limit-cycle regime

operation, quantization jitter and frequency-domain spurs. This work demonstrates

that this is not necessarily the case, in fact the contrary can be true. That is, the

total output jitter of the BBPLL discussed in this proposal has been reduced to

levels that are sufficient for high-speed wireline applications. The reported jitter

is not only significantly lower than that of previously reported digital PLLs, but

rivals analogue PLL performance, while offering much improved scalability through

implementation in an advanced FinFET CMOS process. This is achieved with a

DCO implementation rigorously optimized for low phase noise and fine resolution,

combined with innovations such as latency reduction in the fully synthesized digital

section. Closed-loop phase noise analysis and budgeting, notoriously difficult due

to the non-linearity of the BBPLL, has been thoroughly addressed using an accurate

and efficient simulation methodology that exploits both well understood mathematical

methods and industry-standard digital simulation. With these innovations at hand,

BBPLL implementations can be widely adopted for use in jitter-critical applications,

dramatically reducing the challenges of CMOS process scaling.

131
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8.2 List of Contributions

The work recounted in this proposal makes the following contributions to the current

state of the art.

1. Single-fin modularity was used to implement a fine resolution ∆-capacitance

of 75 aF. This was made possible as the on-state capacitance of the FinFET

PMOS inversion-mode varactors has a linear relationship with the number of

fins.

2. A new closed form solution quantifying how source degeneration has been used

to reduce transistor flicker noise in oscillators was derived. This is important

in this application as the flicker noise produced by small geometry transistors

is significantly worse than the flicker noise of larger geometry planar MOSFET

transistors.

3. Taking advantage of the improved performance of the 7-nm process, the digi-

tal loop filter in the forward path of the BBPLL was clocked at 10 times the

reference frequency and incorporated a lookahead architecture. This new ar-

chitecture reduces delay or loop latency, which deteriorates jitter performance

and phase margin, that would normally be present if the digital loop filter were

clocked at the reference frequency.

4. A new method of efficiently incorporating reference oscillator and DCO jitter

with digital time-domain event-driven simulation (i.e., verilog simulator) [90]

is proposed. This enabled full functional and phase noise simulation of the

BBPLL, while greatly reducing simulation run-time.

5. Digital time-domain simulator run-time was further reduced (by five times)

and output jitter error was improved (< 1 % for a 1 ms simulation time) by

calculating jitter time-stamp vectors prior to simulation rather than during

simulation.

6. A novel approach to Large-signal circuit and 3-D EM analyses is proposed to

characterize circuit elements and modules to create a mathematical model of

the DCO. The run-time of the mathematical model was significantly shorter

than that of the DCO circuit simulation, while maintaining accuracy to within
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± 0.9 %. The shortened run-time allowed various DCO array architectures and

implementations to be optimized quickly and accurately.

This project included the first design and implementation of an LC-tank Class-C

oscillator [5] in TSMC’s 7-nm CMOS FinFET process. The success of this implemen-

tation demonstrated that this process, optimized for digital design, can also be used

to realize analogue circuits exhibiting start-of-the-art performance.

8.3 Future Work

The list blow itemizes areas where future work could lead to improved performance

of the BBPLL.

1. For some time Σ∆-modulators have been used in DPLL forward paths to im-

prove DCO frequency resolution. The objective here is to produce an output

clock signal with an effective frequency that is as close as possible to the desired

clock frequency in spite of the quantized nature of the DCO. Σ∆-modulators are

useful here for three reasons: first, they can be realized as small stable digital

circuits; second, their relatively long period of pseudo-random dithering resists

the creation of output noise spurs; and third, the intrinsic quantization noise

produced by the Σ∆-modulator is pushed to higher (out-of-band) frequencies.

Higher reference frequencies reduce the feedback division ratio, which reduces

the PLL output phase noise bandwidth and the amount of phase noise at the

DCO output. That is, for every halving of the feedback divisor the phase noise

floor will be reduced by approximately 6 dB. In SERDES applications the ref-

erence clock can be hundreds of MHz, which reduces the feedback divider ratio.

Unfortunately, with the Σ∆-modulators in the forward path, the low divider

ratio leaves only a small number of clock cycles to converge to a steady state

output. Thus, the Σ∆-modulator in this application may not fully converge

before a new input is present, effectively increasing its intrinsic jitter.

The ideal solution to this problem is to find a version of the Σ∆-modulator

architecture that generates a fully converged output in a only a few high-speed

clock cycles.
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2. The output jitter of the BBPLL could be reduced further by designing the refer-

ence signal path to employ a higher frequency reference source (e.g., 500 MHz).

This represents an increase from the present 350 MHz reference frequency.

3. The BBPD of the BBPLL is a single high-speed D flip-flop that possesses an

aperture window, tA, defined by its setup, tSU , and hold, tH , times (i.e., tSU +

tH = tA). An analysis carried out in [26–28] shows that BBPLL output jitter

can be reduced by reducing tA. Therefore, research could be carried out to

determine if an alternative D flip-flop type with higher gain and smaller tA can

be used to reduce BBPLL output jitter in this application.

4. The current 7-nm BBPLL could be converted to a finer geometry process (e.g.,

5-nm). Analysis should be done to determine if the DCO resolution will be

improved. That is, a single fin at 7 nm gives ≈ 75 aF, will a single fin at 5 nm

resolve a smaller consistent capacitance value. Additionally, the opportunity

to improve this resolution by choosing a different FinFET scaling in this new

process should be investigated.

5. The tuning of the BBPLL DLF gain settings for lowest PN is a manual process

in the present implementation. The output jitter will need to be optimized for

PVT variation. Therefore, it would be very useful to automate this process. One

method of achieving this is to use the BPD output state history to determine

the required changes in the DLF gain settings [91, 92] for minimum jitter. A

Least Mean Squares (LMS) algorithm is a possible candidate for this function.

6. A shortcoming of the BPD used in the BBPLL is that it causes lock time to

be slow, due to the nonlinear phase correction. The issue can be mitigated by

employing a second, more conventional PFD, for the initial conversion to the

locked state. Once the PLL is close to lock the PFD is switched off and the BPD

is switched on. Research should be done to extend the LMS concept discussed

previously to reduce lock time and eliminate the need for the PFD [93,94].

7. Further reduction in oscillator thermal and flicker noise, as well as flicker noise

corner, could be achieved by replacing the Class-C oscillator [5] with a switching

mode, fundamental or overtone, LC-tank oscillator (i.e., Class-D [42–44], Class-

F [44–46] . . . ). The current Class-C implementation was heavily modified to
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improve PN. Research should be carried out to determine if some combination

of these modifications could also improve switching oscillator performance.

8. Further analysis should be done to improve the accuracy of the linear equations

derived from the BBPLL functional block diagram illustrated in Figure 3.8.

Specifically, the effect of the forward loop delay, z−D, on PM can be improved.
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Oscillator Phase Noise
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Figure A.1: Oscillator Phase Noise Sources

The major sources of PN in a DCO are categorized in Figure A.1. These are

external noise described as oscillator frequency-pushing, intrinsic noise associated

with the tank resonator resistance (thermal noise) and active negative resistance

144
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(thermal and flicker noise), as well as extrinsic noise from the current source (thermal

and flicker noise) and oscillator load described as frequency-pulling. It should be

noted that resistive elements also generate flicker noise, but this noise is not significant

relative to other noise sources. Also, while additional types of noise originate from

active circuit elements (e.g., shot noise and burst or popcorn noise) they are not

considered significant in this application.

A significant source of DCO noise can originate from the external DC power supply

regulator. This noise is generally very low frequency, characterized as wander (jitter

below 10 Hz) or red noise, to frequencies of a tens of kHz. It tends to roll-off at

20 dB/decade at baseband and 40 dB/decade after up-conversion by the oscillator, as

shown by the dashed line in Figure A.2. The noise mechanism is a form of Amplitude

Modulation (AM) to Phase modulation (PM) conversion in that variations in supply

voltage amplitude will affect the bias points of the transistors (i.e., active negative

resistance transistor pair and varactors), which in turn will change the oscillator

amplitude and phase at the frequency of the supply noise variation. This is referred

to as oscillator frequency-pushing [95] and can be minimized by using low noise DC

regulators and external supply filtering. An oscillator pushing conversion-gain, Kpush,

measured in Hz/V integrated over a noise Bandwidth (BWn) was developed as follows.

The RMS supply noise voltage, Vns, was expressed as (A.1), where Vn,peak is in units

of V/
√
BWn.

Vns =
Vn,peak

√
BWn√

2
(V) (A.1)

The DCO Power Supply Rejection Ratio (PSRR) was converted to linear form

using (A.2).

PSRRL = 10
PSRR(dB)

20 (V/V) (A.2)

Therefore, using (A.1) and (A.2), an expression for Kpush was developed (A.3).

Vns
PSSRL

Kpush =
1

σps
(s−1) (A.3)

where σps is the PN due to the supply. This result can be found experimentally

using Keysight Technologies E5052B Signal Source Analyser.

Although the varactors of the frequency tuning array still remains sensitive to
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frequency-pushing, the class-C oscillator described in this chapter exhibits some im-

munity to this PN as the negative resistance pair operate mainly in saturation.
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Figure A.2: Oscillator Phase Noise Spectrum

Figure A.2 illustrates the single-sided spectral noise density in units of decibel

carrier per hertz (dBc/Hz) [96,97]. The dashed portion of the profile is due to supply

pushing and load pulling (i.e., Extrinsic Noise). As mentioned previously, the effects

of load pulling are normally eliminated by isolating the oscillator output from the

load with buffers.

Extrinsic noise originates from circuits that are outside the intrinsic DCO, but

share the DCO die. This includes the current source, discussed in sections 5.3 and 5.4,

Clock buffer and PLL. The clock buffer of Figure A.1, labelled Driver in the functional

block diagram of Figure 4.17, has two main functions. First, it converts the LC-tank

oscillator sine-wave output to a rail-to-rail square-wave signal capable of driving the

clock distribution circuits. This requires significant additional current, as well as

Duty-Cycle Distortion (DCD) correction. Second, it provides isolation between the

DCO and the clock distribution circuits by presenting a high stable impedance to the

LC-tank. This prevents oscillator frequency-pulling, which is described as variation

in clock distribution impedance pulling the LC-tank off its selected frequency.

The PLL controls the DCO frequency through the Frequency Tuning control signal

shown in Figure A.1. This is a thermometer encoded bus that sets the on/off state

of every individual varactor of the DCO frequency tuning array. Each control signal

of this bus connects to a varactor through a buffer that provides a consistent control
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voltage level to the varactor-pair drain/source node. This is illustrated in Figure 4.18,

DCO Varactor Row Control Functional Block Diagram. It should be noted that

while the binary nature of the varactor control signals provides immunity to noise

sources originating at the PLL, these signals are a path for frequency-pushing from

the external DC power supply.

The DCO has two Intrinsic noise sources: the noise due to the tank loss and noise

due to the active negative resistance. The intrinsic noise sources of Figure A.1 are

presented in more detail in Figure A.3. Here the noise sources are shown as noise

current sources combining to produce a noise voltage or power across the Ztank (A.4).

Ztank =
1

jωCp

‖ jωLp =
jωLp

1− ω2LpCp

(A.4)

Rp LpCpinRpinRn  1/-Gm= -Rp

+

Vtank
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+

Vtank

-
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Tank
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Figure A.3: Tank Resonator Intrinsic Noise Sources

The derivation that follows is reproduced from [22, 98] and has been included to

add valuable insight into PN analysis of the oscillator described in this work. It begins

with the classical equation for LC-tank resonance to which PN or phase variation,

Δω, is added (A.5).
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Expanding ω to: ω = ω0 + ∆ω and substuting: ω0 =
1√
LpCP

gives: ω =
1√
LpCP

+ ∆ω (A.5)

Substituting (A.5) into (A.4) and removing negligible terms gives (A.6).

Ztank(∆ω) ≈ − jω0Lp
2∆ω(ω0LpCp)

=
−j
2

(
1

ω0Cp

)
ω0

∆ω
(A.6)

Using: Q = Rpω0Cp ⇒ 1

ω0Cp
=
Rp

Q
(A.7)

and substituting (A.7) into (A.6) yields the squared impedance magnitude:

| Ztank(∆ω) |2 ≈
(
Rp f0

2Q ∆f

)2

(A.8)

A reasonable assumption is that the noise currents originating from the negative

resistance (inRn) and tank resistance (inRp) are uncorrelated. Therefore, the following

equation can be written for noise power (represented as v2
nOut normalized to one Ohm)

per unit hertz or noise power spectral density (A.9).

v2
nOut

∆f
=

(
i2nRp
∆f

+
i2nRn
∆f

)
| Ztank(∆ω) |2 =

i2nRp
∆f

(
1 +

i2nRn
∆f
· ∆f

i2nRp

)
| Ztank(∆ω) |2

(A.9)

where noise factor is: F (∆f) =

(
1 +

i2nRn
∆f
· ∆f

i2nRp

)
(A.10)

and noise factor is defined as: F (∆f) =
total tank noise at ∆f

tank noise due to tank loss at ∆f

The single-sided noise spectrum due to the tank resistance, Rp, can be expressed

as:

i2nRp
∆f

=
4kT

Rp

(A.11)
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By substituting (A.11) and (A.8) into A.9, the solution for v2
nOut/∆f can be

written as:

v2
nOut

∆f
=

4kT

Rp

F (∆f)

(
Rp

2Q
· f0

∆f

)2

= 4kTF (∆f)Rp

(
Rp

2Q
· f0

∆f

)2

(A.12)

The noise power spectral density, v2
nOut/∆f , represents the total phase and am-

plitude noise of the oscillator output. However, the equipartition theorem [22] states

that the noise will split evenly between amplitude and phase when the oscillating sig-

nal is a sine wave. As amplitude variations are suppressed by the oscillator feedback,

going forward only the accumulated phase deviation or PN is considered in (A.13).

v2
nOut

∆f
= 2kTF (∆f)Rp

(
Rp

2Q
· f0

∆f

)2

(A.13)

From [96] the definition of single-sided phase noise, L(∆ω), is as follows:

L(∆ω) = 10 · Log10

(
noise power in 1−Hz bandwidth at frequency ω0 + ∆ω

carrier power

)
(A.14)

Alternatively, (A.14) can be described as single-sided PN or half the spectral

density of the upper and lower side-band noise, SDSBnoise(∆ω), as shown by (A.15).

L(∆ω) = 10 · Log10

(
SDSBnoise(∆ω)

2

)
(A.15)

Oscillator signal output power is referenced to tank loss, Rp, using (A.16).

Psignal =
V 2
signal rms

Rp

=
(Vm/

√
2)2

Rp

(A.16)

where Vm is the voltage magnitude of the tank oscillation signal. The resulting

noise power spectral density is determined using (A.17).

Snoise(∆f) =
1

Rp

· v
2
nOut

∆f
(A.17)

Equations (A.16) and (A.17) are now combined to produce an expression for

L(∆ω), (A.18).
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L(∆ω) = 10 · Log10

(
Snoise(∆f)

Psignal

)
= 10 · Log10

[(
2kTF (∆f)

Psignal

)(
1

2Q
· f0

∆f

)2
]

(A.18)

The intrinsic noise sources, negative resistance noise plus tank resistance noise,

are both developed across Rp; therefore, these sources can be considered to supply

equal noise levels. Thus, the noise factor reduces to:

F (∆f) =

(
1 +

i2nRn
∆f
· ∆f

i2nRp

)
= 2 (A.19)

and assuming F (∆f) is constant across frequency, L(∆f) can be written as:

L(∆ω) = 10 · Log10

[(
4kT

Psignal

)(
1

2Q
· f0

∆f

)2
]

(A.20)

Equation (A.20) [4] is used to find the L(∆ω) for the intrinsic thermal noise (ran-

dom and flat across frequency at baseband), which is up-converted by the oscillator

to roll-off at -20 dB/decade. This equation was modified by Leeson [7,39] to compute

L(∆ω) for the three regions, up-converted flicker noise (-30 dB/decade), up-converted

thermal noise (-20 dB/decade) and base-band thermal noise (0 dB/decade), of Fig-

ure A.2, assuming F (∆f) is constant over frequency (A.19).

L(∆ω) = 10 · Log10

[(
2FkT

Psignal

)(
1 +

(
1

2Q
· f0

∆f

)2
)(

1 +
∆f1/f3

| ∆f |

)]
(A.21)

In summary, the parameters of (A.21) are: F is noise factor (approximately 2),

k is Boltzmann’s constant (1.38 x 10−23JK−1), T is absolute temperature, Psignal is

the oscillating signal power, Q is the loaded quality factor of the LC tank, f0 is the

frequency of the oscillating signal, ∆f is the offset frequency at the point of calculation

from f0 and ∆f1/f3 is the frequency of the flicker noise corner. The flicker noise corner

is the transition point point between the -30 dB/decade and -20 dB/decade slops. It

should be noted that this oscillator flicker noise corner and the base-band flicker

noise corner (transition point between -10 dB/decade and 0 dB/decade slops) are not

coincident [99].

The impact that noise has on an oscillator output signal can be thought of in



APPENDIX A. OSCILLATOR PHASE NOISE 151

terms of a time-varying current impulse injected into the signal. When this current

impulse is applied to the output signal peak it has little effect. However, when

the current impulse is applied to output signal zero-crossings the resulting phase

deviation may be significant. This time-varying function is referred to as the Impulse

Sensitivity Function (ISF or Γ) and is approximately proportional to the derivative

of the DCO output waveform [22, 98]; therefore, it is periodic. Figure A.4, redrawn

from [22, 98], illustrates the ISF plots that result from an LC-tank oscillator (right)

and ring oscillator (left) output waveforms. Comparing top and bottoms plots shows

a 90◦ shift to the right in the peak of the ISF plot. This implies that the points of

maximum sensitivity of to PN occur at the zero-crossings of the LC-tank oscillator

and at the rise/fall transitions of the the ring oscillator. A worst-case condition for

both implementations. However, a closer analysis shows that these implementations

are different.

t

Vtank(t)

t

Γ(ω0t)

t

Γ(ω0t)

t

Vtank(t)

Figure A.4: Impulse Sensitivity Function LC vs. Ring Oscillaor

Figure A.5 shows that for an ideal differential class-C LC-tank oscillator imple-

mentation peak current is injected at the ISF nulls. Therefore, the impact that PN

has on this oscillator is less than that of a ring oscillator where peak current injection

is coincident with the ISF peaks.

In its simplest form, the quality factor [8], or Q, of an oscillator is described by

(A.22). Energy is stored in the magnetic field of the inductor and in the electric field

of the capacitor as charge. Current flows between these two circuit elements at a rate

dependent on the amount of inductance and capacitance, which are both lossless. The

parasitic resistance of these circuit elements dissipates energy. In the parallel resonant

circuit of the Colpitts oscillator the inductive and capacitive reactances have equal
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t

Vtank(t)

Γ(ω0t)

t

t

Ibias(t)

T = 1/f0

Figure A.5: Impulse Sensitivity Function for LC Oscillator

magnitude, so only the resistance, Rp, is left. As this resistance in not infinity, but

some finite value, energy is dissipated during every cycle and must be replenished by

the active negative resistance circuit to sustain oscillation.

Q = 2π

(
Maximum Stored Energy

Energy Dissipated per Cycle

)
(A.22)

The Q of an oscillator [8] is normally considered at resonance; thus, the larger the

Q, the better the frequency selectivity of the circuit. This leads to a second common

definition of Q as the ratio of the peak power frequency or centre frequency, f0, to

the difference between the frequencies at the half power points or circuit Bandwidth

(BW) (A.23).

Q =

(
ω0

ω3dBH
− ω3dBL

)
=

(
f0

f3dBH
− f3dBL

)
=

f0

BW
(A.23)

The value of Q across frequency traces out a bandpass filter response. Although

no quantitative relationship between Q and ISF is made here, both these measures

describe the susceptibility, or conversely the immunity, of an oscillating resonant

circuit to PN. This is address in the following discussion.

Many oscillators, including the Colpitts oscillator, can be described as harmonic

oscillators. This results from a degree of non-linear operation that creates fundamen-

tal signal harmonic tones in the output spectrum as opposed to a single pure tone.

This is illustrated by the top plot of Figure A.6. Since the ISF is periodic it can be
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expanded in a Fourier series (A.24).

Γ(ω0τ) =
C0√
2
+

∞∑
n=1

Cn cos(nω0τ + θn) (A.24)

The top two plots of Figure A.6 show that the coefficients, C0, C1, C2 . . . Cn, of the

ISF Fourier series can be used as scaling factors of a down-conversion transfer function.

These scaling factors determine how the 1/f noise offset from the fundamental and

random noise offset from each harmonic will combine to produce spectral growth at

base-band or zero frequency.

in
2/ f( )

3 02 00

1/f Noise

3 02 00

3 02 00

S ( )

SV( ) PM

C0 C1 C2 C3

Figure A.6: Noise Conversion from Intrinsic Noise Sources

The bottom plot of Figure A.6 shows the up-conversion or integration of the base-

band frequency deviation to Phase Modulation (PM) around the fundamental. This

integration is described by (A.25).

φout(t) =

∫ t

−∞

(
C0√
2
+

∞∑
n=1

Cn cos(nω0τ + θn)

)
in(τ)

qmax

dτ (A.25)

where in(τ)/qmax is the input noise current normalized to the maximum charge,

qmax, qmax = Vmax × Ctotal and Vmax is the maximum voltage swing across Ctotal,

which is the total capacitance of the LC-tank. In [22, 98] the result of (A.25) is
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converted to equations for power spectral density (A.26) and single-sided PN (A.27)

in dBc/Hz.

Sφout(f) =

(
1

2πΔf

)2
( ∞∑

n=0

C2
n

)
1

4

(
1

qmax

)2
i2n
Δf

(A.26)

L(Δf) = 10 · Log10 (Sφout(Δf)) (A.27)

Figure A.7 shows a process similar to Figure A.6 for the 1/f and thermal noise

that originates from the current source - details in section 5.3. The current source

provides current to both sides of the differential oscillator; therefore, it operates at

twice the resonant frequency of the oscillator. As a result the noise around the even

harmonics is scaled down by C0 and the even Fourier coefficients.

itail
2/ f( )

3 02 00

1/f Noise

S ( ) C0

4 0

C2 C4

Figure A.7: Noise Conversion from the Current Source

Equations (A.28) and (A.29) were derived [22, 98] from (A.27) to compute the

PN for the flicker noise (-30 dB/decace) and thermal noise (-20 dB/decode) region of

Figure A.2. The variable f1/f is the base-band transistor flicker noise corner frequency.

L(Δf) |1/f3 = 10 · Log10
[(

1

2πΔf)

)2

(C0)
2 1

4

(
1

qmax

)2
i2n
Δf

(
f1/f
Δf

)]
(A.28)

It is important to note from (A.28) that the impact that intrinsic and current

source flicker noise has on the output PN of the oscillator is directly proportional to

C2
0 . This coefficient represents the RMS value of the derivative of the oscillator output

signal. If the oscillator output signal is a perfect sine wave, then C0 = 0. However,
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any distortion in the signal will result in C0 having a finite value. This is particularly

important as process geometries decrease resulting in an increase in flicker noise.

L(∆f) |1/f2 = 10 · Log10

[(
1

2π∆f)

)2
(
∞∑
n=0

C2
n

)
1

4

(
1

qmax

)2
i2n

∆f

]
(A.29)

The impact that thermal noise has on the output PN is directly proportion to the

sum of all the squared Fourier coefficients, as can be seen from (A.29). The exception

is for the current source thermal noise, which is affected by the even coefficients, as was

explained earlier. An important consequence of this is that the base-band transistor

flicker corer frequency is not the same as the oscillator flicker corner frequency. This

is shown in (A.30), where ∆f1/f3 is the oscillator flicker noise corner offset frequency

and f1/f is the base-band transistor flicker noise corner frequency and ∆f1/f3 < f1/f .

∆f1/f3 =

(
C2

0∑∞
n=0 C

2
n

)
f1/f (A.30)

The 0 dB/decade single-sided PN level, shown in Figure A.2, is determined from

(A.31), where F = 2 and the circuit is normalized to 1 Ω.

L(∆f) |0 dB = 10 · Log10

(
2FkT

Psig

)
(A.31)



Appendix B

Array Resolution Derivation

This appendix details the derivation of a closed-form solution that establishes a rela-

tionship between a frequency tuning array step change in capacitance, ∆CT , and the

resulting step change in frequency, ∆fT . This relationship is used to determine if the

minimum ∆CT results in a frequency resolution that meets the PN requirements of

the DCO. The minimum tuning capacitance (i.e., varactor size) required of the DCO

is determined using (B.9). The derivation begins with the fundamental equation for

an LC-tank resonant frequency (B.1) to which we include the relationship between

∆f and ∆C.

f =
1

2π
√
LC

(B.1)

(f −∆f) =
1

2π
√
L (C + ∆C)

(B.2)

√
C + ∆C =

1

2π
√
L (f −∆f)

C + ∆C =
1

4π2 · L · (f −∆f)2

∆C =
1

4π2 · L · (f −∆f)2 − C (B.3)
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where:
√
C =

1

2π
√
L · f

and C =
1

4π2 · L · f 2
(B.4)

Then put (B.4) into (B.3) to get:

∆C =
1

4π2 · L · (f −∆f)2 −
1

4π2 · L · f 2

=
4π2 · L · f 2 − 4π2 · L · (f −∆f)2

16π4 · L2 · f 2 · (f −∆f)2

=
4π2 · L ·

(
f 2 − (f −∆f)2)

16π4 · L2 · f 2 · (f −∆f)2

=
f 2 − (f 2 − 2f∆f + ∆f 2)

4π2 · L · f 2 · (f −∆f)2

=
(2f∆f + ∆f 2)

4π2 · L · f 2 · (f −∆f)2

=
(2f −∆f) ·∆f

4π2 · L · f 2 · (f −∆f)2 (B.5)

If f � ∆f , then we can simplify (B.5) by ignoring ∆f where it is subtracted from

f , resulting in

∆C ≈ 2f ·∆f
4π2 · L · f 2 · f 2

Finally: ∆C ≈ 1

2
· ∆f

π2 · L · f 3
(B.6)

It is equally correct to begin this derivation with (B.2) replaced by (B.7).

(f + ∆f) =
1

2π
√
L (C −∆C)

(B.7)
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This results in the replacement of (B.6) with its negation (B.8).

∆C ≈ −1

2
· ∆f

π2 · L · f 3
(B.8)

Therefore, it follows that both these results can be generalized in (B.9) as the

absolute value of ∆C.

|∆C| ≈ 1

2
· ∆f

π2 · L · f 3
(B.9)

This result (B.9) is consistent with [6], repeated here as (B.10), which solves for

a change in tracking frequency, ∆fT (f), resulting from a change in tracking bank

capacitance, ∆CT .

∆fT (f) = −2π2L∆CTf 3 (B.10)

Using (B.9) the required capacitance resolution for the 14-GHz DCO was found

to be 75 aF (B.11) from the frequency deviation requirement of 2.0 MHz discussed in

section 4.2.

∆CT (f) ≈ 1

2
·
(

2.0× 106

π2 · 500× 10−12 · (14.0× 109)3

)
= 75 aF (B.11)



Appendix C

DCO Model Code

C.1 Contents - row evaluation.m

This section lists the MATLAB® code (row evlauation.m) that models basic fre-

quency tuning (Figure C.1), parallel resistance of the varactor array (Figure C.2),

total parallel resistance including both inductor and varactor array (Figure C.3), cur-

rent requirement for tank amplitude (Figure C.4) and tank amplitude (Figure C.5).

� Frequency Calculation - Slow, rc Cworst CCworst

� Frequency Calculation - Fast, rc Cbest CCbest

� Parallel Resistance Correction Factor for Frequency

� Loss Calculation

� Plot Rp due to Varactor Selection

� Inductor Loss

� Plot Rp due to both Varactor Selection and Inductor

� Calculate required current

� Plot required current for each setting

� Plot Vm for each setting.

clc;

clear all;

close all;

freq = 28e9;

m = 20;

n = 8;

159
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K = 1:1:m*n+1;

% L = 95.6e-12;

L = 90.5e-12;

% L = 105.7e-12;

% L = 100e-12;

QL = 15;

Amp = 0.5;

Frequency Calculation - Slow, rc Cworst CCworst

Con = (1+0.086)*0.91e-15;

Coff = (1+0.060)*0.26e-15;

Cpar = 5.743e-15;

Cdiv = 21.51e-15;

Cgm = 120.1e-15;

Frequency Calculation - Fast, rc Cbest CCbest

Con = (1-0.081)*0.91e-15; Coff = (1-0.059)*0.26e-15; Cpar = 5.569e-15; Cdiv =

12.86e-15; Cgm = 91.5e-15;

Cvar = m*(Cpar+n*Coff)+K*Con*(1-Coff/Con);

% Cvar = [m*(Cpar+n*Coff) Cvar];

C = Cvar+Cgm+Cdiv;

f_dco = 1/2/pi./sqrt(C*L);

figure(1);

plot(K,f_dco/1e9,’-’,’color’,’b’);

title(’\fontsize{22} Frequency Range, Extracted Corners - Layout C’);

xlabel(’\fontsize {22} Varactor Array Code, S’);

ylabel(’\fontsize {22} Frequency (GHz)’);

grid on;
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Parallel Resistance Correction Factor for Frequency

CF = (28e9./f_dco).^2;

Loss Calculation

% Cworst_CCworst

Qmax = [63.96,34.22,24.58,19.84,17.01,15.12,13.77,12.75,11.93];

% Cbest_CCbest

% Qmax = [291.6,126,85.8,67.65,57.31,50.62,45.93,42.43,39.67];

% Cap = [8.861,9.618,10.37,11.13,11.89,12.64,13.4,14.16,14.91]*1e-15;

p = 0:1:8;

Cap = (Cpar+n*Coff)+p*Con*(1-Coff/Con);

Rs_min = 1./(2*pi*freq.*Cap.*Qmax);

Rp_max = 1./(Rs_min.*(Cap.*2*pi*freq).^2);

for j = 2:m

Cond1_x(j)=1/(Rp_max(length(Rp_max))/(j-1));

end

for j = 1:m

matCond2(j,(2:9))=1./Rp_max(2:9);

end

for j = 1:m-1

Cond3_x(j)=1./(Rp_max(1)/(m-j));

end

% Cond1_x=[Cond1_x 0];

Cond1=Cond1_x’;

Cond3_x=[Cond3_x 0];

Cond3=Cond3_x’;
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for j = 2:length(Rp_max)

matCond1(:,j)=Cond1;

matCond3(:,j)=Cond3;

end

Cond1;

matCond1;

matCond2;

Cond3;

matCond3;

matR4=1./(matCond1+matCond2+matCond3);

matR4(:,1)=[];

matR5=reshape(matR4’,[1,m*n]);

matR5=[Rp_max(1)/m matR5];

matR5=matR5.*CF;

Plot Rp due to Varactor Selection

figure(2);

plot(K,matR5);

title(’\fontsize{22} Rp Due to Varactor Array - Layout C’);

xlabel(’\fontsize{22} Varactor Array Code, S’);

ylabel(’\fontsize{22} Rp (Ohms)’);

grid on;

% set(gca,’YTick’,[50 100 150 200 250 300 350 400 450 500 600 ...

% 700 800 900 1000 1100 1200 1300 1400 1500 1600 1700 1800 1900 ...

%2000 2200 2400 2600 2800 3000 3500 4000 4500 5000 5500 6000 ...

%7000 8000 9000]);

Inductor Loss

matR6 = 1./((1./matR5)+(1/RLp));
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Plot Rp due to both Varactor Selection and Inductor

figure(3);

plot(K,matR6);

title(’\fontsize{22} Rp for Varactor Array and Inductor - Layout C’);

xlabel(’\fontsize{22} Varactor Array Code, S’);

ylabel(’\fontsize{22} Rp (Ohms)’);

grid on;

% set(gca,’YTick’,[120 125 130 135 140 145 150 155 160 165 170 ...

% 175 180 185 190 195 200 205 210 215 220 225 230 235 240 245]);

Calculate required current

Ireq = Amp*pi./matR6;

Plot required current for each setting

figure(4);

plot(K,Ireq*1000);

title(’\fontsize{22} Current for 1.0 Vpp Tank Amplitude - Layout C’);

xlabel(’\fontsize{22} Varactor Array Code, S’);

ylabel(’\fontsize{22} Ireq (mA)’);

grid on;

Plot Vm for each setting.

Ireq = 10;

Vm = Ireq*matR6/pi;

figure(5);

plot(K,Vm);

title(’\fontsize {22} Single Ended Tank Voltage (Vm) - Layout C’);

xlabel(’\fontsize {22} Varactor Array Code, S’);

ylabel(’\fontsize {22} Vm (mV)’); grid on;
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Figure C.1: 28-GHz Frequency Tuning Range with 20 Rows

Figure C.2: Parallel Array Resistance - 28 GHz
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Figure C.3: Parallel Resistance Including Inductor and Array - 28 GHz

Figure C.4: Required DCO Current - 28 GHz
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Figure C.5: Tank Amplitude from 10 mA - 28 GHz

C.2 Contents - DCO tuning range evaluation.m

This section lists the MATLAB® code (DCO tuning range evaluation.m) that models

coarse/fine tuning of the DCO and plots the error between the model and circuit

simulated frequency results.

� High Frequency cbest ccbest

� Typical

� Low Frequency cworst ccworst

clc;

clear all;

close all;

% L = 96.8e-12; % Inductor size.

L = (96.8e-12)*1.025;

TypeI = 18; % Number of Rows

TypeII = 2;

TypeIII = 2;
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n = 8; % Number of varactors/row.

LSB_size = 12; % Row modulus.

% Row count generation.

max_sel = (TypeI*n+1)*LSB_size-1;

S = 0:max_sel;

A = floor(S/LSB_size);

B = mod(S,LSB_size);

C = 12-B;

High Frequency cbest ccbest

Con = 0.750e-15; %N7_SERDES56G_tb tb_pvt_row_2 adexl_0 2016/07/26

Coff = 0.231e-15; %pss sim ss_mos/tt_res/tt_mom/1.5V/0.67V/-40C/500mVp

Cpar = 5.288e-15;

Cdiv = 15.6e-15; %pss sim ss/0.675V/-40C/500mVp 2016/07/26

Cgm = 101.6e-15; %pss sim ss/0.675V/-40C/500mVp 2016/07/26

CarryI = A*(Con-Coff)+TypeI*(Cpar+n*Coff);

CarryII = B*(1/2)*(Con-Coff)+TypeII*(Cpar+(n/2)*Coff);

CarryIII = C*(1/2)*(5/6)*(Con-Coff)+TypeIII*(Cpar+(n/2)*(5/6)*Coff);

Ctot = CarryI+CarryII+CarryIII+Cgm+Cdiv;

f_dco_tt = 1./(2*pi.*sqrt(Ctot*L));

axes(’fontsize’,16);

plot(S,f_dco_tt/1e9,’--’,’color’,’r’);

xlabel(’\fontsize {22} Varactor Array Code’);

ylabel(’\fontsize {22} Frequency (GHz)’);

set(gca,’YTick’,[23 24 25 26 26.4 26.6 26.8 27.0 27.2 27.4...

27.6 27.8 28.0 28.2 28.4 28.6 28.8 29.0 29.2 29.4 29.6 29.8...

30 31 32 33 34]);

grid on;

hold on;
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Typical

Con = 0.893e-15; %N7_SERDES56G_tb tb_pvt_row_2 adexl_0 2016/07/26

Coff = 0.257e-15; %pss sim tt_mos/tt_res/tt_mom/1.5V/0.75V/500mVp

Cpar = 5.554e-15; %pss sim tt_mos/tt_res/tt_mom/1.5V/0.75V/500mVp

Cdiv = 15.93e-15;

Cgm = 107.8e-15;

CarryI = A*(Con-Coff)+TypeI*(Cpar+n*Coff);

CarryII = B*(1/2)*(Con-Coff)+TypeII*(Cpar+(n/2)*Coff);

CarryIII = C*(1/2)*(5/6)*(Con-Coff)+TypeIII*(Cpar+(n/2)*(5/6)*Coff);

Ctot = CarryI+CarryII+CarryIII+Cgm+Cdiv;

f_dco_T = 1./(2*pi.*sqrt(Ctot*L));

plot(S,f_dco_T/1e9,’-’,’color’,’m’);

grid on;

Low Frequency cworst ccworst

Con = 1.027e-15; %N7_SERDES56G_tb tb_pvt_row_2 adexl_0 2016/07/26

Coff = 0.266e-15;

Cpar = 5.955e-15;

Cdiv = 16.09e-15;

Cgm = 111.4e-15;

CarryI = A*(Con-Coff)+TypeI*(Cpar+n*Coff);

CarryII = B*(1/2)*(Con-Coff)+TypeII*(Cpar+(n/2)*Coff);

CarryIII = C*(1/2)*(5/6)*(Con-Coff)+TypeIII*(Cpar+(n/2)*(5/6)*Coff);

Ctot = CarryI+CarryII+CarryIII+Cgm+Cdiv;

f_dco_L = 1./(2*pi.*sqrt(Ctot*L));

plot(S,f_dco_L/1e9,’-.’,’color’,’b’);

grid on;
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Code_F = [0 340 700 1040 1400 1720];

Code_S = [20 340 700 1020 1400 1720];

Fast = [30.327 29.726 29.074 28.473 27.863 27.341];

Slow = [29.125 28.234 27.300 26.537 25.689 25.020];

plot(Code_F,Fast,’-+’,’color’,’r’);

plot(Code_S,Slow,’-x’,’color’,’b’);

f0 = ones(1,max_sel+1)*28;

plot(S,f0,’-’,’color’,’r’);

legend(’\fontsize{20} High Freq cbest\_ccbest’,...

’\fontsize{20} Typical’,...

’\fontsize{20} Low Freq cworst\_ccworst’,...

’\fontsize{20} Sim High Freq cbest\_ccbest’,...

’\fontsize{20} Sim Low Freq cworst\_ccworst’,...

’\fontsize{20} 28 GHz Datum’);

hold off;

% Determine error.

%f_dco_tt_measured = [30.8e9,30.15e9,29.49e9,28.85e9,...

%28.25e9,27.67e9];

f_dco_tt_measured = [30.327e9,29.726e9,29.074e9,28.473e9,...

27.863e9,27.341e9];

f_dco_tt_matlab = [f_dco_tt(1),f_dco_tt(341),f_dco_tt(701),...

f_dco_tt(1041),f_dco_tt(1401),f_dco_tt(1721)];

f_dco_tt_err = (f_dco_tt_matlab-f_dco_tt_measured);

f_dco_tt_err = f_dco_tt_err./f_dco_tt_measured*100;

%f_dco_T_measured = [30e9,29.29e9,28.57e9,27.86e9,...

%27.18e9,26.52e9];

f_dco_T_measured = [30e9,29.29e9,28.57e9,27.86e9,...

27.18e9,26.52e9];

f_dco_T_matlab = [f_dco_T(1),f_dco_T(349),f_dco_T(697),...
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f_dco_T(1045),f_dco_T(1393),f_dco_T(1740)];

f_dco_T_err = (f_dco_T_matlab-f_dco_T_measured);

f_dco_T_err = f_dco_T_err./f_dco_T_measured*100;

%f_dco_L_measured = [29.49e9,28.47e9,27.52e9,26.63e9,...

25.81e9,25.05e9];

f_dco_L_measured = [29.125e9,28.234e9,27.300e9,26.537e9,...

25.589e9,25.020e9];

f_dco_L_matlab = [f_dco_L(21),f_dco_L(341),f_dco_L(701),...

f_dco_L(1021),f_dco_L(1401),f_dco_L(1721)];

f_dco_L_err = (f_dco_L_matlab-f_dco_L_measured);

f_dco_L_err = f_dco_L_err./f_dco_L_measured*100;

figure(2);

axes(’fontsize’,16);

plot(Code_F,f_dco_tt_err,’--+’,’color’,’r’);

xlabel(’\fontsize{22} Varactor Array Code’);

ylabel(’\fontsize{22} Error (%)’);

grid on;

hold on;

plot(Code_S,f_dco_L_err,’-.x’,’color’,’b’);

legend(’\fontsize{20} High Freq cbest\_ccbest’,...

’\fontsize{20} Low Freq cworst\_ccworst’,...

’Location’,’NorthEast’);
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Inductor Leg Parasitic Analysis

Figure D.1 shows a 3-D EM simulated (using Peakview [58]) parasitic inductance of

1.65 pH and calculated resistance of 11.0 mΩ on each path from the inductor to the

gain block. These values are very small; however, their relative significance must be

determined before they can be confidently excluded from the MATLAB oscillator

models.

tl <1>

tank_l tank_r

pll_dco_gm

R = 11 m

L = 1.65 p L = 1.65 p

R = 11 m

R = 2.4 m

L = 381.3 f L = 381.3 f

R = 2.4 m

tr <1>

tl <22:1> tr <22:1>

tl <23:2> tr <23:2>

tl <23:1> tr <23:1>
tl <9:1>

tr <23>

tr <9:1>

tl <11:10> tr <11:10>

tl <13:12> tr <13:12>

tl <22:14> tr <22:14>

tl <23>

To Divider

To Inductor

Varactor
Bank

Figure D.1: DCO Leg Inductance

A parasitic inductance of 381.3 fH and resistance of of 2.4 mΩ were found to

exist on the conductor path from the gain block to the first varactor row and between

171
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each successive row to the pll divider. This poses an interesting problem. That

is, it is tempting to find a lumped equivalent value of these parasitics by simply

summing the value of each parasitic element as if they were series components between

the pll dco gm block and the pll divider block. However, this is incorrect as each

successive varactor row sees the sum of all the parasitic components in series back to

the pll dco gm block. Stated explicitly for the parasitic resistance, Rpara, where Rpara

is the interconnect resistance between each row, the total parasitic resistance between

the pll dco gm block and the nth row is nRpara for each inductor leg. Therefore, the

total parasitic resistance seen by all row elements across each inductor leg is Rpara SUM

(D.1).

Rpara SUM = Rpara + 2Rpara + 3Rpara + 4Rpara . . .+ nRpara (D.1)

This can be simplified to (D.2).

Rpara SUM =

(
n(n+ 1)

2

)
Rpara (D.2)

If the varactor array is considered a single element, then it is proposed here that

the lumped parasitic resistance seen by the varactor array is the average of the total

parasitic resistances, Rpara AV G, seen by all array rows (D.3).

Rpara AV G =
Rpara SUM

n
=

(
n(n+ 1)

2n

)
Rpara (D.3)

Additionally, each unit varactor element consists of two series transistors, which

leads to the assumption that the total capacitance of each unit element is one half

the capacitance of one transistor for both Con and Coff states. This series connection

assumption is extended to the parasitic path; thus, Rpara AV G needs to be doubled to

account for both legs. Therefore, the lumped resistance, Rpara LUMPED is found using

(D.4).

Rpara LUMPED =

(
n(n+ 1)

2n

)
2Rpara = (n+ 1)Rpara (D.4)

It is proposed here that this parasitic lumped R can be approximated by (D.5).

Rlumped = (n+ 1)Rpara = (22 + 1) 2.4 mΩ ≈ 55.2 mΩ (D.5)

Table 4.16 shows that for the 8.1 µm M12 Cu conductor there is little difference
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between RDC and RHF at 14 GHz. It is assumed that proximity effects would be

minimal across the inductor legs. While leakage losses may increase the value of

Rlumped ≈ 55.2mΩ significantly, this resistance value was considered small, < 2 %, in

comparison to the series resistance of the inductor. Therefore, this parasitic resistance

was not considered further.

It was assumed that there is minimal mutual-inductance between the parasitic

inductances sections of the inductor legs. Therefore, the total self-inductance for

each leg of 22 rows is 22 × 381.3 f + 1.85 p = 10.24 pH or approximately 2 %

of the total inductance. As was discussed for the lumped parasitic resistance, the

total lumped parasitic inductance was determined by replacing Rpara in (D.4) with

the parasitic inductance between each row. This result was determined using (D.6).

Llumped = (N + 1)L = (22 + 1) 381.3 fH ≈ 8.77 pH (D.6)

This value is very small when compared to the main inductance value, so will

not be considered further. Additional field solver simulations confirmed that the

oscillator LC-tank self-inductance is mostly insensitive to process and temperature

variation. That is, only a ± 1 % resonant frequency variation was associated with

self-inductance variation. It should be noted that additional frequency tuning margin

was considered in section 4.8.
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