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Abstract

In this thesis, we are interested in the RF/Fiber optical interface for microcellular wireless transceivers as an essential part of the whole communications link. The key element in this research is the telecommunication semiconductor laser diode. However, the inhibiting factor for analog applications is the natural nonlinearity exhibited by semiconductor lasers, which degrades the overall system performance and capabilities.

Performance evaluation and analysis of the communications link before implementation is extremely desirable; however, the device fabrication is excessively, costly and too time consuming for this purpose. Rather, robust, fast and accurate semiconductor laser simulation capability will give a way for more complex and diverse laser design, characterization and performance evaluation. This requires comprehensive laser modeling.

In this thesis, semiconductor laser gain modification, and the effects of device heating, leakage and noise were studied and added simultaneously to conventional laser models. Suitable model implementations for device and systems simulations in both frequency and time domains are also presented. Laser's nonlinearity was analyzed in detail as a prelude to choosing the pre-distorter most appropriate linearization technique. Model verification and validation were then performed by comparing the simulation results with the measurement results.

Analytical expressions for the pre-distorter model in time and frequency domains are also derived. The performance of the pre-distorter was evaluated by a software implementation of the frequency domain models of both the pre-distorter and the proposed laser model in cascade.
Simulation results show that the proposed pre-distorter improves the laser diode's nonlinear performance as measured by harmonic and intermodulation distortion. Comparison between the conventional gain-based pre-distorter and the proposed modified gain-based pre-distorter shows that the performance of the laser and pre-distortion circuit combination, in which the pre-distortion circuit is designed based upon the modified gain formulation, provides remarkable improvement over implementation based on previous laser models. Typically, an improvement of 10 dB in intermodulation distortion can be realized based on the work presented in this thesis, using the pre-distortion circuit designed based upon the modified gain formulation.
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Chapter 1

Introduction

1.1 Introduction

Recent analysis of eight-year trends in relative IT investment and relative prosperity between Europe and the USA [16] shows an increasing demand for multimedia communication or interactive services, which require some kind of broadband channel.

In practical scenarios of many of the present-day wireless communication networks, this channel includes a radio link connecting the customer and the base station, and coaxial cables between the base station and the central station.

A fibre optical link is recommended as the physical transmission medium between any network's base stations and central station to avoid the high attenuation of the coaxial cables in the radio frequency band. Fibre optics technology has a number of advantages that makes it attractive in a wide range of applications. Very low attenuation and large bandwidth are two major advantages.

The main reason we are seeking the analog transmission scheme is to bring the remote antenna signal back to a central office where it can be processed along with many other signals at low-cost and less complexity. The unique requirements of analog transmission over digital are for high signal to noise ratios at the receiver output, which necessitates high optical input power, and high end-to-end linearity to avoid distortion and prevent crosstalk between adjacent allocated bands.
1.2 Thesis motivation

The potential for optical link improvements provides a compelling incentive for studying and analyzing laser diode performance. Accurate and rapid analysis and simulation of laser diode performance metrics such as modulation bandwidth [17–20], intensity and frequency noise levels [18,21,22], and nonlinear distortion [11,23–26] are required for overall optical link system performance evaluation and network characterization. While sophisticated computer programs, such as those presented in [27–29], and numerous laser models such as those given in [30–33], can accurately predict important laser characteristics, they unfortunately have not yet found widespread acceptance in system level simulators due to their computational burden. Analytical solutions, numerical integration computer simulation models, and circuit models [21,34–40] have been introduced, but again they are not generally suitable for system simulations, either due to their computational burden or because of difficulties in incorporating these methods into a full optical link simulation. The lack of laser linearity enhancement techniques is mainly due to the unavailability of a suitable laser models [41,42] that include physical phenomena such as gain nonlinearities, gain saturation, index nonlinearities, thermal effects, leakage and noise. For this purpose, models suitable for system level simulations and which feature the above mentioned physical phenomena are required. Suitable linearization techniques and circuit implementations are required for analog optical transmission over fiber.

1.3 Thesis objectives

The main objective of this thesis is to enhance the performance of the analog optical transmitter for analog optical communications. This can be achieved through the following steps:

1. Review and analyze the available semiconductor laser models.
2. Enhance the semiconductor laser diode models.

3. Predict the laser response and evaluate its performance using the proposed models.

4. Review and analyze the available linearization techniques.

5. Develop a suitable linearization technique.

6. Implement and test the proposed linearizer.

7. Evaluate laser diode performance with and without the linearizer.

1.4 Thesis contributions

The main contributions in this thesis have been reported in several publications and are summarized in the following.

- Enhancing the mathematical modeling of semiconductor laser diodes (emphasis is on 1.3 \( \mu \) m GaAsInP-InP lasers).

- Implementation of a suitable model for system simulations. Emphasis is on MATLAB programming, SIMULINK and Agilent-ADS [1].

- Novel normalization technique to overcome the convergence difficulties [1].

- A novel enhanced normalized model, including simultaneous effects such as gain saturation, spectral hole burning, carrier transport, gain nonlinearities and its SDD implementation using Agilent-ADS [3].

- A novel analysis to calculate the thermal effects in the laser diode (outlined and included in the proposed model).

- Enhancing the laser model by adding the thermal effects and modifying the SDD implementation [2].

- Enhancing the laser model by adding the leakage current effects and modifying the SDD implementation [7].
• Introduction of a new analytical derivation for the laser noise correlation expressions and their simultaneous generation techniques [8, 43].

• Enhancing the above proposed model by adding the noise effects and modifying the SDD implementation [4].

• Prediction of the laser diode operation in the time and frequency domains, distortion levels [44] and CATV application.

• Model verification and parameters extraction [10, 14].

• Derivation of a new Volterra series expansion of the laser; derivation of a new inverse Volterra series expansion of the laser; proposal of a pre-distortion topology based upon derivations performed as components of the research [14].

• Software pre-distorter implementation and nonlinearity enhancement [9, 45].

1.5 Thesis organization

Laser diode modeling and gain modification is presented in Chapter 2, which also includes the technique of the normalization and simulation results in time and frequency domains. Chapter 3 presents the laser model modifications by including the temperature, leakage current and noise effects. Chapter 3 also includes the simulation results in each case. Model verification and validation based on the comparison between simulation and measurement results are presented in Chapter 4. In Chapter 5, a review of the laser nonlinearity and different linearization techniques is presented. Development of the pre-distorter model, pre-distorter implementation and the nonlinearity performance evaluation with and without using the pre-distorter are discussed in Chapter 6. Finally, Chapter 7 summarizes the results arising from this work, provides the overall conclusions, and presents recommendations for future research.
Chapter 2

Semiconductor-Diode Laser Modeling

In this chapter, general introduction for the semiconductor laser operation as well as a review and analysis of the published laser diode models are presented. This review is expanded by modifying the rate equations governing the dynamics of the laser diode theory adding the simultaneous effects of different physical phenomena such as index non-linearity and the nonlinear gain effect leading to the modified gain formulation. Furthermore, suitable models for system level simulations based on the modified rate equations are implemented using Agilent-ADS simulation tool. Transient, small signal and large signal simulation results in time and frequency domains are demonstrated.

2.1 Historical background

The earliest semiconductor diode lasers were implemented using p-n homo-junction formed in crystalline blocks of gallium arsenide (GaAs) or Gallium Phosphide Arsenide $GaP_xAs_{1-x}$ [6,46]. As early as 1963, it was suggested that semiconductor lasers might be improved if a layer of one semiconductor material were sandwiched between two cladding layers of another semiconductor that has a relatively wider band gab. Such a device is called hetero-structure laser [6]. Single hetero-structure lasers were developed next, where the active region had on one side a cladding layer of higher band gab and lower refractive index material [6,46]. The motivation for developing the single hetero-structure is that carriers rapidly diffuse away from the junction in the conventional p-n junction. To compensate for
this diffusion, injected currents of tens of thousands of ampere per square centimeters are required. Further reduction of the threshold currents can be achieved by using the double hetero-junction (or broad-area laser) such as \(Ga_xAl_{1-x}As - GaAs - Ga_xAl_{1-x}As\) sandwich. This type of device allows CW operation at room temperature with current densities around 1000 A/cm\(^2\). The theory of operation behind this type of laser device is to confine the optical mode by varying the index of refraction laterally, and for this reason they are called index-guided lasers. Long wavelength semiconductor lasers in the range 1.1-1.6 \(\mu m\) are of considerable interest for optical fibre communication [6,47]. In the early 1970’s the combination of Indium Gallium Arsenide Phosphide-Indium Phosphide (\(InGaAsP-InP\)) turned out to be the most suitable in view of the fact that it is nearly perfect lattice matched [6,47]. The active layer is composed of \(In_{1-x}Ga_xAs_P_{1-y}\) quaternary alloy. By varying the mole fractions \(x\) and \(y\), almost any wavelength in the 1.1-1.6 \(\mu m\) range can be selected. In 1977-1980 1.3 \(\mu m\) \(InGaAsP-InP\) lasers were introduced to benefit from the low-loss dispersion free fibers at 1.3 \(\mu m\) and ultra-low-loss (\(\approx 0.2dB/Km\)) at 1.55 \(\mu m\) wavelength [6]. Following this the theory of \(InGaAsP\) lasers operating in the wavelength range 1.3 \(\mu m\) – 1.6\(\mu m\) proceeded at an enormous pace [6]. The primary motivation was their application in optical fiber communication in which laser size are in the same order of the optical fiber core size, which makes the coupling more efficient.

### 2.2 Basic principles of semiconductor lasers

The operation of most lasers can be described by the electron transitions, which may occur between two energy levels of a hypothetical atomic system. Laser action is the result of three key processes: photon absorption, spontaneous emission, and stimulated emission. These three processes are represented by the simple two-energy level diagram as shown in Figure 2.1 [48]. In this diagram \(E_1\) is the ground state (or lower energy level) and \(E_2\) is
the excited state (or higher energy level). According to Planck's law, a transition between these two states involves the absorption or emission of a photon energy $h\nu_{12} = E_2 - E_1$.

When a photon of energy $h\nu_{12}$ impinges on the system, an electron in state $E_1$ can absorb the photon energy and be excited to state $E_2$, as shown in Figure 2.1(a). Since $E_2$ is an unstable state, the electron will shortly return to the ground state as shown in Figure 2.1(b), thereby emitting a photon of energy $h\nu_{12}$. This is called spontaneous emission and it occurs without any external stimulation. It is also isotropic and has random phase. The electron can also be induced to make a downward transition from the excited level to the ground level by an external stimulation as shown in Figure 2.1(c). If a photon of energy $h\nu_{12}$ impinges on the system while the electron is still in its excited state, the electron is immediately stimulated to drop to the ground state and give off a photon of energy $h\nu_{12}$.

The remarkable feature is that the emitted photon matches the original photon not only in its wavelength but also in direction of propagation. This means that stimulated process results in coherent radiation as the waves associated with the stimulating and stimulated photons have identical frequencies are in phase and have the same state of polarization. The resultant emission is known as stimulated emission. In thermal equilibrium the density of excited electrons is very small. Most of the photons incident on the system will therefore be absorbed. In this state, the density of electrons in the lower energy level is more than the density of the electrons in the upper energy level. In this case, stimulated emission is
essentially negligible. The amplification or lasing condition in which stimulated emission exceeds the absorption only happens when the population of the excited states is greater than that of the ground states. This condition is known as population inversion. Since this is not an equilibrium condition, population inversion is achieved by various pumping techniques.

2.3 Semiconductor laser modeling

There are two basic classical methods of modelling mathematically the operation of semiconductor lasers. The first method applies the concept of photon/electron particle exchange. This is the standard rate-equation approach which is robust and well researched [15,46,49] but can be difficult to apply when there are strong non-uniformities in the laser’s materials. In this method, spontaneous emission which initiates lasing, optical gain which is essential to achieve lasing, and other processes involved in lasing all use quantum processes at the level of single atoms and electrons within the lasing material [46]. The second method is based on the interactions between electromagnetic field and the electric dipoles in an active optical medium. This method is effective when the refractive index is nonlinear and changes inside the laser, leading to permittivity changes. Phenomena causing the gain nonlinearity such as spatial hole burning [6,50,51], carrier heating [52–58] and gain saturation [58–60], coupled with the effect of the leakage current and noise, significantly affect the performance of semiconductor lasers. Therefore, they should be simultaneously included in the mathematical modeling of the semiconductor laser to accurately predict its response.

Accurate and rapid analysis and simulation of laser diode performance metrics such as modulation bandwidth [17–20], intensity and frequency noise levels [18,21,22], and nonlinear distortion [11,23–26] are required for overall optical link system performance evaluation and network characterization.
Models based on simplified rate equations [61–63] are based on assumptions that make them unsuitable for simulation of analog signal transmission. They also limit the possibility of enhancing optical link parameters such as the dynamic range. Sophisticated computer programs, such as those based on the solution of large sets of simultaneous equations [64–66] have been presented in [27–29]. As well, numerous laser models such as those given in [30–33] have been developed in order to predict some of the important laser characteristics. However, these models didn't include most of the physical effects and failed to gain widespread acceptance in system level simulators due to their computational complexity. Other approaches that are based on numerical analysis and computer simulation models, and circuit based models [6, 21, 34–40, 67] have been introduced, but were deemed to be not suitable for general system simulations either due to their computational burden or because of difficulties in incorporating these models into a full optical link simulators.

Because of the complexity of representing the semiconductor lasers as a homogenously broadened laser [68], the energy levels representation of the laser model was a strong candidate to illustrate the methodology of converting the electric field into photons. Thus, in this thesis, the semiclassical theory is used to describe the interactions between the electromagnetic field variation using the classical theory and the electric dipoles perturbation energy in the density matrix using quantum mechanics in an active optical medium. This method is used to derive the modified gain formulation and to describe the electric field phase variation inside the active medium. The theory of quantum mechanics is used to derive the laser rate equations by coupling the atomic system to the field system and by adding the electric-dipole perturbation energy to the Hamiltonian [69] using the density matrix method [70].
2.4 Conventional semiconductor laser rate equations

Rate equations form a commonly accepted approach for modeling the semiconductor lasers and simulating the dynamics of the electron and photon population. This is due to its simplicity, clarity and ease of modifying the applicability extension [6,46,48,71–73] of the rate equations. The main approaches used for the derivation of the rate equations are; (1) The classical wave theory approach [6,15,46,70], and (2) The combination of quantum mechanics and density matrix methods [15,69,74–80]. Simplified single mode rate equations with simplified linear gain formulation can be expressed as follows [6,20,30,61–63,81–91],

\[
\frac{dP(t)}{dt} = \Gamma G P(t) + \Gamma \beta_{sp} \frac{C(t)}{\tau_e} - \frac{P(t)}{\tau_{ph}} \tag{2.4.1a}
\]

\[
\frac{dC(t)}{dt} = \frac{I(t)}{qV_c} - GP(t) - \frac{C(t)}{\tau_e} \tag{2.4.1b}
\]

in which \( P \) represents the intracavity photon density, \( C \) is the active region carrier density, \( \Gamma \) is the mode confinement factor (or the filling factor), \( \beta_{sp} \) is the spontaneous emission factor, \( \tau_e \) is the electron life time, \( \tau_{ph} \) is the photon life time, \( I(t) \) is the injected current, \( q \) is the electronic charge and \( V_c \) is the volume of the active region.

The gain, \( G \), is expressed in one of the forms given by equation 2.5.1a-d.

The system described by equations (2.4.1a) and (2.4.1b) includes the basic set of rate equations which mathematically describe the interaction between electrons and photons inside the active region.

Equation (2.4.1a), represents the rate of change of the photon density inside the laser cavity. The first term of the right hand side, \( \Gamma G P(t) \), represents the rate of stimulated emission of photons by electrons within the laser cavity that can be considered as the source of photons. The next term, \( \beta_{sp} \Gamma C(t)/\tau_e \), is the rate of spontaneous emission of photons due to the recombined electrons and photons. The last term, \( -P(t)/\tau_{ph} \), corresponds to the decay rate of the number of photons due to losses.
Equation (2.4.1b) represents the rate of change of the electrons density. In the right hand side of (2.4.1b) the first term, $I(t)/qV_c$, represents the rate of electrons pushed into the conduction band by the effect of the driving current, $I(t)$. This means that increasing the current flow leads to higher electron concentration in the conduction band. The next term, $-GP(t)$, corresponds to the removal of electrons from the interaction region caused by the stimulated recombination associated with the material optical gain. The last term, $-C(t)/\tau_e$, represents the net electrons decay rate due to the spontaneous recombination.

2.5 Modified semiconductor laser rate equations

Results of experimental measurements reported in [32,90,92-99], and device simulation in [33,65,89,100-110] demonstrated the limitations of the simplified laser rate equations. Therefore, the simplified system of rate equations need to be modified to extend its applicability while still maintaining its clarity and physical interpretation. One of the important modifications of the simplified rate equations involves a new derivation of the gain parameter. These modifications are described in the following.

2.5.1 Modified semiconductor laser gain formulation

The difference between the analytical and experimental results reported in literature showed the inadequacy of modeling the laser using rate equations with linear gain formulation [6,69,76]. Gain formulas appearing in the literature [6,81] such as the empirically obtained linear gain formula given by equation (2.5.1a) represent small signal gain and does not account for most of the laser media nonlinearities. The modified nonlinear versions of (2.5.1a) given by equations (2.5.1b)- (2.5.1d) and which appeared as examples in [20,61-63,82-91,111] were either derived by treating the laser diode as a two-level system, or were empirically obtained by an experimental fitting of one or more parameters. These modified gain formulations either provide small signal gain which is valid for small
power [82–84], or yield mathematically complicated gain equations that are difficult to include in dynamic models of semiconductor lasers [77,112]. However, these nonlinear gain formulations provide in some cases and under specific conditions close agreement between the theoretical and experimental results. These gain formulas can not be considered as general gain expressions since they are expressed in terms of fitting parameters that are related to particular measured quantities. These fitting parameters do not directly describe the cause of the gain nonlinearity, nor include the parameters reflecting the influence of a specific nonlinear phenomenon on the gain formulation. Expressions for the gain, G, that appeared in the literature are given by the following,

\begin{align}
G &= v_g \varphi(C - C_{tr}) \\
G &= v_g \varphi(C - C_{tr})(1 - N\mathcal{P}) \\
G &= v_g \varphi(C - C_{tr})/(1 + N\mathcal{P}) \\
G &= v_g \varphi(C - C_{tr} - C\beta \Delta T/\Delta T_l)
\end{align}

(2.5.1a) \hspace{1cm} (2.5.1b) \hspace{1cm} (2.5.1c) \hspace{1cm} (2.5.1d)

In the above equations, \( \varphi \) is the differential gain coefficient, \( N \) is the gain suppression factor, \( v_g \) is the group velocity, \( C_{tr} \) is the transparency carrier density corresponding to the onset of population inversion, \( \Delta T \) is the deviation of carrier temperature from the corresponding temperature of the lattice, \( T_l \), and \( \beta \) is a fitting parameter. The referenced gain formulas were derived by treating the laser diode as a two-level system or by using the third order perturbation theory. Both methodologies do not include the intraband transitions and associated effects. The use of the density matrix approach [6,69,75–77] can correctly include the intraband transition effects. A modified optical gain expression including the effects of spectral hole burning, index of refraction nonlinearities, and gain saturation is given by Equation (2.5.2) [3] (see Appendix A for the details of the derivation).

\[
G(C, \mathcal{P}) = \frac{\Gamma \frac{\xi}{n_g} \varphi(C - C_{tr})}{\sqrt{1 + (\Gamma \omega_0 \hbar/(\xi_0 n_g I_s)) \mathcal{P}}}
\]

(2.5.2)
In the above equation, $\tilde{n}$ and $n_g$ represent the effective mode index and the group refractive index respectively, $h = h/2\pi$ (Planck's constant), $I_s$ is the saturation intensity and $c$ is the free space light speed. Both the modified gain formula (MGF) given by (2.5.2) and the conventional gain formula (CGF) given by (2.5.1c) were used in the simulation of important laser characteristics. Comparison\(^1\) between the simulation and measurement results [9,113] of some of the laser characteristics such as the modulation responses confirms that the modified gain formulation behaves in accordance with the measurement results, while the simulated results obtained from the conventional gain formulations do not.

### 2.5.2 Semiconductor laser model with modified gain

Assuming $P_s = (\varepsilon_0\tilde{n}n_g/\Gamma h\omega)I_s$, the modified gain formulation given in (2.5.2) can be simplified and given by the following equation:

$$G(C,P) = \frac{G_n(C - C_{tr})}{\sqrt{1 + P/P_s}}$$

(2.5.3)

in which $P_s$ represents the saturation power, $G_n = \Gamma v_g \varphi$, and $v_g = c/n_g$. The derived simplified gain formula given by equation (2.5.3) agrees with the empirically obtained linear gain formula that has been introduced in [6,114]. Using the modified gain formulation (2.5.3) and equations (2.4.1a) and (2.4.1b) leads to the modified laser rate equations given by,

$$\frac{dP(t)}{dt} = \frac{G_n(C - C_{tr})}{\sqrt{1 + P(t)/P_s}} P(t) - \frac{G_n(C_{th} - C_{tr})}{\sqrt{1 + P(t)/P_s}} P(t) + \Re_{sp}$$

(2.5.4)

$$\frac{dC(t)}{dt} = \frac{I(t)}{qV_c} - \frac{G_n(C - C_{tr})}{\Gamma \sqrt{1 + P(t)/P_s}} P(t) - \frac{C(t)}{\tau_e}$$

(2.5.5)

in which $C_{th}$ is the threshold carrier density, and $\Re_{sp} = \Gamma \beta_{sp} \eta_{sp} C / \tau_e$ is the spontaneous emission rate in which $\eta_{sp} = B C \tau_e$ is the internal spontaneous quantum efficiency, and $B$ is the radiative recombination coefficient. In practice, $\beta_{sp}$ is treated as a fitting parameter, typically in the range of $10^{-4}$ - $10^{-5}$ for GaAs [115] and InGaAsP lasers [6,114].

---

\(^1\)The measured results in [113] are for different laser parameters than in [6,61].
2.5.3 Threshold lasing condition and steady state solution

The threshold current can be calculated by solving equations (2.5.4) and (2.5.5) in steady state.

As shown in Appendix A, the threshold condition is given by,

\[ g_{th} = \frac{\alpha_{int} + \alpha_m}{\Gamma} \]  \hspace{1cm} (2.5.6)

in which \( \alpha_{int} \) and \( \alpha_m \) represent the internal and external (facet) losses and given by,

\[ \alpha_{int} = \frac{k_o \sigma}{\lambda \epsilon_{o\omega}} \]  \hspace{1cm} (2.5.7)

\[ \alpha_m = \frac{1}{2L} \ln \left( \frac{1}{R_1 R_2} \right) \]  \hspace{1cm} (2.5.8)

Using equation (2.5.6), the solution of (2.5.4) in steady state will lead to,

\[ \Gamma v_g \rho(C_{th} - C_{tr}) = v_g (\alpha_m + \alpha_{int}) \]  \hspace{1cm} (2.5.9)

from which, the threshold carrier density \( C_{th} \) can be derived and given as follows,

\[ C_{th} = \frac{(\alpha_m + \alpha_{int}) + \Gamma \rho C_{tr}}{\Gamma \rho} \]  \hspace{1cm} (2.5.10)

In this solution, the carriers and photons decay rates have been expressed as follows [6,15, 46, 69],

\[ \tau_c^{-1} = B C + A_{nr} + C_a C^2 \]  \hspace{1cm} (2.5.11)

\[ \tau_{ph}^{-1} = v_g (\alpha_m + \alpha_{int}) \]  \hspace{1cm} (2.5.12)

To solve equation (2.5.5) in steady state, we will assume that \( \Re_{sp} = 0 \).

The threshold current can be derived from the solution of equation (2.5.5) in steady state and is given as,

\[ I_{th} = \frac{q V_c C_{th}}{\tau_c(C_{th})} \]  \hspace{1cm} (2.5.13)
2.6 Laser model implementation

2.6.1 Semiconductor laser diode modeling using SIMULINK

Different methods for the laser model implementation have been discussed [1], based on which the laser model was simulated using SIMULINK. Numerical solution based on the modified Ronenbrock formula of order two [116] successfully converged to the laser rate equation solutions. Other numerical solutions experienced convergence difficulty, particularly in the laser threshold region. The block diagram shown in Figure 2.2 shows the semiconductor laser rate equations implemented in SIMULINK.

Due to the Convergence problems, significant simulation time was required. Furthermore,

![SIMULINK block diagram representation of semiconductor laser rate equations.][1]

it is not possible to obtain frequency domain simulations using SIMULINK for different laser models. Hence SIMULINK is not deemed suitable for small signal and large signal simulations in both time and frequency domains.
2.6.2 Normalized rate equations

The numerical method used to solve the laser rate equations must converge over the input signal domain, including the laser threshold region. Normalized rate equations enhance the convergence of numerical solvers and are suitable for transient, small signal, and large signal analysis.

2.6.2.1 Normalized photon rate equation

Simplifying equation (2.5.4) and multiplying both sides by $\tau_e/\Gamma C_{th}$ leads to,

$$
\frac{d}{dt} \left( \frac{\tau_e}{\Gamma C_{th}} P(t) \right) = \frac{\tau_e C_n}{\Gamma} \left( \frac{C_{th} - C_{tr}}{1 + P(t)/P_s} \right) P(t) - \left( \frac{\tau_e}{\Gamma C_{th} \tau_{ph}} \right) P(t) + \beta_{sp} \frac{C}{C_{th}}
$$

(2.6.1)

using (2.5.12) and (2.5.9) yield,

$$
\tau_{ph} G_n = \frac{1}{C_{th}(1 - C_{tr})}
$$

(2.6.2)

using (2.6.2) in (2.6.1) to simplify the results yields the following normalized photon rate equation.

$$
\frac{dP_n(t)}{dt} = \left( \frac{C_n - C_{tr}^n}{\tau_{ph}(1 - C_{tr}^n)} \right) \frac{P_n}{\sqrt{1 + P^n}} - \frac{P_n}{\tau_{ph}} + \beta_{sp} C_n
$$

(2.6.3)

in which we assume that the internal quantum efficiency $\eta_{iq}$ equals 100%, $P_n = \tau_e P/(\Gamma C_{th})$, $C_n = C/C_{th}$, $C_{tr}^n = C_{tr}/C_{th}$, $P_n^o = P_n/P_g$, and $P_n^a = \tau_e P_s/\Gamma C_{th}$.

2.6.2.2 Normalized electron rate equation

Multiplying both sides of (2.5.5) by $\tau_e/C_{th}$ and using (2.6.2) leads to the normalized electron rate equation given by,

$$
\frac{dC_n(t)}{dt} = \frac{I(t)}{qV_C C_{th}} - \frac{(C_n - C_{tr}^n)}{\tau_e \tau_{ph} (1 - C_{tr}^n)} \frac{P_n^o}{\sqrt{1 + P_n^o}} - \frac{C_n}{\tau_e}
$$

(2.6.4)

1Under electroneutrality condition, the word electrons and carriers are identical [114].
2.6.3 Symbolically defined laser diode models

Agilent-ADS (Agilent Advanced Design Systems) was chosen for implementation of the laser models because it is suitable for simulations from the circuit level up to the system level. It also offers both time-domain and frequency domain simulation and modeling capabilities. The semiconductor laser models defined by equations (2.6.3) - (2.6.4) were implemented using a 3-port Symbolically Defined Devices (SDDs) in Agilent-ADS. The laser rate equations were implemented as a combination of implicit and explicit part relationships, as shown in Figure 2.3. \( P_n(t) \) is represented by the "current" flowing into port 2 and is defined by the implicit function \( F[2,0] \). Similarly \( C_n(t) \) is represented by the "current" flowing into port 3 and is defined by the implicit function \( F[3,0] \). \( I(t) \) is represented by the "current" flowing into port 1 and is defined by explicit function \( I[1,0] \). The derivative \( dP_n(t)/dt \) is related to the current flowing out of port 2 by the explicit relation \( F[2,1] \). The derivative \( dC_n(t)/dt \) is related to the current flowing out of port 3 by the explicit relation \( F[3,1] \). The current controlled voltage source (CCVS) shown in the schematic diagram is used to de-normalize the normalized photon density \( P_n(t) \) into the actual intracavity photon density by multiplying it by \( \Gamma C_{th}/\tau_e \). The power emitted by each facet (\( P_{out}^1 \) and \( P_{out}^2 \)) is related to the photon density by equation (2.6.5) [6,15,73].

\[
P_{out}^1 = \frac{(1 - R_1)\sqrt{R_2}}{(\sqrt{R_1} + \sqrt{R_2})(1 - \sqrt{R_1}R_2)} \frac{P}{\tau_{ph}(\alpha_m + \alpha_{int})} E \tag{2.6.5a}
\]

\[
P_{out}^2 = \frac{(1 - R_2)\sqrt{R_1}}{(\sqrt{R_1} + \sqrt{R_2})(1 - \sqrt{R_1}R_2)} \frac{P}{\tau_{ph}(\alpha_m + \alpha_{int})} E \tag{2.6.5b}
\]

In the conversion process of photons to optical power we assumed that the facet reflectivities are identical, that 100% of the injected carriers will recombine radiatively and generate photons, and that the photon generation rate \( \tau_{ph}^{-1} \) is balanced with the photon escape rate \( v_p\alpha_m \) (rate of photons escape out of the laser cavity) to preserve the steady state.
Applying these assumptions on equation (2.6.5), using (2.5.12) and replacing $E$ by $hf$ leads to the following equation:

$$P_{out} = \frac{1}{2}(v_p \alpha_m)(P V_e)(hf)$$

(2.6.6)

### 2.7 Simulation results

The three-port SDD laser model shown in Figure 2.3 is used as part of an Agilent-ADS schematic diagram to predict the different semiconductor laser characteristics. Simulation setup shown in Figure 2.4 is used to predict the semiconductor laser characteristics in the time domain. The simulation setup suitable for the prediction of the semiconductor laser characteristics in the frequency domain is presented in section 2.7.3.

#### 2.7.1 Time domain steady state simulation results

The proposed model shown in Figure 2.3 was used in the simulation setup shown in Figure 2.4 to predict the steady state and dynamic characteristics of the laser diodes using realistic parameters for InGaAsP-InP semiconductor lasers, such as those shown in Table 2.1 which was extracted from [6,21,117].

##### 2.7.1.1 Parameters extraction

The parameter extraction methodology is very important for successful model verification. The ideal case for parameter extraction where a unique measurement for each parameter exists [118]. Measuring these parameters is not an easy task and needs many extensive equipments. Using the parameters extraction algorithm presented in Appendix G and the data given in Table 2.1, the proposed model is able to predicts most of the laser parameters such as those given in Table (2.2). Note that $G_{tho}$ is the threshold gain at
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Figure 2.3: The schematic symbol and port equations for a 3-port SDD [2].

Test Benches and simulation Parameters

Figure 2.4: Agilent-ADS schematic diagram for the simulation setup. The diode symbol shown represents the hierarchically defined SDD shown in Figure 2.3. The output power is represented by a current in this simulation.
Table 2.1: Device Parameters for InGaAsP/InP semiconductor laser diodes

<table>
<thead>
<tr>
<th>Parameter definition</th>
<th>Symbol &amp; Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Active region length</td>
<td>L=250 μm</td>
</tr>
<tr>
<td>Active region width</td>
<td>W=2 μm</td>
</tr>
<tr>
<td>Active region thickness</td>
<td>d=0.2 μm</td>
</tr>
<tr>
<td>Operating wave length</td>
<td>λ=1.3 μm</td>
</tr>
<tr>
<td>Transparency carrier density</td>
<td>C_{tr} = 1×10^{24} m^{-3}</td>
</tr>
<tr>
<td>Reflectivity of Facets</td>
<td>R1=R2=0.3246</td>
</tr>
<tr>
<td>Mode confinement factor</td>
<td>Γ=0.3</td>
</tr>
<tr>
<td>Effective mode index</td>
<td>n=3.5</td>
</tr>
<tr>
<td>Group refractive index</td>
<td>n_g=4</td>
</tr>
<tr>
<td>Line width enhancement factor</td>
<td>β=5</td>
</tr>
<tr>
<td>Differential gain coefficient</td>
<td>p=2.5×10^{-20} m^2</td>
</tr>
<tr>
<td>Nonradiative recombination rate</td>
<td>A_{nr}=1×10^8 S^{-1}</td>
</tr>
<tr>
<td>Radiative recombination coefficient</td>
<td>B_o=1×10^{-16} m^3/S</td>
</tr>
<tr>
<td>Auger recombination coefficient</td>
<td>C_a=3×10^{-41} m^6/S</td>
</tr>
<tr>
<td>Dipole moment</td>
<td>δ_m=9×10^{-29} m.C</td>
</tr>
<tr>
<td>Dipole relaxation time</td>
<td>τ_m=0.1×10^{-12} S</td>
</tr>
<tr>
<td>Electrons intraband relaxation time</td>
<td>τ_e=0.3×10^{-12} S</td>
</tr>
<tr>
<td>Holes intraband relaxation time</td>
<td>τ_n=0.07×10^{-12} S</td>
</tr>
<tr>
<td>Spontaneous emission factor</td>
<td>β_{sp} = 10^{-4}</td>
</tr>
</tbody>
</table>

Table 2.2: Extracted Parameters

<table>
<thead>
<tr>
<th>α_m (cm^{-1})</th>
<th>α_{int} (cm^{-1})</th>
<th>C_{tho} (m^{-3})</th>
<th>L_{tho} (mA)</th>
<th>τ_e (ns)</th>
<th>τ_{ph} (ps)</th>
<th>G_{tho} (s^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>45.006</td>
<td>40.032</td>
<td>2.134×10^{24}</td>
<td>15.363</td>
<td>2.222</td>
<td>1.568</td>
<td>6.378×10^{11}</td>
</tr>
</tbody>
</table>

300 K. The simulated steady state values given in Table(2.2) are in agreement with the results presented in [6].

2.7.1.2 Light-Current characteristics

representing the lasing phenomenon and the parameters affecting the optical output power requires establishing relationship between optical output power and diode drive current. The proposed normalized model is able to predict this relation as shown in Figure 2.5. This assists laser diode designers to predict and analyze the effect of certain parameter. For
example, understanding the condition of population inversion. There is a threshold current value $I_{th}$ required to build up a threshold gain to start lasing. Below this transition point, the device acts like a light-emitting diode and most of the emitted light is the spontaneous radiation. The effect of the spontaneous coupling factor $\beta_{sp}$ on the optical output power is also shown in Figure 2.5. The sharpness of the threshold current is mainly affected by $\beta_{sp}$ as shown in this figure and the transition from the non-lasing to the lasing state becomes softer with an increase of $\beta_{sp}$. A sharp increase in the optical output power occurs just above the threshold. In the limiting case of $\beta_{sp} = 0$ the threshold current is defined by (2.5.13). Also in this figure, the slope of the linear part of the light-current curve ($dP/dI$) determines the laser diode modulation efficiency which is another important parameter in the laser design.

![Figure 2.5](image)

**Figure 2.5:** Normalized photon density Vs normalized derive current and the corresponding optical output power Vs derive current. As shown, the spontaneous coupling factor $\beta_{sp}$ has a noticeable effect on the light current curve.
2.7.1.3 Variation of carrier population

Since we assumed an ideal uniform laser in which absorption and leakage do not exist, all the electrons generated by the drive current above the threshold are converted into photons. Thus, above the threshold, the variation of the carrier population with the drive current is nearly constant and does not increase significantly with increasing the drive current as demonstrated by Figure 2.6. Results shown in this figure are in total agreement with the steady state results presented in [6, 46]

![Graph showing carrier density vs drive current](image)

**Figure 2.6:** Steady state electron density C Vs drive current I(t) and the normalized values C_n Vs the normalized drive current.

2.7.2 Time domain dynamic simulation results

In section 2.7.1 we showed how to use the normalized laser model under steady state conditions. In reality, steady state is reached after certain time period called the delay time. This is the time required for the carrier population to reach its threshold value. This delay time is determined by the carrier dynamics alone [6]. The laser diode response in this
period is called transient response. In optical communications where the modulation frequency is in order of gigahertz, understanding the transient response is important because in this period both electron and photon populations oscillate before reaching steady-state. These oscillations are known as the relaxation oscillations and their frequency is in the gigahertz range. They are used to determine the device response as we will show later. In this section, the normalized model is employed to predict the dynamic characteristics of semiconductor lasers.

Using the parameters shown in Table (2.1), the normalized model predicts the time evolution of the normalized carrier and photon populations under different conditions such as varying $\beta_{np}$ as shown in Figure 2.7 and Figure 2.8. Figure 2.9 shows the dynamic behavior of electrons and photons on the same time scale. This figure can be considered as a graphical representation of the relations between the rate equation terms. Also, it is useful in determining the resonance frequency which is the upper limit of the useful bandwidth in the direct modulation. Significant results such as frequency changes and spectral line broadening can also be determined using Figure 2.9.
Figure 2.8: Time evolution of the normalized photon density.

Figure 2.9: Dynamics of the carrier and photon population in time domain showing the turn on spikes and the transient period.

To describe these phenomenon, consider the first spike shown in Figure 2.10 which occurs just after the turn on. Due to increasing the drive current the electron population C(t) increases and passes up through the threshold value C_{th} at time t1, while the photon population in the laser cavity is still essentially zero. Just above t1, C(t) surpasses C_{th},
Figure 2.10: First spike from the dynamics of the carrier and photon population shown in Figure 2.9.

causing the gain to exceed the loss. Consequently the photon number in the cavity begins to build up exponentially and continues to increase as the pump pushes the carrier population further above the threshold.

Once $P(t)$ exceeds the steady state level $P_{ss}$, the intensity of stimulated emission inside the cavity becomes large enough to utilize the excited state atoms at a faster rate than the pump supplies them. Ahead of $t_2$, $C(t)$ starts to decrease at a relatively faster rate than its increase, but remains above the threshold level $C_{th}$. During this period, the gain remains greater than unity (gain > loss) and $P(t)$ continues to increase rapidly.

At time $t_3$, $C(t)$ approaches $C_{th}$ causing the gain to be equal the loss, and $P(t)$ reaches its peak then begins to fall down but remains large enough to burn up excited state atoms causing $C(t)$ to continue in its decreasing fashion below $C_{th}$. Below $C_{th}$, the cavity losses become greater than the laser gain, causing $P(t)$ to abruptly drop back in value.

At $t_4$, $P(t)$ reaches its steady state level and $C(t)$ reaches a minimum. Immediately after this point, $C(t)$ begins to build up due to the effect of the injection current, and $P(t)$ continues to decrease until $C(t)$ reaches the threshold value again. The same phenomenon is repeated but with decayed amplitudes until $P(t)$ and $C(t)$ reach steady state values.

Also from this figure and due to the inverse relation between the electron density and the
refractive index, the electron density curve can represent the dynamic shift of the central lasing frequency (or chirp or linewidth broadening).

The simulation results presented in this section were obtained while the simulation temperature set to 300 K, and the laser is derived by a current ramp from 0 to 100 mA. The simulated settling time for all cases is 3 nano seconds. The simulated steady state number of carriers was $2.15 \times 10^8$ which is in agreement with the results presented in [6, 119] and with our steady state analytical solutions. Comparison of carrier and photon density curves in Figure 2.9 shows that the dynamic behavior of the photon number inside the laser cavity is related to the carrier number behavior. This interdependency is exemplified by the time correlation between the peaks and valleys of the waveforms as shown in Figure 2.10 and by the similar settling times for the carrier and photon numbers as described above.

Finally, the time evolution of the optical output power is shown in Figure 2.11. Predictably, the settling time of the output optical power is similar to that of the carrier and photon numbers. Taken together, Figures 2.7 - 2.9 and Figure 2.11 indicate that the proposed model can correctly predict the dynamic behavior of semiconductor lasers for low and high laser bias currents.

![Figure 2.11: Time evolution of the optical output power.](image-url)
2.7.3 Frequency domain simulation results

Laser modulation response, modulation bandwidth, and relaxation oscillation frequency form the main characteristics of diode lasers intended for optical communication systems. The proposed laser model shown in Figure 2.3 and represented by the diode symbol as shown in Figure 2.12 is used under direct modulation in order to verify that the dynamic behavior of the model is similar to that of a real diode. It is also used to predict the above mentioned characteristics in the frequency domain using the realistic parameters shown in Table (2.1). Both the modified gain formula (MGF) given in (2.5.2) and the conventional gain formula (CGF) given in (2.5.1c) were simulated in order to compare the simulated dynamic behavior using both formulas with the measured dynamic behavior of the real diode [3]. The laser bias was swept from 20 mA to 100 mA for a total of ten bias levels. The input signal was a small signal sinusoid, with the input modulation frequency ranging from 0.1 GHz to 15 GHz. The simulated laser modulation response is shown in Figure 2.13 for both the modified gain formulation and the conventional gain formulation.

Inspection of the laser modulation response curves, for all bias levels, reveals that the normalized laser modulation response is substantially larger at the resonance frequency of the relaxation oscillations compared to the response at lower frequencies.

Simulation results indicate that a higher relaxation oscillation frequency and a higher normalized modulation peak are predicted using the conventional gain formulation compared to simulation results obtained using the modified gain formulation. Comparison\(^1\) of the behavior of both sets of modulation responses with published measured results [9, 87, 113] confirms that the the modified gain formulation behaves in accordance with the measurement results, while the simulated results obtained for conventional gain formulations do not exhibit such performance.

\(^1\)The measured results in [87, 113] are for different laser parameters.
Published measured results in [87, 113] and the measurement results presented later in Chapter 4 indicate that the modulation response peak decreases monotonically with increasing laser bias current. As shown in Figure 2.14, the modulation response peak predicted using a conventional gain formulation does not decrease monotonically with bias current. While, the modulation response peak (in dB) obtained using the modified gain formulation and shown in Figure 2.14 decreases in a linear fashion with bias current when plotted on a logarithmic scale and tends to follow the trend as measured.

The modulation bandwidth and relaxation oscillation frequency are plotted in Figure 2.15. The modulation bandwidth and relaxation oscillation frequency are increasing functions of bias current for both the modified gain formulation and the conventional gain formulation. As shown in Figure 2.15, the relaxation oscillation frequency and modulation bandwidth predicted using the modified gain formulation appear linear when plotted on a linear-logarithmic scale. Generally, the modulation bandwidth and relaxation oscillation frequency are over-estimated when the conventional gain formulation is used compared to results obtained using the modified gain formulation, particularly as the injected current increases, causing an increase in the photon number [3].

In conclusion, the model correctly predicts the variation of the modulation response, modulation bandwidth, and relaxation frequency for a wide range of laser bias currents. It was demonstrated that accurate determination of the laser modulation response at medium to high laser bias currents can be achieved using the proposed gain formulation.
Figure 2.12: Agilent ADS schematic. The diode symbol shown represents the hierarchically defined SDD shown in Figure 2.3 [3].

Figure 2.13: Laser modulation response curves. The laser bias current was swept from 20mA to 100mA [3].
Figure 2.14: Peak modulation response [3].

Figure 2.15: Relaxation oscillation frequency and modulation bandwidth derived from Figure 2.13 [3].
2.8 Model advantages and limitations

Since the proposed model is fundamentally based on the conventional semiconductor laser rate equations, it will inherit all the useful characteristics of these equations such as clarity and simplicity. The conventional rate equations were extended in the proposed model to include the modified gain formulation given by (2.5.2) and to overcome the power limitation. Another advantage of this model is the normalization of the modified rate equations. The proposed normalization technique enhances the convergence of the numerical solvers and makes them suitable for transient, small signal, and large signal analysis.

Implementing these models in Agilent-ADS make them suitable for simulations from the circuit level up to the system level. Hence, the enhanced model is suitable for both small signal and large signal simulations in the time and frequency domains.

The operation of the proposed model is thermally limited to its operation at room temperature. Also, these models can not account for any temperature fluctuations and hence they are not suitable for predicting important analogue optical communication characteristics such as, intensity and phase noise. Dynamic range and distortion enhancements are the main motivation for modifying these models.

To overcome the above mentioned limitations of this model and extend its range of validity, thermal effects, leakage, and noise effects should be factored in the modified model. Including these effects should be simultaneous and with no effect on the suitability of the model for both small and large signal simulations in the time and frequency domains as will be presented in the next chapter.
Chapter 3

Modified Semiconductor Laser Models

Dynamic range, modulation bandwidth, and signal distortion are the main parameters used to analyze, evaluate and enhance the performance of analog optical links [9, 10]. It is not surprising to find that a gap still exists between experimental reality and optimistic theoretical estimations of these parameters [19, 95, 100, 114, 120–125]. Thus, it is highly desirable to study how to accurately determine these parameters. Significant physical processes affecting these parameters include gain nonlinearities due spectral hole burning, carrier heating, carrier transport, and gain saturation [50, 53, 59, 66, 82–84, 100, 114, 122–124, 126–130], Auger recombination [6, 93], and 3-D thermal effects [64] have been studied separately. Furthermore, significant models including thermal effects such as those presented in [32, 33, 64, 65, 86, 90, 101, 103–105, 109, 131] have been introduced. However, while they can accurately predict the performance of semiconductor diode lasers including thermal effects they are ill-suited for system level simulations. Existing models are problematic because either they require the solution of large sets of simultaneous equations, or, in order to satisfy the desire for fast simulations, they employ vastly simplified models. Over simplified models are a concern because the various phenomena that define the laser’s behavior are complex and closely coupled. To accurately predict laser behavior, a considerable number of physical processes should be considered simultaneously in a self-consistent model.

The addition of thermal, leakage and noise effects to the proposed model given in the pre-
vious chapters renders these models suitable for system level simulations and yet retains the model accuracy in predicting the laser's DC and transient responses. The modified models should be compact, clear, accurate and numerically efficient.

In this chapter, the previously presented model will be modified by adding the thermal effects, leakage current, and noise fluctuations simultaneously.

3.1 Semiconductor laser models incorporating thermal effects

Pure thermal behavior can be modeled if the cause and location of both the heat generation and dissipation sources of a semiconductor structure are known, or can be precisely determined. However, these sources are purely stochastic in nature and due to many factors. Since the laser rate equations used in this thesis as the basis for modeling the dynamic behavior of semiconductor lasers. We study these rate equations to specify the heat generating mechanisms, in order to augment the model.

The laser diode gain spectrum broadens and its peak location shifts to a longer wavelength in response to the increases in the active region temperature. The majority of effects, such as gain broadening and power drop, during static or continuous wave operation are due to the temperature-dependent laser gain and carrier leakage out of the active region [6,121].

3.1.1 Rate equations temperature dependance

Investigation of semiconductor laser operation through the rate equations as shown in the previous chapter demonstrates that:

- There is no lasing before threshold. However, spontaneous phenomena is dominant and generated isotropically within the active region. This means that most of this radiation is converted into heat through absorption of this radiation by the cladding
areas surrounding the active region. Losses are then greater than gain in this region of operation.

- After threshold, non-radiative recombination heating (which is the result of absorbing a quantity of energy nearly equal to $E_g$ of each recombination occurrence) is dominant. This explains the relation between both transparency and injected carrier densities and temperature. Also during this period, a portion of the radiated energy is transformed into phonons (due to scattering) generating an extra source of heat in the active region.

We can conclude from the above discussion that the temperature dependence of the rate equations mainly arises from the temperature dependence of the injected and transparency carrier densities.

3.1.1.1 Transparent carrier density temperature dependance

Applying the Bernard-Durauffourg condition [15] and assuming parabolic bands for simplicity of calculations, and assuming the electron ensemble has a quasi-Fermi distribution under the charge neutrality condition with a temperature $T$ equal to the lattice temperature, then as a result of any excitation to the active region in this situation, the carrier ensemble redistributes to form a quasi-Fermi distribution with a temperature different from the lattice temperature. The transparency carrier density is derived in Appendix B and given as:

$$C_{tr} = 2.5 \times 10^{19} \left( \frac{m^*_e}{m_o} \right)^{3/2} \left( \frac{T}{300} \right)^{3/2} \exp \left( -\frac{E_g}{2K_BT} + \frac{3}{4} \ln \left( \frac{m^*_e}{m^*_o} \right) \right)$$  \hspace{1cm} (3.1.1)

in which the energy gap $E_g$ is in eV and according to appendix B it can be represented as a function of temperature as in (3.1.2).

$$E_g(T) = E_g(0) - 4.3 \times 10^{-4} \frac{T^2}{T + T_o}$$  \hspace{1cm} (3.1.2)
In (3.1.2), \( E_g \) is in eV, \( T \) is the average active region temperature given in degrees Kelvin, \( T_o \) is the characteristic temperature of the active region, and \( m_o \) is the electron rest mass. Relations for \( (m^*_e/m_o) \) and \( (m^*_h/m_o) \) are given in Appendix B; they are related to the material characteristics. Using (3.1.2) and simplifying the expression \( T^2/(T + T_o) \) by applying Taylor’s expansion (3.1.1) leads to the final expression of the transparency carrier density as given by (3.1.3) in \( \text{cm}^{-3} \) (see Appendix B for more details).

\[
C_{tr}(T) \approx C_{tro} e^{\frac{T - T_r}{T_o}}
\]

(3.1.3)

Where \( T_r \) is the equilibrium temperature without injection, \( C_{tro} \) is given by (B.0.13) and approximately equal to \( 1.093 \times 10^{18}[\text{cm}^{-3}] \) at \( T = 300 \text{K} \) for \( \text{In}_{1-x} \text{Ga}_x \text{As}_y \text{P}_{1-y} \) while the mole fractions \( x = 0.28 \) and \( y = 0.6 \), and lattice matched to InP. Equation (3.1.3) implies that the transparency carrier density is an exponential function of temperature. This is in agreement with the empirical formulations in the literature [48,121,132]. An interesting result based on this derivation is that increasing the temperature does not absolutely increase the carrier density. Based on the analytical derivation of the temperature dependance of the carrier density, increasing the temperature will cause more leakage and more reduction in the carrier mobility, resulting in optical output power drop.

### 3.1.1.2 Laser threshold temperature dependance

Using (3.1.3) in (2.5.9) and (2.5.10) yields that photon life time and threshold current are strong functions of temperature. From (2.5.9) the photon life time is given as,

\[
\tau_{ph}(T) = \frac{1}{\Gamma v_g(T) \varphi(T)(C_{th}(T) - C_{tr}(T))}
\]

(3.1.4)

From (2.5.10) the threshold carrier density is given as,

\[
C_{th}(T) = \frac{1}{\tau_{ph}(T)(\Gamma v_g(T) \varphi(T))} + C_{tr}(T)
\]

(3.1.5)
Following the same methodology, the temperature dependence of the differential gain coefficient $\varphi$ is given by,

$$\varphi(T) = \varphi_o e^{\frac{T - T_g}{T_o}} \quad (3.1.6)$$

in which $\varphi_o$ is the equilibrium differential gain coefficient, and $T_g$ is the characteristic temperature for the differential gain coefficient. For simplicity, we assume that $T_r = T_g$ for bulk active regions. Substituting (3.1.6) and (3.1.3) in (3.1.5) and simplifying the result leads to the threshold carrier density given by,

$$C_{th}(T) \approx C_{tho} e^{\frac{T - T_o}{T_o}} \quad (3.1.7)$$

in which,

$$C_{tho} = C_{tro} + \frac{(\alpha_m + \alpha_{int})}{\Gamma \varphi_o} \quad (3.1.8)$$

Equation (3.1.7) shows that the threshold carrier density is also an exponential increasing function of temperature.

From (3.1.7) and (2.5.13), the temperature dependence threshold current is given as,

$$I_{th}(T) = \frac{qV_c}{T_e(T)} C_{tho} e^{\frac{T - T_o}{T_o}} \quad (3.1.9)$$

### 3.1.1.3 Gain formulation including thermal effects

Gain temperature dependance arises mainly from the temperature dependance of the transparency carrier density and the differential gain coefficient. Indirect temperature dependent parameters, such as index of refraction and group index of refraction (as shown in Appendix C), will contribute to the temperature dependance of the gain. Substitution of (3.1.3), (3.1.6) and relations for $\bar{n}$ and $n_g(T)$ as given in Appendix C in (2.5.2) leads to the modified thermally dependent gain formulation,

$$G(C, P, T) = \frac{\Gamma \frac{c}{n_g(T)} \varphi_o e^{\frac{T - T_g}{T_o}} (C(T) - C_{tro} e^{\frac{T - T_g}{T_o}})}{\sqrt{1 + \frac{1}{\varepsilon_0 n_g(T) T_g(T)}} P(T)} \quad (3.1.10)$$
3.1.1.4 Temperature dependence of the carrier recombination time

The expression of carrier recombination decay rate given in (2.5.11) is a combination of radiative and non-radiative components. The first term, $B_C$, represents the radiative term and it is caused by spontaneous emission, in which $B$ ($cm^3/\text{s}$) is the radiative recombination coefficient (bimolecular recombination coefficient [6, 132]). According to [133], $B$ can be represented as a function of temperature and given as,

$$B(T) = B_o e^{\frac{E_1}{k_B T}}$$  \hspace{1cm} (3.1.11)

in which $B_o$ is the radiative recombination coefficient at 300 K and $E_1$ is the activation energy of the radiative recombination. According to [133], $C_a$ can be represented as a function of temperature and given as,

$$C_a(T) = C_{ao} e^{\frac{E_2}{k_B T}}$$  \hspace{1cm} (3.1.12)

in which $C_{ao}$ is the Auger recombination coefficient at 300 K and $E_2$ is its activation energy. This discussion leads to the relation of the temperature dependence carrier life time given as,

$$\tau_e(T) = \left( B_o e^{\frac{E_1}{k_B T}} C(T) + A_{nr} + C_{ao} e^{\frac{E_2}{k_B T}} C^2(T) \right)^{-1}$$  \hspace{1cm} (3.1.13)

in which $A_{nr}$ represents the non-radiative recombination due to trap and surface defects. The last term represents the non-radiative recombination due to Auger recombination.

3.1.1.5 Normalized modified rate equations including thermal effects

Using the modified gain formula given in (3.1.10) and the temperature dependence parameters such as Auger and spontaneous radiative recombination, threshold carrier density, threshold current and refractive index the modified set of the rate of change of photons
and carriers including thermal effects are,

$$\frac{dP(T, t)}{dt} = \frac{\Gamma \xi_0 \varphi_0 e^{\frac{\xi_0}{\tau_0}} (C(T, t) - C_{tr(T)} e^{\frac{\xi_0}{\tau_0}})}{\sqrt{1 + P(T, t)/P_s(T)}} P(T, t) \frac{P(T, t)}{\tau_{ph}(T)}$$

$$+ \frac{\Gamma \beta_s \eta_{sp}(T, t)}{\tau_c(T)} C(T, t)$$

(3.1.14)

$$\frac{dC(T, t)}{dt} = \frac{I(t)}{qV_c} - \frac{\xi_0 \varphi_0 e^{\frac{\xi_0}{\tau_0}} (C(T, t) - C_{tr(T)} e^{\frac{\xi_0}{\tau_0}})}{\sqrt{1 + P(T, t)/P_s(T)}} P(T, t) \frac{C(T, t)}{\tau_c(T)}$$

(3.1.15)

in which $P_s(T)$ is a function of temperature through the index and group index of refractions. The internal quantum efficiency in (3.1.14) is a function of temperature as given in (3.1.16) [6]. $\eta_{sp}(T, t)$ is 1 for ideal active media.

$$\eta_{sp}(T, t) = B_o e^{\frac{E_1}{k_B T}} C(T, t) \tau_c(T)$$

(3.1.16)

Applying the normalization methodology presented in Section 2.6.2 to (3.1.14) and (3.1.15) gives the normalized rate of change of photons and carriers as,

$$\frac{dP_n(T,t)}{dt} = \frac{(C_n(T,t) - C_{n}(T,T))}{\tau_{ph}(T)(1 - C_{n}(T,T))} P_n(T,t)$$

$$\frac{P_n(T,t)}{\tau_{ph}(T)} + \frac{P_n(T,t)}{\tau_{ph}(T)} \left( \beta_s B_o \tau_c(T) C_{th(T)} e^{\frac{E_1}{k_B T}} C_{n}(T,T) \right) C_n^2(T,t)$$

(3.1.17)

$$\frac{dC_n(T,t)}{dt} = \frac{I(t)}{qV_c C_{th(T)}} - \frac{(C_n(T,t) - C_{n}(T,T))}{\tau_c(T) \tau_{ph(T)}(1 - C_{n}(T,T))} P_n(T,t)$$

$$\frac{C_n(T,t)}{\tau_c(T)}$$

(3.1.18)

### 3.1.2 Model implementation using symbolically defined devices

The semiconductor laser models defined by equations (3.1.17) and (3.1.18) were implemented using Symbolically Defined Devices (SDDs) in Agilent-ADS. The three-port SDD laser model presented in Section 2.6.3 was enhanced by adding the thermal effects. The
implemented model is suitable for both small and large signal simulations including transient and steady state simulations in the time and frequency domains. Figure 3.1 shows the schematic symbol for the three-port SDD used to implement the normalized thermally modified laser rate equations while the simulation setup used for time domain simulations is illustrated in Figure 3.2.

### 3.1.3 Simulation results

The proposed model shown in Figure 3.1 was used in the simulation setup shown in Figure 3.2 to predict the dynamic characteristics of laser diodes using realistic parameters for InGaAsP-InP semiconductor lasers, such as those shown in Tables 2.1 and 3.1. Figure 3.3 illustrates the threshold current for increasing temperature. The plotted threshold current is calculated using the proposed model. Temperatures range from 250 K to 400 K. The range from 250 K to 350 K is used in this figure. To further demonstrate the capability of the model, Figure 3.4 illustrates the behavior of the optical gain versus temperature.

<table>
<thead>
<tr>
<th>Parameter definition</th>
<th>Symbol &amp; Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Characteristic temperature</td>
<td>$T_0 = 70K$</td>
</tr>
<tr>
<td>Equilibrium Temperature without injection</td>
<td>$T_r = 300K$</td>
</tr>
<tr>
<td>Mole fractions (material composition fractions)</td>
<td>$x = 0.282$ &amp; $y = 0.6$</td>
</tr>
<tr>
<td>Transparency carrier density</td>
<td>$C_{tr} = 1 \times 10^{24} \text{ m}^{-3}$</td>
</tr>
<tr>
<td>Band gap energy at ambient temperature</td>
<td>$E_g(300) = 1.003$</td>
</tr>
<tr>
<td>Conductivity of the medium</td>
<td>$\sigma = 0.372 \times 10^2 \text{ m}^{-1}$</td>
</tr>
<tr>
<td>Radiative coefficient activation energy</td>
<td>$E_1 = 8.61 \times 10^{-3} \text{ eV}$</td>
</tr>
<tr>
<td>Auger coefficient activation energy</td>
<td>$E_2 = 5.16 \times 10^{-2} \text{ eV}$</td>
</tr>
<tr>
<td>Permeability of free space</td>
<td>$\mu_o = 1.25664 \times 10^{-6} \text{ H/m}$</td>
</tr>
<tr>
<td>Permittivity of free space</td>
<td>$\varepsilon_o = 8.85419 \times 10^{-12} \text{ F/m}$</td>
</tr>
<tr>
<td>Boltzman’s Constant</td>
<td>$K_B = 1.38 \times 10^{-23} \text{ J/K}$</td>
</tr>
<tr>
<td>Electron charge</td>
<td>$q = 1.6 \times 10^{-19} \text{ C}$</td>
</tr>
<tr>
<td>Speed of light in free space</td>
<td>$c = 3 \times 10^8 \text{ m/s}$</td>
</tr>
<tr>
<td>Planck’s Constant</td>
<td>$h = 6.62607 \times 10^{-34} \text{ Js}$</td>
</tr>
</tbody>
</table>
Figure 3.1: The schematic symbol and port equations for a 3-port modified SDD including the temperature effects.

Figure 3.2: HP-ADS schematic diagram for the simulation setup. The diode symbol shown represents the hierarchically defined SDD shown in Figure 3.1. The output power is represented by a current in this simulation.

From this figure, the optical gain increases with temperature up to a critical temperature after which it decreases. Decreasing gain corresponds to an increase in the losses which are proportional to the reduction in carrier mobility at elevated temperatures. Reduced
gain leads to the output power drop as shown in Figure 3.6. The point at which the gain becomes zero corresponds to zero output power as well. The temperature at which the gain (the output power) vanish is the critical temperature; approximately 340 K for this laser. Figures 3.5 and 3.6 illustrate the ability of the proposed model to predict the

Figure 3.4: Optical gain as a function of temperature. Temperatures range from 250 K to 360 K.
influence of the temperature change on the transient response of the semiconductor laser diode. Figure 3.5 illustrates the influence of temperature change on the carrier density while Figure 3.6 illustrates the time evolution of the optical output power and its temperature dependance for a simulated time of 10 ns. A stepped current applied to the laser brings the laser from sub-threshold to above threshold. The simulation was repeated for temperatures from 300 K to 380 K using steps of 5 K. As shown in Figures 3.5 and 3.6 the carrier density and output power are both strong functions of temperature. Beyond a critical temperature ($T > 335$ K as shown in Figure 3.6) the laser output power drops to zero. The simulated steady state number of carriers at room temperature (300 K) was $2.15 \times 10^8$ which is in agreement with the results presented in [6]. Comparison of Figure 3.5 and 3.6 shows that the dynamic behavior of the output power is related to the carrier number behavior. This interdependency is exemplified by the time correlation between the

Figure 3.5: Time evolution of carrier density as a function of temperature. Temperature increased from 300 K to 380 K using steps of 5 K [2].
Figure 3.6: Time evolution of the optical power as a function of temperature. Temperature range from 300 K to 380 K using steps of 5 K [2].

peaks and valleys of the plots shown in Figure 3.5 and 3.6 and by the similar settling times for the carrier number and the optical power. Predictably, the settling time of the output optical power is similar to that of the carrier and photon numbers. Figure 3.6 reveals that the peak overshoot and the relaxation oscillation frequency are both decreasing functions of temperature. The time required to reach steady state operation is an increasing function of temperature, implying that the modulation bandwidth is also a decreasing function of temperature as we will show below in Figures 3.7 and 3.8. In the Agilent-ADS simulator, direct modulation of a laser diode with a sinusoidal current signal was used to predict some of the important characteristics extracted from the modulation response of the semiconductor laser. The laser bias was swept from 20mA to 100mA for a total of ten bias levels. The input signal was a small signal sinusoid with amplitude 1 mA, and the input modulation frequency ranged from 0.1 GHz to 15 GHz. Comparison\(^1\) with published mea-

\(^1\)The measured results in [113] are for different laser parameters than in [6, 21].
sured results [113], measured results illustrated in Chapter 4, and steady state analytical solution results [6], indicates that the model behaves in accordance with measured results and correctly predicts the steady state values.

Figures 3.7 and 3.8 show the simulated laser modulation bandwidth and relaxation oscillation frequency for different bias currents and different temperatures. Finally, we can

![Figure 3.7: Modulation bandwidth for different bias currents and different temperatures [4].](image)

![Figure 3.8: Laser relaxation oscillation frequency for different bias currents and different temperatures [4].](image)

conclude that temperature is an important consideration in models intended for simula-
tions of analog optical links. Taken together, Figure 3.5 - Figure 3.8 indicate that the proposed model can correctly predict the dynamic behavior of semiconductor lasers for high laser bias currents.

3.2 Enhanced thermally modified models by including leakage current effects

Thermal leakage has a severe impact on device performance [121]. Based on the experimental studies, thermal leakage of carriers out of the active region is a source of laser non-linearity [134–139]. One theory behind the leakage current is that the bandgap of the active layer gets smaller as the device temperature increases as shown in equation (B.0.11) in Appendix B. Furthermore, increasing the device temperature increases the carrier density inside the active layer due the hole transport across the heterostructure. Additionally, hole transport in the forward direction across the active region determines the shape of the barrier confining electrons [134], and increasing the device temperature increases the position of the the active layer’s quasi-Fermi levels relative to the bandgap, as shown in Figures 3.9 and 3.10. Consequently, the active layer gets worse at adequately confining carriers. Eventually, a sizeable fraction of injected carriers do not contribute to the recombination process inside the active region. The process depends on several parameters such as the valence band discontinuity and the doping in the depleted region of the cladding layer adjacent to the active layer. Part of the external current does not pass through the active region, causing a reduction in the lasers overall efficiency [121, 134–139]. Leakage becomes a dominant influence on the lasers operation [121, 134, 135]. Leakage currents have been studied and presented based on the thermionic theory of barrier injection [5]. Scott et al. [140] modeled the carrier leakage using an approximate homo-junction-diode relationship proportional to the bandgap of the confinement layers surrounding the active region and the active regions quasi-Fermi-level separation. Their model is based on detailed
calculations of the leakage current as a function of carrier density, but does not include an analytic model of the thermal dependance of the carriers. Instead Scott et al used curve-fitting to model the carrier and temperature dependence. The distance over which the barrier potential energy in the vicinity of the active layer varies by $k_B T$ is typically longer than the mean free path of holes in the depleted region [134]. Therefore, leakage current can be reasonably described by the electron and hole drift and diffusion from the edge of the active layer to the cladding layers.

Diffusion rather than the thermionic theory is used in this thesis, based on this observation. Solving the continuity equation under suitable boundary conditions gives the total leakage current as (for details see Appendix D),

$$I_{\text{leak}} = (J_e + J_p) A_{\text{act}}$$  \hspace{1cm} (3.2.1)$$

in which $J_e$ is the electron leakage current density and is given as,

$$J_e = q \sqrt{D_e \frac{1}{\tau_e}} \left( \coth \sqrt{ \frac{\tau_e}{D_e}} \right) C_b$$  \hspace{1cm} (3.2.2)
and the hole leakage current density can be given as,

$$J_p = -q \sqrt{\frac{D_p}{\tau_{ph}}} \left( \coth \sqrt{\frac{\tau_{ph}}{D_p}} \right) P_b$$  \hspace{1cm} (3.2.3)

Based on calculations of the mobility and diffusion length of the electrons and holes we neglect the effect of the hole leakage in our model. The effect of the leakage current is added to the model by splitting the injection current into two components, one called $I_{\text{eff}}$ which refers to the part of the external current that passes through the active region, and the leakage current which is represented as, $I_{\text{leak}}$, such that,

$$I_{\text{eff}}(t) = I(t) - I_{\text{leak}}$$  \hspace{1cm} (3.2.4)

Using equation (3.2.4) in (3.1.18), the enhanced laser model is similar to the model given by (3.1.17) and (3.1.18) except the first term in equation (3.1.18) is,

$$\frac{I_{\text{eff}}(t)}{qV_cC_{th}} = \frac{I(t)}{qV_cC_{th}} - \frac{I_{\text{leak}}(t)}{qV_cC_{th}}$$  \hspace{1cm} (3.2.5)

### 3.2.1 Simulation results

The model shown in Figure 3.1 was enhanced by adding the leakage current term. The simulation setup shown in Figure 3.2 was used to study the effect of the leakage current on the performance of the laser diode. Device temperature and the carrier density were examined. The dynamic characteristics of laser diodes with and without the leakage current was simulated for various temperatures. The InGaAsP-InP semiconductor laser parameters shown in Tables 2.1 and 3.1 were used in the simulations. Figure 3.11 illustrates the variation of the leakage current with the device temperature for different carrier densities. The figure also shows that leakage current is negligible at lower temperatures but increases drastically after a threshold value. This threshold values depends on the type of laser and the laser parameters. For the case shown in Figure 3.12, the critical temperature was 330 K. Figure 3.12 illustrates the behavior of the leakage current in the time domain for several
temperatures. There is a significant variation in the time domain response of the leakage current after the threshold temperature is exceeded. This increase is due to the relation between the temperature and the carrier density, as discussed below. Figures 3.13 and

**Figure 3.11:** Variation of the leakage current with temperature for different carrier densities.

**Figure 3.12:** Instantaneous leakage current and its variation with temperature. Note the rapid increase of the leakage current when T > 330K
3.14 illustrate the variation of the leakage current with the carrier density. Figure 3.14 demonstrates this variation at low temperatures. Figure 3.14 shows also that the leakage current is an increasing function of the carrier density and becomes more sensitive to the variation of carrier density when the device temperature gets higher. Eventually, the leakage current saturates with respect to the carrier density, irrespective of the device temperature as shown in Figures 3.14 and 3.12. Figures 3.15 - 3.17 illustrate the ability of the model to predict the influence of temperature change on the transient response of a semiconductor laser diode while including the effects of leakage current. A stepped current applied to the laser brings the laser from sub-threshold to above threshold. The simulation was repeated for temperatures from 250 K to 400 K using steps of 10 K, with and without the effect of leakage current. As shown, the laser carrier density and output optical power are both strong functions of temperature. Beyond a critical temperature, there is a reduction in carrier mobility and the output power drops to zero.

**Figure 3.13:** Variation of the leakage current with carrier density.
Figure 3.14: Variation of the leakage current with carrier density and the effect of temperature at lower temperatures from 250 K to 310 K.

Figure 3.15: Time evolution of the carrier density. Temperature varied between 250 K and 400 K. Simulations were performed with and without including the effect of the leakage current [7].
Figure 3.16: Time evolution of the carrier density at temperatures 300 K, 330 K and 370 K with and without including the effect of the leakage current.

The effect of the leakage current on the carrier density is noticeable at high temperatures, as shown in Figure 3.16. The presented leakage current model is based on the diffusion theory of barrier injection, in which the barrier height depends on the acceptor concentration in the p-cladding layer, and on the carrier mobility. An interesting point is that the doping levels can be tuned along with the laser geometry and used as controlling parameters to minimize the leakage current, leading to an increase in the device efficiency. This concept
has been experimentally proven [139].

![Graph showing optical power evolution](image)

**Figure 3.17**: Time evolution of the optical power at temperatures 300 K, 330 K and 370 K with and without including the effect of the leakage current [2].

### 3.3 Modified laser models including noise fluctuations

Intensity and frequency noise produced by the laser diodes limits their use in optical communication and optical measuring [21, 81]. Device and system performance evaluation and network characterization and improvements are the main reasons for studying and analyzing the laser intensity and frequency noise. Sophisticated mathematical models of laser noise have been introduced [6, 35, 38, 68, 79, 141, 142], but they are not generally suitable for both device and systems simulations as proposed in [2, 3]. Analytical laser noise models based on a small signal approximation of the laser rate equations driven by Langevin noise sources appear in the literature [6, 34–36, 79], but the reported models does not include dynamic (instantaneous) fluctuation information, and they are not suitable for large signal
fluctuation analysis. Several sophisticated computer simulations based on direct numerical integration of the laser rate equations including the effect of Langevin noise sources have been introduced [37–39], but the cross-correlation relations between carriers, photons, and phase have been largely neglected in these models. Circuit models [21, 40, 67] have been used for the prediction of relative intensity noise (RIN), but again the cross-correlation relations were neglected, and the resulting models are not generally suitable for system simulations.

This section presents an extended analytical study for the auto and cross correlation relations between the noise sources. Using quantum mechanics and Quantum noise generation theory, the semiconductor laser rate equations were modified to include noise sources. The auto-correlation and the cross-correlation properties of the noise sources were incorporated into the derived rate equations. Details are given in Appendix E. The derived expressions provide a theoretical base for the expressions presented by M. Ahmed et al. [81] and a generalization of Marcuse’s noise analysis [68]. A self-consistent normalized laser model that includes the correlated noise sources is proposed.

3.3.1 Noise driven enhanced laser model

The normalized laser model given by (3.1.17) and (3.1.18), including the leakage current effect given in (3.2.5) may be modified by adding the phase rate equation and the effects of the noise sources as derived in Appendix E, leading to the normalized modified noise driven laser model, given by,

\[
\frac{d\mathbb{P}_n(T, t)}{dt} = \frac{(C_n(T, t) - C_{n, r}(T))}{\tau_{ph}(T) (1 - C_{n, r}(T))} \frac{\mathbb{P}_n(T, t)}{\sqrt{1 + \mathbb{P}_n(T, t)^2}} - \frac{\mathbb{P}_n(T, t)}{\tau_{ph}(T)} \\
+ \left( \beta_{sp} B_o \tau_e(T) C_{th} \exp \left( \frac{T - T_r}{T_o} - \frac{E_1 q}{K_B T} \right) \right) \mathbb{C}_n^2(T, t) + F_{p_n}(t)(3.3.1)
\]
\[
\frac{dC_n(T,t)}{dt} = \frac{I_{eff}(t)}{gV_cC_{th}(T)} - \frac{(C_n(T,t) - C_{p}(T))}{\tau_e(T)\tau_{ph}(T)\left(1 - C_{p}(T)\right)} \frac{P_n(T,t)}{\sqrt{1 + P_n(T,t)}} \\
- \frac{C_n(T,t)}{\tau_e(T)} + F_{C_n}(t) \\
\frac{d\phi_n(t)}{dt} = \frac{\beta}{2} G_n(C_n(T,t) - \bar{C}_n) + F_{\phi_n}(t)
\] (3.3.2) (3.3.3)

where $F_{P_n}(t)$, $F_{C_n}(t)$, $F_{\phi_n}(t)$ are the normalized photon, carrier, and phase Langevin noise sources, $\bar{C}$ is the mean of the carrier number, $\beta$ is the linewidth enhancement factor and $G_n = \Gamma v_p \phi$.

### 3.3.2 Noise generation technique

The stochastic functions $F_{P_n}(t)$, and $F_{\phi_n}(t)$ in equations (3.3.1) and (3.3.2) may be generated by a set of discrete-time Gaussian white noise sources that satisfy a multidimensional distribution with a probability density function $pdf(\vec{x})$ given as,

\[
pdf(\vec{x}) = \frac{1}{\sqrt{((2\pi)^n \|K\|)}} \exp \left(-\frac{(\vec{x} - \mu)^T K^{-1} (\vec{x} - \mu)/2}{2}\right) \quad (3.3.4)
\]

in which $\vec{x}$ is a length $n$ vector, $K$ is the $n$-by-$n$ covariance matrix, $\mu$ is the mean value vector, and the superscript $T$ indicates the matrix transpose. The covariance matrix $K$ is a diagonal matrix whose diagonal elements\(^1\) $\mathfrak{R}{\Delta}x_i$ represent the variance in the number of events affecting $i$ in a time $\Delta t$. The set of jointly Gaussian random variables represent the changes in photons, carriers, and phase induced by the Langevin operators during the integration time step $\Delta t$. In order to obtain a suitable event state induced by the Langevin noise operator, the variables should be divided by the time interval between any two successive sampling times, $\Delta t$. Based on this discussion, a self-consistent technique for generating these stochastic functions is as follows:

* Generate three different white Gaussian random variable $x_P$, $x_\phi$, and $x_C$.

\(^1\)The diagonal elements can be evaluated using equations (E.5.4) - (E.5.6), (E.5.8) and (E.5.9).
* Generate the Langevin photons, phase and the new variable RVn noise operators as:

\[ F'_{\phi n}(t) = \frac{D_{\phi n}}{\sqrt{\Delta t}} x_{\phi} \]  
(3.3.5a)

\[ F'_{\psi n}(t) = \frac{D_{\psi n}}{\sqrt{\Delta t}} x_{\phi} \]  
(3.3.5b)

\[ F_{RVn}(t) = \sqrt{\frac{D_{w' n' \phi n}}{\Delta t}} x_{c} \]  
(3.3.5c)

* Generate the carriers noise source using \( F_{C_n}(t) = F_{RVn}^n(t) - (\mathcal{R}_{F n} \mathcal{R}_{C n} F_{\phi n} + \mathcal{R}_{C n} F_{\psi n}) \). The \(|n\) means the normalized form of the operator, \(\mathcal{R}_{F n}\), \(\mathcal{R}_{C n}\) are the normalized cross-correlated operators.

### 3.3.3 Enhanced SDD model implementation

A semiconductor laser model as defined by (3.3.1) - (3.3.3) was implemented using Symbolically Defined Devices (SDDs) in Agilent-ADS. The three-port SDD laser model proposed in Section 3.1.2 and shown in Figure 3.1 was enhanced by adding an extra port for implementing the phase rate equation. The implemented model is suitable for both small and large signal simulations in the time and frequency domains. Figure 3.18 shows the schematic symbol for the four-port SDD used to implement the normalized modified laser rate equations, while the experimental setup used for time domain simulations is illustrated in Figure 3.19.

### 3.3.4 Simulation results

Realistic laser diode parameters obtained from [6, 21] for InGaAsP semiconductor lasers and used in the simulations are listed in Tables 2.1 and 3.1. The proposed model shown in Figure 3.18 was used as a part of the experimental setup shown in Fig. 3.19 to predict the noise effects on the instantaneous values of carriers, photons, power, and phase [4,8]. The fixed simulation time steps were chosen to ensure white Gaussian noise generation while
Figure 3.18: Schematic symbol for the four port SDD model.

preserving reasonable simulation time. The largest time step used was Δt = 5 ps which corresponds to a 200 GHz noise spectrum. This bandwidth is much larger than the laser’s
relaxation oscillation frequency (6 GHz at a 60 mA bias level as shown in Figure 2.15 [3]).

3.3.4.1 Carrier, photon, and power results

The time evolution of carrier number, photon number, and optical power output - with and without the effect of the noise - including the start-up transient period are shown in Figures 3.20, 3.22 and 3.24. The corresponding steady state conditions are shown in Figures 3.21, 3.23 and 3.25. From these figures, it is readily seen that adding the noise operators causes the fluctuation of the carriers, photons, and power around their steady state values during and after the transient period. The effect of noise is less visible during the start-up transient, due to the relative scale of the transient conditions and the noise. The steady state solution as shown in Figures 3.21, 3.23 and 3.25 agrees with the small signal results using the perturbation theory given by [6].
Figure 3.20: Time evolution of the carrier number with the effect of noise operators (solid lines) and without the effect of noise operators (dotted lines) including transient [8].

Figure 3.21: Time evolution of the carrier number with and without the effect of noise operators for steady state operation [8].
Figure 3.22: Time evolution of the photon number with the effect of noise operators (solid lines) and without the effect of noise operators (dotted lines) including transient [8].

Figure 3.23: Time evolution of the photon number with and without the effect of noise operators for steady state operation [8].
Figure 3.24: Time evolution of the output power with the effect of noise operators (solid lines) and without the effect of noise operators (dotted lines) including transient [8].

Figure 3.25: Time evolution of the output power with and without the effect of noise operators for steady state operation [8].
3.3.4.2 Laser intensity noise

Laser intensity noise is characterized by relative intensity noise (RIN). RIN may significantly degrade the system carrier-to-noise ratio (CNR), so it is important to study its effect on link performance. RIN is defined as the ratio of the spectral density of the fluctuated power to the steady state mean square power, and is given by,

\[
\text{RIN}(\omega) = \frac{\mathbb{P}_S(\omega)}{\bar{\mathbb{P}}^2} = \frac{\langle |\mathbb{P}(\omega)|^2 \rangle}{\bar{\mathbb{P}}^2} \quad (3.3.6)
\]

in which \(\mathbb{P}_S(\omega)\) is the spectral density (ensemble average) given by,

\[
\mathbb{P}_S(\omega) = \int_{0}^{\infty} \delta\mathbb{P}(t)\delta\mathbb{P}(t+\tau)e^{-j\omega\tau}d\tau \quad (3.3.7)
\]

where \(\delta\mathbb{P}(t) = (\mathbb{P}(t) - \bar{\mathbb{P}})\), \(\bar{\mathbb{P}}\) is the average number of photons, and \(\mathbb{P}(\omega)\) is the Fourier transform of \(\delta\mathbb{P}(t)\) and given as,

\[
\mathbb{P}(\omega) = \int_{0}^{\infty} \delta\mathbb{P}(\tau) e^{-j\omega\tau}d\tau \quad (3.3.8)
\]

Based on our simulations, the calculated time average of the number of photons over 25 runs with different seeds is equal to the statistical average over the same number. Therefore this process can be considered as an ergodic stochastic process [143–146]. Since this is an ergodic stochastic process, the ensemble average in Equation (3.3.7) can be replaced by the time average over a long time period \(T\). Thus, the RIN is given as,

\[
\text{RIN}(\omega) = \frac{1}{\bar{\mathbb{P}}^2} \left\{ \frac{1}{T} \int_{0}^{T} |\mathbb{P}(\omega)|^2 dt \right\} \quad (3.3.9)
\]

Figure 3.26 shows the simulated RIN spectra and Figure 3.27 illustrates the results of the calculated RIN derived from the small signal analytical solution of the laser rate equations. From these two figures the laser RIN is maximum near the threshold which is also around the relaxation oscillation frequency (6 GHz) based on the available laser parameters. RIN drops off from the peak located just above this frequency. As shown in Figure 3.26, the
RIN is nearly flat (white) at low frequencies above 10 KHz. Below 10 KHz, RIN has a 1/f characteristic. As shown in Figure 3.27, increasing the injection current increases the output optical power leading to a decrease in the RIN amplitude and a shift of the peak frequency of the RIN toward the higher frequency.

**Figure 3.26:** Laser diode relative intensity noise spectra (RIN) and frequency dependance of the amplitude noise [4].

**Figure 3.27:** Intensity noise spectra at several power levels showing the shift of the peak frequency as the bias current increases.
3.3.4.3 Laser phase/frequency noise

Phase noise is an important concern in coherent optical communication systems and interferometer sensors. The magnitude of the noise depends on the laser’s structure, material, and operating characteristics. Phase noise, $FNS_{\phi}(\omega)$, is defined by the spectral density of the frequency noise and given by,

\begin{align}
FNS_{\phi}(\omega) & = \langle |\omega \Delta F(\omega)|^2 \rangle \\
FNS_{\phi}(\omega) & = \int_0^\infty \Delta F(t) \Delta F(t + \tau) e^{-j\omega \tau} d\tau
\end{align}

in which $\omega$ is the Fourier angular frequency and $\Delta F(\omega)$ is the Fourier transform of the time domain frequency noise $\Delta F(t)$. $\Delta F(t)$ is the frequency fluctuation around the steady state frequency and given by,

$$
\Delta F(t) = \frac{1}{2\pi} \frac{d\phi(t)}{dt}
$$

Phase noise leads to a frequency shift which is interpreted as laser line width broadening. The phenomenon of the dynamic shift of the lasing frequency is known as frequency chirping. It is also known as wavelength chirping, since $\Delta \lambda(t) = (-\lambda^2/c) \Delta F(t)$. Since the frequency noise is an ergodic stochastic process, the ensemble average in Equation (3.3.11) can be replaced by time average taken over a long time period $T$. $FNS_{\phi}(\omega)$ is then given by,

$$
FNS_{\phi}(\omega) = \frac{1}{T} \int_0^T |\Delta F(\tau) e^{-j\omega \tau} d\tau|^2 dt
$$

Figure 3.28 demonstrates instantaneous frequency fluctuations including the transient response, and Figure 3.29 illustrates steady state operation, with and without including the noise operators in the model. As shown in these figures, the frequency noise is highest during the transient period, but it rapidly dampens and fluctuates around the steady state with a nearly constant envelop. Figure 3.30 shows the phase noise characteristic of a laser diode. The frequency noise spectrum is relatively flat for low frequencies. It peaks at the
Figure 3.28: Time evolution of the phase with the effect of noise operators (solid lines) and without the effect of noise operators (dotted lines) including transient [8].

Figure 3.29: Time evolution of the phase with and without the effect of noise operators for steady state operation [8].

relaxation oscillation frequency. Frequency/phase noise simulations at very low frequencies are necessary for line width characterization, as line width is defined as,

$$\Delta f = FNS_\phi(0)/(2\pi)$$  \hspace{1cm} (3.3.14)

The results shown in Figure 3.30 are useful for determining the laser's line width. Generally, the line width decreases as the laser output power increases. For the laser considered
in Figure 3.30, the line width is found to saturate to a value in the range 1-10 MHz at a power level above 10 mW [6]. At a 60 mA bias level, the line width is $\Delta F = 13.5$ MHz, which is comparable to published values [6,21] and agrees with the measured results presented later in Chapter 4. Comparison of Figure 3.26 with Figure 3.30 demonstrates that the flat range of the frequency noise spectrum is larger than that of the intensity noise spectrum, but the general characteristics are similar.

### 3.3.5 Summary and model advantages

A computationally efficient model for analog and digital optical system simulations was presented. The reported model includes thermal effects, leakage current, and noise in an enhanced set of laser rate equations. An analog laser model was constructed using a symbolically defined device in Agilent-ADS. Time domain simulations of the enhanced laser model indicate that the laser carrier and photon density are strong decreasing functions of temperature. Simulations in time and frequency domains indicate that the modulation bandwidth and the relaxation oscillation frequency are also strongly decreasing functions of temperature. Noise effects were included in the model and allow for the simulation of RIN, FNS, and line width $\Delta f$. The RIN and the FNS were seen to have similar qualitative
behavior and both are shaped by the laser frequency response. Models intended for analog optical transmission need to be suitable for system simulations in time and frequency domains and should include temperature, leakage, and noise effects. The proposed model and simulator implementation is the first such model that includes these effects simultaneously in a computationally attractive framework. The proposed model may therefore provide a useful mechanism for digital and analog optical link simulations in both the time and frequency domains.
Chapter 4

Experimentation and Model Verification

In this chapter, the experimental results of the DC measurements, modulation response, distortion and noise of a directly modulated semiconductor laser are demonstrated. Also, comparison between the simulation and measurement results to validate the proposed model is presented.

4.1 DC measurements

The measurement of the output optical power is important for the determination of the power required for a fiber-optic link. The photograph of the experimental setup shown in Figure 4.1 is used for the DC measurement. The detailed block diagram of the experimental setup and the description of the measurement technique are included in Section G.1 of Appendix G. The measured output optical power versus drive current at room temperature (27°C) for a 1.3 μm InGaAsP-InP (Fujitsu FLD3F7CZ) butterfly packaged semiconductor laser is shown in Figure 4.2. From Figure 4.2, the lasing threshold current at room temperature is approximately 8 mA.
Figure 4.1: Experimental setup for the DC measurements.

Figure 4.2: Output optical power versus driving current characteristics at room temperature for a 1.3 µm InGaAsP-InP Fujitsu FLD3F7CZ butterfly packaged semiconductor laser.
4.2 Modulation response and linearity

Modulation frequency response and linearity measurements are important in determining the modulation bandwidth and the link dynamic range. Modulation bandwidth is a limiting factor in the design of the analog optical links since it defines the usable frequency bandwidth of the whole link while the signal distortion due to nonlinearities decreases the total carrier-to-noise-ratio. In the next two sections, the modulation frequency response and linearity measurements were carried out at different frequencies using an Agilent 71400C light wave signal analyzer.

4.2.1 Modulation frequency response

The modulation frequency response of a semiconductor laser diode at different frequencies and different bias currents is measured using the experimental setup shown in Figure 4.3. The detailed block diagram of the experimental setup and the measurement description are included in Section G.2 of Appendix G.

Figure 4.4 shows the normalized modulation response of a 1.3 \( \mu m \) InGaAsP-InP (Fujitsu FLD3F7CZ) laser diode at 27\( ^\circ \)C for different bias levels. The laser bias was swept from 10mA to 30mA (\( \approx 3.75I_{th} \)), for a total of three bias levels. The input signal was a small signal sinusoid with input modulation frequency ranging from 0.5GHz to 10GHz. From Figure 4.4 the relaxation frequency peaks are approximately at 2.2, 6.2 and 6.5 GHz for bias levels of 10, 20, and 30 mA respectively. The laser modulation response curves for all bias levels indicate that the modulation response peak decreases monotonically with increasing laser bias current. The modulation bandwidth and relaxation oscillation frequency are increasing functions of bias current. The sharp cutoff frequency is mainly due to the product RC of the parasitic capacitance and series resistance of the laser diode.
Figure 4.3: Experimental setup for the high frequency laser frequency response measurements.

Figure 4.4: Modulation response of a 1.3 $\mu$m InGaAsP-InP (Fujitsu FLD3P7CZ) laser at bias levels of 10, 20, and 30 mA.
4.2.2 Distortion measurements

Measurements of the laser nonlinearity are required to evaluate the performance of the system. In this section, the concept of measuring harmonic, second order and third order products using Agilent 71400C lightwave signal analyzer and multi-tone Agilent E4433B ESG-AP series signal generator is presented. The modulated light enters the light wave section in the 71400C system through a single-mode fiber (SMF) front-panel input connector (FC/PC). The optical power is detected, collimated and amplified, then focused onto InGaAs photodetector using the Agilent 70810B lightwave section. The data was acquired through GPIB (IEEE488.2 interface) to a personal computer.

Different experiments under different conditions such as varying the frequency difference between carriers from 1 MHz to 40 MHz, the carrier frequency up to 10 GHz, and power have been done for the purpose of this chapter, some of these experimental results are presented in the following sections.

4.2.2.1 Harmonic response

In this section, measurement results are presented for the harmonic distortion of a high speed laser diode 1.3$\mu$m InGaAsP-InP (Fujitsu FLD3F7CZ) using the experimental setup shown in Figure 4.5. The detailed block diagram of the experimental setup and the measurement description are included in Section G.3 of Appendix G. In this experimental study, 0.5 and 1 GHz carrier frequencies were used. The measurements were done at 300 K and repeated for carrier powers 0 and -5 dBm (peak-to-peak modulating current $I_{pp}$ $\simeq$ 12.64 and 7.11mA respectively). The measured second order harmonic power as a function of the bias current is shown in Figures 4.6 and 4.7 at 0.5 and 1 GHz modulating frequencies.
Figure 4.5: Experimental setup for the harmonic distortion measurements.

Figure 4.6: Measured power ratio of the second harmonic and the fundamental as a function of the bias current at carrier frequencies 0.5 and 1 GHz. The carrier power is 0 dBm.
From Figures 4.6 and 4.7 it can be observed that the second harmonic distortion increases as the modulating frequency increases. The harmonic distortion is a decreasing function of the bias current for low and high frequencies. As the difference between the bias current and the threshold current decreases, the amplitude of the harmonic distortion becomes significant at low and high frequencies.

4.2.2.2 Intermodulation distortion response

Intermodulation distortion is a multi-tone distortion product that result when two or more signals are used to modulate the laser. In this experimental work two microwave signals with frequency separation of 40 MHz are used to directly modulate a high speed laser diode 1.3μm InGaAsP-InP (Fujitsu FLD3F7CZ). The photograph of the experimental setup is shown in Figure 4.8. The detailed block diagram of the experimental setup and the measurement description are included in Section G.3 of Appendix G.

In this experimental study, two signals of equal power and frequencies $f_1 = 0.98$ and $f_2 =$
1.02 GHz were generated from a multi-tone Agilent E4433B ESG-AP series signal generator and applied to directly modulate the laser diode under test. The modulated output is then detected and focused onto InGaAs photodetector using Agilent 70810B lightwave section. Agilent 71400C lightwave signal analyzer was used to perform the required measurements. The measurements were done at 300 K and repeated for different carrier powers. The measured second order intermodulation distortion power as a function of the bias current for signal powers 0 and -2 dBm ($I_{pp} \simeq 12.64$ and 10.04 mA) at frequencies $f_1 = 0.98$ and $f_2 = 1.02$ GHz are shown in Figure 4.9. Using the experimental setup shown in Figure 4.8,

![Figure 4.8](image)

**Figure 4.8:** Experimental setup for intermodulation distortion measurements.

the desired third order intermodulation distortion products are acquired from the spectrum analyzer to a personal computer. The resulting power of the higher ($2f_2 - f_1$) and lower ($2f_1 - f_2$) third order intermodulation distortion power as a function of the bias current for signal powers 0 and -2 dBm ($I_{pp} \simeq 12.64$ and 10.04 mA) at frequencies $f_1 = 0.98$ and $f_2 = 1.02$ GHz are shown in Figures 4.10 and 4.11.
Figure 4.9: Measured second order intermodulation distortion power as a function of the bias current. The carrier frequencies are $f_1 = 0.98$ and $f_2 = 1.02$ GHz.

Figure 4.10: Measured higher $(2f_2 - f_1)$ third order intermodulation distortion as a function of the bias current. The carrier frequencies are $f_1 = 0.98$ and $f_2 = 1.02$ GHz.
Figure 4.11: Measured lower \((2f_1 - f_2)\) third order intermodulation distortion as a function of the bias current. The carrier frequencies are \(f_1 = 0.98\) and \(f_2 = 1.02\) GHz.

4.3 Noise measurements

Laser noise is an important limiting factor in determining the performance of optical systems. The relative intensity noise (RIN) and the frequency or phase noise are the main laser noise categories. Phase noise may cause a frequency shift which manifests as linewidth broadening. RIN and laser linewidth measurements are the focus of this section.

4.3.1 RIN measurements

Measurements of the RIN lead to the evaluation of the maximum achievable carrier-to-noise ratio (C/N) in the optical transmission system. The laser noise is the dominant noise source in short and medium length optical links where the fiber loss is low. The maximum achievable (C/N) depends on the carrier frequency, while the lowest (C/N) approximately around the relaxation oscillation frequency. Agilent 71400C lightwave signal analyzer with an RIN measurement module (special software routine) are used for the laser RIN measurements. The two main measurements that can be done using the RIN module
are: (1) $RIN_{SYS}$ which is equivalent to the laser intensity noise, shot and thermal noise of the instrument. (2) $RIN_{laser}$ which is equivalent to the ratio of the laser noise to the average power without including the shot and thermal noise terms. $RIN_{SYS}$ and $RIN_{laser}$ measurements are limited by the available optical power of the laser and the noise floor (shot and thermal) of the analyzer.

Actual RIN measurements of a 1.3$\mu$m InGaAsP-InP (Fujitsu FLD3F7CZ) laser diode at four different bias levels ($10mA \simeq 1.25 \ I_{th}$, $11.7mA \simeq 1.5 \ I_{th}$, $15.2mA \simeq 2 \ I_{th}$, and $23.4mA \simeq 3 \ I_{th}$) are shown in Figures 4.12-4.15.

Figure 4.12: RIN measurement of FLD3F7CZ laser diode in the frequency range of 180 MHz to 10 GHz at 10 mA ($\simeq 1.25 I_{th}$) bias level using Agilent 71400C lightwave signal analyzer. The data window on top shows the measured values at the marker frequency (2.61 GHz).

Figures 4.12 to 4.15 show that the laser RIN is maximum near the relaxation oscillation frequency. The position of the RIN peak moves up on the frequency axis as the bias current increases. At lower bias levels, the RIN decreases faster as the bias level increases while it decreases slowly at higher bias levels. Figure 4.12 shows that $RIN_{laser}$ varies between -128.5 and 108.35 dB/Hz in the frequency range from 350 MHz to 10 GHz which is critical
in low-noise wideband applications and shows the importance of choosing the bias point that is suitable for the required application.

Figure 4.13: RIN measurement of FLD3F7CZ laser diode in the frequency range of 180 MHz to 10 GHz at 10 mA (≈ 1.5Ith) bias level at (3.58 GHz).

Figure 4.14: RIN measurement of FLD3F7CZ laser diode in the frequency range of 180 MHz to 10 GHz at 10 mA (≈ 2Ith) bias level at (5 GHz).
Figure 4.15: RIN measurement of FLD3F7CZ laser diode in the frequency range of 180 MHz to 10 GHz at 10 mA ($\approx 3I_n$) bias level at (7.68 GHz).

### 4.3.2 Laser linewidth measurements

Optical phase noise and frequency chirp have substantial impact on the optical power spectrum and the quality of transmission. Phase noise and frequency chirp are the main causes of the spectral broadening in a single-longitudinal-mode laser. Spectral broadening increases the error rates in the communication systems and also limits the proximity of channels in WDM systems [147]. Random phase noise and relaxation oscillations change the phase of the freerunning laser frequency. Laser frequency chirp is created due to the effect of the material and structural properties of the modulated laser causing linewidth broadening well beyond the free-running optical linewidth. Laser linewidth is the measure of the phase noise presented at the output of the laser diode. In this section, measurements of the linewidth of a free-running single mode laser (1.3$\mu$m InGaAsP-InP Fujitsu FLD3F7CZ) were made using delayed self-homodyne technique. Agilent 71400C lightwave signal analyzer and Agilent 11980A interferometer with 70880A laser linewidth measure-
ment software were used to characterize the linewidth. The photograph of the experimental setup shown in Figure 4.16 was used for the measurement of the linewidth. Linewidth measurements of a 1.3μm InGaAsP-InP (Fujitsu FLD3F7CZ) laser diode at three different bias levels 15.2, 23.4, and 60 mA are shown in Figures 4.17 - 4.19.

![Image](image-url)

**Figure 4.16:** Experimental setup for laser linewidth measurements.

The measured linewidth shown in the top window in Figures 4.17 - 4.19 is the actual 3-dB linewidth of the laser. From these figures, the linewidth decreases as the bias level increases. The Lorentzian fit shown in these figures is calculated from the ideal Lorentzian line shape. The Lorentzian fit standard deviation is obtained by calculating the linewidth from each trace point and for 800 trace points. The root-mean square deviation of the individual linewidth from the least square fit linewidth results in the standard deviation measurement of the linewidth as shown in the top window of each figure. As shown in Figures 4.17 - 4.19 the trace data and the calculated distribution curve overlap on the display which means that the laser line shape at different bias levels is Lorentzian and the standard deviation in this case is a measure of the average trace noise.
Figure 4.17: Laser linewidth measurement of FLD3F7CZ laser diode at 15.3 mA ($\approx 2I_{th}$) bias level using Agilent 71400C lightwave signal analyzer. The data window on top shows the measured values.

Figure 4.18: Laser linewidth measurement of FLD3F7CZ laser diode at 23.4 mA ($\approx 3I_{th}$) bias level using Agilent 71400C lightwave signal analyzer.
Figure 4.19: Laser linewidth measurement of FLD3F7CZ laser diode at 60 mA bias level using Agilent 71400C lightwave signal analyzer.

4.4 Model verification

To verify the proposed laser models, we compared the DC, modulation frequency response, and nonlinearity measurements with the corresponding simulation results under various conditions. For the purpose of this comparison, parameters suitable for the laser under test (InGaAsP-InP Fujitsu FLD3F7CZ) are extracted using the parameters extraction algorithm presented in Section G.4 of Appendix G. Figure 4.20 illustrates the measured and simulated results of the DC light versus bias current. From Figure 4.20, the simulation results using the proposed model based on the extracted parameters stated in Section G.4 of Appendix G are in good agreement with the measured results. The DC comparison is important in the determination of the threshold current which is one of the key parameters for the system level simulations.

In Figures 4.21 - 4.23, the frequency response for Fujitsu FLD3F7CZ laser was measured
Figure 4.20: Simulation and measurement results of the output optical power versus bias current characteristics at 27°C for a 1.3 μm InGaAsP-InP Fujitsu FLD3F7CZ butterfly packaged semiconductor laser.

at various bias levels and compared with the simulation results using the proposed model. As shown in Figures 4.21 - 4.23 the resonance frequency gradually subsides as the bias current (optical power) increases which being flat for the overall response. This means that the peak of the relaxation frequency decreases as the bias current increases, which agrees with the simulation results using the proposed model. From these measurements, we deduce that the modulation bandwidth is an increasing function of the bias current which is consistent with the simulation results using the proposed model as discussed in Chapter 3. Many important parameters for both systems and device designers that have significant impact on the performance of the whole optical communication system can be predicted from these plots. Examples of such parameters include the relaxation oscillation frequency, modulation bandwidth.

From Figures 4.21 - 4.23, we conclude that the simulation results are in good agreement with the measured results, specially in the frequency range up to 3 GHz which is suitable
Figure 4.21: Simulation and measurement results of the modulation frequency response for Fujitsu FLD3F7CZ laser at 10 mA bias levels.

Figure 4.22: Simulation and measurement results of the modulation frequency response for Fujitsu FLD3F7CZ laser at 20 mA bias levels [9].
Figure 4.23: Simulation and measurement results of the modulation frequency response for Fujitsu FLD3F7CZ laser at 30 mA bias levels.

for the intended application. The discrepancies between the measured and the simulated results in Figures 4.21 - 4.23 can be attributed to the fact that the model does not take into account the matching circuit of the laser mount and the electrical parasitics of the laser package.

Transmitter linearity is an important consideration in the design of wideband transmitters for analog lightwave transmission systems since it limits the dynamic range of the whole transmission link [9]. Since the dynamic range of the directly modulated lasers are mainly limited by the distortion levels, accurate simulations for the nonlinear distortion are important for improving the laser diode linearity. This improvement leads in turn to significant improvement of the performance of the whole system.

For further validation of the model, measurements of the second harmonic distortion (2HD), second and third intermodulation distortions (2IMD and 3IMD) are compared with the
simulation results of the same distortion components. These results are illustrated in Figures 4.24-4.28.

We selected these distortion components because the superior free dynamic range of the optical link is measured as the difference between the power of one of the fundamental tones and the power of the highest distortion components that fall in the bandwidth of interest above the noise floor. For wideband applications, second harmonic and second intermodulation distortion are significant. While for the applications operating within one octave, the third order intermodulation distortion is significant.

The Simulation and experimental study in this part of the comparison consists of direct modulation of the laser with two tones that are 40 MHz apart and monitoring a variety of sum and difference generated frequencies. Figures 4.24 and 4.25 illustrate the comparison between the measurement and simulation results of the second harmonic distortion for two different carrier powers. The comparison of the simulated second order intermodulation distortion with the measured 2IMD is shown in Figure 4.26. The measured and simulated lower \(2(f_1 - f_2)\) and higher \(2(f_2 - f_1)\) components of the third order intermodulation distortion at different bias levels are illustrated in Figures 4.27 and 4.28 respectively. The measurements and simulations were done using two tone of frequencies \(f_1 = 0.98\) and \(f_2 = 1.02\) GHz and repeated for signal powers 0 and -2 dBm. The major observed features predicted by the proposed model and verified by the experimental results as shown in Figures 4.24 - 4.28 are:

- Distortion is a decreasing function of the bias current up to saturation.

- The relative amplitude of the distortion components is an increasing function of the input signal power and frequency.

- Measurements at specific bias or input power or frequency are not a reliable indication for the device performance under different conditions.
The results illustrated in Figures 4.20 - 4.28 confirmed that the predicted performance using the proposed model is in good agreement with the measured performance. This means that the proposed models are robust and can be trusted in predicting the device performance under different conditions and for different applications.

Including the matching circuit and package model of the laser will enhance the model ability in predicting the modulation frequency response. Also, including the effect of reflected waves from the laser mirrors and the fiber pigtail may reduce the discrepancies between experimental and simulation results in Figures 4.24 to 4.28. However, these differences are not significant when taking into account the ability of the proposed models to predict different characteristics under different conditions and for different applications.

\[ \text{Figure 4.24: Simulation and measurement of the second harmonic distortion as a function of the bias current at carrier frequencies 0.5 and 1 GHz and power 0 dBm [10].} \]
Figure 4.25: Simulation and measurement of the second harmonic distortion as a function of the bias current at carrier frequencies 0.5 and 1 GHz and power -5dBm.

Figure 4.26: Measured and simulated second order intermodulation \((f_1 + f_2)\) distortion power as a function of the bias current at carrier frequencies \(f_1 = 0.98\) and \(f_2 = 1.02\) GHz.
Figure 4.27: Measured and simulated lower \((2f_1 - f_2)\) third order intermodulation distortion components as a function of the bias current at carrier frequencies \(f_1 = 0.98\) and \(f_2 = 1.02\) GHz.

Figure 4.28: Measured and simulated higher \((2f_2 - f_1)\) third order intermodulation distortion components as a function of the bias current at carrier frequencies \(f_1 = 0.98\) and \(f_2 = 1.02\) GHz.
Chapter 5

Nonlinearity and Linearization Techniques

5.1 Concepts of nonlinearity

Nonlinear circuits are often characterized as either strongly nonlinear or weakly nonlinear. Weakly nonlinear circuits can be described with adequate accuracy using time domain techniques such as power series expansion, and can be analyzed by power series or Volterra series. Strong nonlinear circuits can be analyzed using frequency-domain techniques. Two common frequency domain techniques are harmonic-balance and Volterra-series or nonlinear transfer function analysis [148].

5.1.1 Harmonic generation

Nonlinear system generate harmonics of the excitation signal frequency, and cause what is called harmonic distortion, HD. Harmonics may interact with one or more of the excitation frequencies or with each other creating cross product terms given as \( nw_1 + mw_2 \), where \( m \) and \( n = 0, \pm 1, \pm 2, \pm 3, \ldots \). This phenomenon is called intermodulation distortion. The sum of the absolute values of the coefficients \( m \) and \( n \) determines the order of the intermodulation distortion (IMD). For example, second order intermodulation products (2IMP) are at \( |\omega_1 \pm \omega_2| \), the third order intermodulation products are at \( |\omega_1 \pm 2\omega_2| \) and \( |2\omega_1 \pm \omega_2| \), and so on. Intermodulation products often present a serious problem, because they represent signals that interfere with, and can be mistaken for, desired signals. In general, the odd order intermodulation products having \( m = n \pm 1 \) are the source of most
of the problems because they may fall within the desired bandwidth. Third and fifth order terms are important because they are typically the strongest of all odd-order products, close to the generating signals, and seldom rejected by filters. Second order terms are also problematic in broadband applications, and at low frequencies.

5.1.2 Nonlinearity in semiconductor lasers

Using Radio-Over-Fibre (ROF) links in microcellular wireless networks enables increased signal processing at the central station. For the purpose of this research, directly modulated ROF links are considered. A primary concern when a wireless link is in series with an optical link in a multi-user environment is the nonlinear distortion (NLD) of the ROF link. An inhibiting factor for analog wireless/optical networks is the natural nonlinearity of semiconductor lasers which degrades the overall system performance and capabilities [149]. The dominant nonlinearity at higher frequencies appears when the input signal frequency becomes comparable to the resonant frequency of the optical cavity. This is known as resonance distortion and it is a result of the nonlinear coupling between the photons and the injected electrons [3, 6, 82, 83, 150]. There are many other mechanisms that highly affect the linearity of the laser diodes such as spatial hole burning [6, 106], carrier heating [66, 100], current leakage [7, 33, 107], intervalence band absorption [117] and free-carrier absorption [33]. Furthermore, optical reflections or feedback may become a source of nonlinearity within the laser or may interfere with the fibre chirp causing frequency modulation (FM) [22, 81, 151–153].

5.2 Review of linearization techniques

Transmitter linearity is an important consideration in the design of wideband transmitters for analog lightwave transmission systems, since it limits the dynamic range of the
whole link. The transmission quality of optical transmitters can be described by carrier-to-noise ratio (CNR), composite triple beat (CTB), and composite second order (CSO) distortion [11,24,25,154-156]. The CSO and CTB are the ratios of the carrier to the total power within the largest accumulation of even and odd order distortion products at the carrier frequency. Published results indicate that in a typical microcellular environment with obstructions, 80-90 dB dynamic range (DR) is required in the uplink, whereas larger DR is required in the down link [149,157]. CATV applications generally impose limitations on allowable nonlinearities in the transmitter [158] and require a carrier to noise ratio (CNR)>50 dB [25,159]. The highest published spurious free dynamic range (SFDR) in a directly modulated ROF links was 90-110 dB Hz$^\frac{3}{2}$ using distributed feedback (DFB) lasers, and 70-90 dB Hz$^\frac{3}{2}$ using Fabry-Perot (FP) lasers [160]. The results for the F.P. are less than required, due to the nonlinearity of the F.P. laser diodes. Improved fabrication techniques and device structures have lead to many successful applications, but fabricating linear lasers is an expensive task. Consequently, the possibility of linearization of inexpensive lasers (with characteristicly poor linearity) by using circuit techniques to compensate for the inherent nonlinearity of the optical transmitter to the point where they perform as well as expensive lasers is an attractive alternative. A variety of linearization methods for semiconductor laser diodes suitable for specific applications can be classified as: optoelectronic feedback and feed-forward methods [11,24-26,159,161], post-distortion [162-164], pre-distortion [165-171], and adaptive pre-distortion [149,153,157,172]. Techniques using quasi-feed-forward, phase-shift modulation, external injection, electro-absorption, dual parallel and cascaded modulation [12,13,34,173-175] are also used, but they don't account for laser heating and aging. An alternative solution that accounts for the effects of laser aging and heating and suitable for high frequency and broadband applications would be valuable for use in analog optical links. The ideal solution would be highly integrated, perhaps in the form of a single-chip, for reasons of economy.
5.2.1 Optoelectronic feedback

Optoelectronic feedback is based on the concept of negative feedback for linearization. In this method a monitoring photodiode and a feedback network are used to provide negative electrical feedback. Figure 5.1 shows a simplified block diagram of an optoelectronic feedback system. In this technique a photodiode is used to monitor the laser output.

![Figure 5.1: Optoelectronic feedback system.](image)

Several experiments were carried out in the period from 1970's to 1980's based on the feedback technique. For the typical results using this technique, see Table 5.1 in Section 5.3. Negative feedback reduces both the second and third harmonic distortion, but it is not recommended at high frequencies, since the overall forward gain is reduced. At high frequencies loop stability becomes problematic, and tight requirements on the loop gain and bandwidth must be met. The enhancement levels expected from this linearization technique are limited by the matching between the gain and phase of the signal in the forward path and the feedback signal from the feedback paths. As a result, optoelectronic feedback is useful in narrowband applications, but it is not suitable for wideband applications.

5.2.2 Optical feed-forward

This technique uses the feed-forward method in order to linearize the output of the laser diode. The block diagram of the feedforward method is shown in Figure 5.2 [11,24–26].

As shown in Figure 5.2, the RF input signal I is split into two paths. The first path contains
the laser diode. The nonlinearly amplified optical signal is then split into two branches, one being delayed using an optical delay (OD) and the other monitored using a photodiode and subtracted from a delayed version of the RF input signal. Since the RF input contains only the desired signal while the photodiode output contains the desired signal and other harmonics due to the nonlinear nature of the laser diode, ideally the difference contains only the unwanted harmonics. This error signal is amplified through the second laser, which is then subtracted from the delayed version of the amplified RF signal of LD1 through an optical coupler (OC). Ideally, this technique cancels the nonlinearities of LD1, and the final output is a linear representation of the input. The feed-forward technique is completely open-loop and therefore avoids feedback instability issues. The main concern with this method is the matching between the two paths. The feed-forward technique reintroduces another LD to amplify the error signal. The additional LD should be as linear as possible in order to adequately cancel the error components in the output. Note that the method uses an optical power combiner, which may add more distortion to the signal. Cost and matching problems are the main drawbacks of this technique. Even with these drawbacks, the feed-forward technique can be valuable. The feed-forward technique can reduce laser
noise as well as increase linearity. For the typical results using this technique, see Table 5.1 in Section 5.3. The above mentioned significant results make this technique very useful to linearize optical transmitters used in wideband applications but cost and high matching accuracy make it critical.

5.2.3 Phase shift modulation

In this technique, an additional laser diode is required to cancel a specific harmonic according to the amount of the phase shift between the two signals. \( n^{th} \) order distortion products can be cancelled when the phase angle between the two modulating signals is equal to \( 180^\circ/n \) (\( \phi_n = 180^\circ/n \)). For the phase difference \( \phi \) equal to \( 90^\circ \) the second order distortion can be eliminated. To eliminate the third order distortion the signal phase shift between the pairs should be \( 60^\circ \). Simultaneous cancellation of both second and third order distortion can be achieved by using two pairs of matched laser diodes as shown in Figure 5.3 [150]. This configuration can be repeated for higher order distortion cancellation. This technique

![Figure 5.3: Phase shift modulation block diagram.](image)

is not costly effective because an additional LD is required for each cancellation order. Also, matching between these LDs is required for high performance.
5.2.4 External light injection

In this technique, shown in Figure 5.4, an external laser source called the master laser (usually a tunable laser source) is used in conjunction with a directly modulated source called the slave laser. The first experimental demonstration of analog optical fibre communication system employing a directly modulated semiconductor laser under optical injection locking was reported in [12,173]. For the typical results using this technique, see Table 5.1 in Section 5.3. G. Yabre and J. L. Bihan [34] introduced a theoretical investigation of the second and third order intermodulation distortions in an injection-locked semiconductor laser under small-signal modulation. Their results show that a substantial reduction of the laser nonlinearity can be obtained, depending on both the injection level and frequency detuning between the master and slave lasers.

![Diagram](Image)

**Figure 5.4:** Schematic diagram of the analog fibre-optic system employing a directly modulated semiconductor laser with external light injection. OC: refer to optical circulator, PC: polarization control, ECT-LD: external cavity tunable laser diode, and ATT: attenuator [12]

5.2.5 Dual-parallel modulation

Using this technique, two laser diodes operating at different wavelengths and an optical combiner are used. Intermodulation distortion is reduced by controlling the bias current
of the LDs. For the typical results using this technique, see Table 5.1 in Section 5.3.

5.2.6 Cascaded linearized modulator

In this technique, shown in Figure 5.5, two modulators are used in cascade: the second modulator compensates for the nonlinearity generated by the first modulator. Suppression of the nonlinearities is achieved by adjusting the bias voltages of the two modulators and the relative amplitudes and phases of the two RF input signals to each port [13].

![Cascaded linearized modulator diagram](image)

**Figure 5.5:** Schematic diagram for the cascaded linearized modulator [13].

5.2.7 Post-distortion

Post-distortion is a direct compensation technique that has no feedback or feed-forward paths [150]. In this technique, the modulated signal (laser output) is fed into a post-distortion circuit that introduces artificial distortion that cancels, as possible, the distortion introduced by the optical transmitter. Post-distortion can be added to the modulated signal path either in the optical domain (before the PD) as shown in Figure 5.6 or in the electrical domain (after the PD) as shown in Figure 5.7.

Post-distortion in wideband applications is rare, except for some theoretical studies in the
5.2.8 Pre-distortion linearizer

The idea of the pre-distortion linearization technique is to insert an electronic pre-distorter in the signal path in front of the laser diode. The pre-distortion technique can be implemented using either analog circuits or digital circuits. A DSP can use known pre-distortion coefficients stored in a lookup table (LUT) to pre-distort the input signal. The hardware circuits or the coefficients in the digital pre-distorters are generated based on the known distortion characteristics of the laser diode. These distortion characteristics can be derived by analyzing the laser using either Volterra or Wiener theory. The basic structure of a pre-distortion implementation of 5th order is shown in Figure 5.8. From this figure, the output of the laser diode is a nonlinear function of the input signal “S” and can be represented by a polynomial series $G1 \ S + G2 \ S^2 + G3 \ S^3 + G4 \ S^4$, $G1,G2, G3$ and $G4$ are functions of the
laser parameters, $\phi_1$, $\phi_2$, $\phi_3$, and $\phi_4$ are phase adjusters. For the typical results using this technique, see Table 5.1 in Section 5.3. The above results support the use of pre-distortion techniques in broadband applications. The inability to compensate for changes in the laser diode due to aging, thermal effects, or any differences due to the manufacturing is the major drawback of this technique as presented in the cited publications.

### 5.2.9 Adaptive pre-distortion

Adaptive pre-distortion uses the same idea of pre-distortion but it periodically senses the laser's output in order to update the coefficients in the DSP section (in the case of digital pre-distortion) or to change the gain of pre-distorter branches (in case of analogue circuits) to compensate for any of the laser's time-varying non-linearities due to aging, thermal effects and other effects.
Figure 5.9 shows the general block diagram of the adaptive pre-distorter. In this figure second, third and fifth order harmonics of the input signal are generated by corresponding circuits. The feedback path is used to compensate for thermal effects, aging and any other changes. The photodiode in the feedback path is used to monitor the distortion levels. A higher order adaptive filter was proposed to compensate for laser nonlinearity in [149].

![Figure 5.9: Block diagram of the adaptive pre-distortion system.](image)

The proposed filter was adapted for distortions in vector modulated symbols and did not utilize in depth knowledge of the physical link parameters. Using this method, AM-AM compensation was achieved for a reduced dynamic range of 1 mW, and the error between the original phase and the reduced phase was less than ±0.1 radian up to 2 mW. In [149] it was demonstrated that a third order filter accurately models the ROF link while a second order filter adequately compensates for the phase nonlinearity.
5.3 Summary

In this chapter we reviewed the concepts of nonlinearity in general and we also discussed the laser nonlinearity and distortion generation. As discussed in Section 5.2, various linearization techniques have been introduced to minimize the signal distortion due to the laser nonlinearity. For each technique, we discussed some of published results. Table 5.1 summarizes these techniques and some of the published results related to them.

Table 5.1: Summary of the linearization techniques and distortion reduction results.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Typical results</th>
<th>Reference</th>
</tr>
</thead>
</table>
| Optoelectronic feedback   | • The 2\textsuperscript{nd} and 3\textsuperscript{rd} harmonic distortion were reduced by 10 and 12 dB respectively for a 6 MHz channel.  
  • The 2\textsuperscript{nd} and 3\textsuperscript{rd} harmonic distortion were reduced by 12 dB and 4 dB for a 6 MHz channel.  
  • A 20 dB reduction of the second harmonic distortion in a single channel TV transmission. | [176]     |
| Optical feed-forward      | • 30 dB reduction in the adjacent channel interference over 900 MHz bandwidth.  
  • Reduction in the second harmonic distortion of more than 14 dB and intermodulation by more than 10 dB over the frequency range of 100 MHz-1.5 GHz.  
  • Simultaneous reduction in the laser intensity noise of more than 10 dB over the frequency range 1.7-3.0 GHz.  
  • Reduction of third-order intermodulation distortion of more than 10 dB over the frequency range 2.1GHz-3.0 GHz.  
  • Reduction of second order-harmonic distortion of 25 dB at 2.4 GHz.  
  • An average of 20 dB reduction over 850 MHz range of the second and third order harmonic and intermodulation distortion.  
  • An average of 10 dB reduction of the laser noise over a bandwidth of 400 MHz. | [23]       |
| External light injection  | • A reduction of 10 dB in the second order harmonic distortion.                  | [12, 173] |
| Dual-parallel modulation | • A 15 dB reduction in IMD3.  
• A 23 dB improvement in which the dynamic range was increased by 19.6 dB | [174] |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Cascaded linearized modulator</td>
<td>• A 34 dB reduction in IP3 and SFDR of 53 dB for a signal bandwidth of 2 GHz.</td>
<td>[13]</td>
</tr>
</tbody>
</table>
| Pre-distortion linearizer | • A 15 dB reduction in the second order harmonic distortion (2HD) and a 9 dB reduction in the third order harmonic distortion (3HD) over the range 500 MHz - 2 GHz for a directly modulated laser diode.  
• A reduction of nearly 20 dB in the IP3 for a 32% optical modulation index (OMI) and an 11 dB improvement in Spurious-Free Dynamic Range (SFDR) as a result of linearizing a Mach-Zehnder modulator for external laser modulation.  
• A 17 dB suppression of the IP3 at for an OMI of 49.6% the frequency range from DC to 1.3 GHz.  
• Measurements over an extended channel bandwidth to the 61st channel yield a 10 dB improvement in the CSO over the range 330-450 MHz.  
• A reduction of 17, 11, and 7 dB at channels 3, 11, and 40 respectively with no change in the CNR or CTB using a second order pre-distorter.  
• A circuit was able to cancel the third- and fifth order intermodulation distortion of a 1.55μm DFB laser integrated with electroabsorption modulator. | [168, 170, 169, 160, 155, 178, 179] |

The common aspect in all of the discussed linearization techniques is the lack of analytical model that can identify the levels of distortion due to the laser nonlinearity.

In conclusion, an accurate model that is able to predict the laser distortion and able to sense other changes in the laser diode due to aging, thermal effects, or any differences due to the manufacturing is needed. The above results support the use of adaptive pre-distorter that is based on this model in broadband applications.
Chapter 6

Pre-distorter Modeling, Implementation and Nonlinearity Evaluation

6.1 Inverse laser modeling

A pre-distorter will be developed based on the inverse of the laser model such that when it is cascaded with the laser model it reduces the overall distortion.

The Volterra series gives an algebraically tractable method of calculating the laser’s transfer function and its inverse. Laser rate equations represent an input-output relation between the injection current and the photon density \( P = f(I) \). Since the analytical solution of this equation is complicated, we will attempt to solve the model in an opposite way. This means we will derive the Volterra series of \( I = f(P) \) instead of \( P = f(I) \), in order to determine the laser's inverse function. To do so, a frequency domain pre-distorter model will be derived, and then the time domain model will be derived from the frequency domain model. The pre-distorter circuit will be an implementation of the time domain Volterra series of the inverse laser model. The modified laser model presented in Chapter 4 is algebraically manipulated and denormalized and given in the form \( I = f(P) \). From Equation (3.3.1), the carrier density can be given as,

\[
C = \frac{dP}{dt} + \frac{P}{\tau_{ph}} + \frac{GC_{sl}P}{\sqrt{1 + \frac{P}{P_s}}} \]

\[
= \frac{G P}{\Gamma \beta_{ap}} + \frac{P}{\tau_e} + \frac{G \sqrt{1 + \frac{P}{P_s}}} \]

(6.1.1)
Substituting $G = \Gamma v' \gamma_0$, $P$ by $P$ where $P = P_{dc} + P_{ac}$, $P_s$ by $P_s$, $dP/dt$ by $P'$, $C_{tr}$ by $C_{tr}$, $C$ by $C$ where $C = C_{dc} + C_{ac}$, and $I$ by $I_{dc} + I_{ac}$ in (6.1.1) yields,
\[
(C_{dc} + C_{ac}) = \frac{P' + (P_{dc} + P_{ac})}{\tau_{ph}} + \frac{G C_{tr}(P_{dc} + P_{ac})}{\sqrt{1 + (P_{dc} + P_{ac})/P_s}} \frac{\Gamma \beta_{ep}^2}{\tau_e} + \frac{G (P_{dc} + P_{ac})}{\sqrt{1 + (P_{dc} + P_{ac})/P_s}}
\] (6.1.2)

The expansion, up to the third order, of $(1/\sqrt{1 + (P_{dc} + P_{ac})/P_s})$ using the Taylor series is given as,
\[
\frac{1}{\sqrt{1 + (P_{dc} + P_{ac})/P_s}} \equiv \Phi = M_0 + M_1 P_{ac} + M_2 P_{ac}^2 + M_3 P_{ac}^3.
\] (6.1.3)
in which $M_0, M_1, M_2, M_3$ are given by,
\[
M_0 = \frac{1}{1 + P_{dc}/P_s}
\] (6.1.4a)
\[
M_1 = \frac{-1}{2 P_s (1 + P_{dc}/P_s)^{3/2}}
\] (6.1.4b)
\[
M_2 = \frac{3}{8 P_s^2 (1 + P_{dc}/P_s)^{5/2}}
\] (6.1.4c)
\[
M_3 = \frac{-5}{16 P_s^3 (1 + P_{dc}/P_s)^{7/2}}
\] (6.1.4d)

Expansion of $(1/Den)$, where Den is the denominator of (6.1.2), up to the third order, and substitution of $\Gamma \beta_{ep}/\tau_e$ by $co$ leads to,
\[
\frac{1}{(co + G (P_{dc} + P_{ac}) \Phi)} \equiv \Psi = D_0 + D_1 P_{ac} + D_2 P_{ac}^2 + D_3 P_{ac}^3.
\] (6.1.5)
in which $D_0, D_1, D_2, D_3$ are given by,
\[
D_0 = \frac{1}{co + G M_0 P_{dc}}
\] (6.1.6)
\[ D1 = \frac{-G}{co^2 + 2 \, \, co \, \, G \, \, M0 \, \, P_{dc} + ( \, G \, \, M0 \, \, P_{dc} )^2} (M0 + M1 \, \, P_{dc}) \]  
\[ D2 = \frac{-G}{(co + G \, \, M0 \, \, P_{dc})^2} (M1 + M2 \, \, P_{dc}) \] 
\[ + \, \, \frac{G^2 \, (M0^2 + 2 \, \, M0 \, \, M1 \, \, P_{dc} + M1^2 \, \, P_{dc}^2)}{(co + G \, \, M0 \, \, P_{dc})(co^2 + 2 \, \, co \, \, G \, \, M0 \, \, P_{dc} + G^2\, \, M0^2 \, \, P_{dc}^2)} \]  
\[ D3 = \frac{G^2}{(co + G \, \, M0 \, \, P_{dc})^3} (M0M1 + M1^2 \, \, P_{dc} + M0M2 \, \, P_{dc} + M1M2 \, \, P_{dc}^2) \] 
\[ - \, \, \frac{G}{(co + G \, \, M0 \, \, P_{dc})^2} (M2 + M3 \, \, P_{dc}) \] 
\[ - \, \, \frac{G^3 \, (M0^3 + 3 \, \, M0^2 \, \, M1 \, \, P_{dc} + 3 \, \, M0 \, \, M1^2 \, \, P_{dc}^2 + M1^3 \, \, P_{dc}^3)}{(co + G \, \, M0 \, \, P_{dc})(co^2 + 2 \, \, co \, \, G \, \, M0 \, \, P_{dc} + G^2\, \, M0^2 \, \, P_{dc}^2)} \] 
\[ + \, \, \frac{G^2 \, (M0M1 + M1^2 \, \, P_{dc} + M0M2 \, \, P_{dc} + M1M2 \, \, P_{dc}^2)}{(co + G \, \, M0 \, \, P_{dc})(co^2 + 2 \, \, co \, \, G \, \, M0 \, \, P_{dc} + G^2\, \, M0^2 \, \, P_{dc}^2)} \]  

Substitution of equations (6.1.3) and (6.1.5) into equation (6.1.2) gives the carrier density and its derivative as,

\[(C_{ac} + C_{dc}) = Z_0 + Z_1 P_{ac} + Z_2 P_{ac}' + Z_3 P_{ac}^2 + Z_4 P_{ac} P_{ac}' + Z_5 P_{ac}^3 + Z_6 P_{ac} P_{ac}'^2 + Z_7 P_{ac}^3 P_{ac}' \]  
\[(C_{ac}') = Z_1 P_{ac} + 2 Z_3 P_{ac} P_{ac}' + Z_4 (P_{ac}')^2 + Z_5 P_{ac} P_{ac}' + 3 Z_6 P_{ac} P_{ac}' + 3 Z_7 P_{ac} P_{ac}'^2 + 3 Z_8 P_{ac}^2 P_{ac} + 3 Z_9 P_{ac}^3 P_{ac}' \]  

in which,

\[ Z_0 = D0 \, \, P_{dc} \, (C_{tr} \, \, G \, \, M0 + 1/\tau_{ph}) \]  
\[ Z_1 = D0 \, \, G \, \, C_{tr} \, \, (M0 + M1 \, \, P_{dc}) + D0/\tau_{ph} \] 
\[ + \, \, D1 \, \, P_{dc} \, (G \, \, M0 \, \, C_{tr} + 1/\tau_{ph}) \]  
\[ Z_2 = D0 \]  
\[ Z_3 = D1 \, \, (G \, \, C_{tr} \, \, (M0 + M1 \, \, P_{dc}) + 1/\tau_{ph}) \] 
\[ + \, \, D0 \, \, G \, \, C_{tr} \, \, (M1 + M2 \, \, P_{dc}) + D2 \, \, P_{dc} \, (G \, \, M0 \, \, C_{tr} + 1/\tau_{ph}) \]  
\[ Z_4 = D1 \]
\[ Z5 = D0 \, G \, C_{tr} \,(M2 + M3 \, P_{dc}) + D1 \, G \, C_{tr} \,(M1 + M2 \, P_{dc}) \]
\[ +D2 \,(G \, C_{tr} \,(M0 + M1 \, P_{dc}) + (1/\tau_{ph})) \]
\[ +D3 \, P_{dc} \,(G \, C_{tr} \, M0 + (1/\tau_{ph})) \quad (6.1.17) \]

\[ Z6 = D2 \quad (6.1.18) \]

\[ Z7 = D3 \quad (6.1.19) \]

Using (6.1.3)-(6.1.19) in equation (3.3.2), the modulating current is given as,

\[ I_{ac} = -I_{dc} + qV_c \, C_{ac}' + \left( \frac{C_{ac} + C_{dc}}{\tau_e} \right) + g_m((C_{ac} + C_{dc}) - C_{tr}) \times \Phi \quad (6.1.20) \]

Where \( g_m = G/\Gamma \). Substitution of (6.1.10), (6.1.11) and (6.1.3) into (6.1.20) and neglecting terms higher than the third order leads to the following,

\[ I_{ac} = K \quad (6.1.21a) \]

\[ +\{ m_0 P_{ac} + m_1 P_{ac}' + m_2 P_{ac}'' \} \quad (6.1.21b) \]

\[ +\{ m_3 P_{ac}^2 + m_4 P_{ac}P_{ac}' + m_5 (P_{ac}')^2 + m_6 P_{ac}P_{ac}'' \} \quad (6.1.21c) \]

\[ +\{ m_7 P_{ac}^3 + m_8 P_{ac}^2 P_{ac}' + 2m_9 P_{ac}P_{ac}'^2 + m_8 P_{ac}^2 P_{ac}'' \} \quad (6.1.21d) \]

\( K \) in (6.1.21a) is a constant, (6.1.21b) is of first order in the series, (6.1.21c) is of second order in the series and (6.1.21d) is of third order in the series. The constants \( m_0 \ldots m_8 \) are functions of the laser parameters and are given by,

\[ m_0 = g_m qV_c \left( M0 \, Z0 - M0 \, C_{tr} + M1 \, P_{dc} \, Z0 + M0 \, P_{dc} \, Z1 \right) \]
\[ -M1 \, C_{tr} \, P_{dc} \right) + \frac{q \, V_c \, Z1}{\tau_e} \quad (6.1.22a) \]

\[ m_1 = qV_c \left( Z1 + g_m M0 \, P_{dc} \, Z2 + \frac{Z2}{\tau_e} \right) \quad (6.1.22b) \]

\[ m_2 = q \, V_c \, Z2 \quad (6.1.22c) \]

\[ m_3 = g_m qV_c \left( -C_{tr} (M1 + M2 \, P_{dc}) + Z0 (M1 + M2 \, P_{dc}) \right) \]
\[ +Z1 (M0 + M1 \, P_{dc}) + M0 \, P_{dc} \, Z3 \right) + \frac{q \, V_c \, Z3}{\tau_e} \quad (6.1.22d) \]
\[
\begin{align*}
    m_4 &= q V_c \left( g_m (M0 Z2 + M1 P_{dc} Z2) + 2 Z3 + g_m M0 P_{dc} Z4 + \frac{Z4}{r_e} \right) \quad (6.1.22e) \\
    m_5 &= q V_c Z4 \quad (6.1.22f) \\
    m_6 &= g_m q V_c \left( - C_{tr} (M2 + M3 P_{dc}) + Z0 (M2 + M3 P_{dc}) \\
    &\quad + Z1 (M1 + M2 P_{dc}) + Z3 (M0 + M1 P_{dc}) \\
    &\quad + Z5 M0 P_{dc} \right) + \frac{q V_c Z5}{r_e} \quad (6.1.22g) \\
    m_7 &= q V_c \left( g_m M1 (Z2 + P_{dc} Z4) + 3 Z5 + g_m M0 P_{dc} Z6 \right. \\
    &\quad + g_m M2 P_{dc} Z2 + G_m M0 Z4 + \frac{Z6}{r_e} \right) \quad (6.1.22h) \\
    m_8 &= q V_c Z6 \quad (6.1.22i)
\end{align*}
\]

Equation (6.1.21) represents the input-output relation (the laser's inverse model) that will be used for the extraction of the pre-distorter Volterra kernels.

### 6.2 Frequency domain laser's pre-distorter Volterra model

To extract the Volterra kernels, the harmonic input method presented in Section F.3.1 in Appendix F is applied to equation (6.1.21) as follows:

1. The first order Volterra transfer function is the coefficient of $e^{j \omega_1 t}$ if one tone input of the form $P_{ac} = P_{dc} e^{j \omega_1 t}$ is applied to (6.1.21) and is given as,

\[
    G_1(\omega_1) = \left( m_0 + m_1 j \omega_1 - m_2 \omega_1^2 \right) P_{dc} \quad (6.2.1)
\]

2. The second order Volterra transfer function is the coefficient of $e^{j(\omega_1 + \omega_2) t}$ if two tone inputs of the form $P_{ac} = P_{dc} e^{j \omega_1 t} + P_{dc} e^{j \omega_2 t}$ are applied to (6.1.21) and is given as,

\[
    G_2(\omega_1, \omega_2) = \left( 2m_3 + j m_4 (\omega_1 + \omega_2) - m_5 (\omega_1 + \omega_2)^2 \right) P_{dc}^2 \quad (6.2.2)
\]
3. The third order Volterra transfer function is the coefficient of $e^{j(\omega_1 + \omega_2 + \omega_3)t}$ if three tone inputs of the form of $P_{ac} = P_{dc} e^{j\omega_1 t} + P_{dc} e^{j\omega_2 t} + P_{dc} e^{j\omega_3 t}$ are applied to (6.1.21) and is given as,

$$G_3(\omega_1, \omega_2, \omega_3) = \left(6m_6 + 2jm_7(\omega_1 + \omega_2 + \omega_3) - 2m_8(\omega_1 + \omega_2 + \omega_3)^2\right)P_{dc}^3$$  \hspace{1cm} (6.2.3)

Equations (6.2.1), (6.2.2) and (6.2.3) represent the pre-distorter frequency domain Volterra transfer functions.

### 6.3 Time domain pre-distorter Volterra models

The time domain pre-distorter model can be derived from the frequency domain model using the direct expansion method presented in Section F.3.2. For simplicity, equations (6.2.1), (6.2.2) and (6.2.3) can be represented by its Laplace transform if each $j\omega$ is replaced by "s" as follows,

$$G_{1L}(s_1) = (m_0 + m_1s_1 + m_2s_1^2)P_{dc}$$  \hspace{1cm} (6.3.1a)

$$G_{2L}(s_1, s_2) = (2m_3 + m_4(s_1 + s_2) + m_5(s_1 + s_2)^2)P_{dc}^2$$  \hspace{1cm} (6.3.1b)

$$G_{3L}(s_1, s_2, s_3) = (6m_6 + 2m_7(s_1 + s_2 + s_3) + 2m_8(s_1 + s_2 + s_3)^2)P_{dc}^3$$  \hspace{1cm} (6.3.1c)

Each branch of (6.3.1) consists of three terms:

- The first term can be represented by an amplifier with gain $m_0$ for the first branch, $2m_3$ for the second branch and $6m_6$ for the third branch.
- The second terms can be represented by a differentiator and an amplifier with gain $m_1$ for the first branch, $m_4$ for the second branch and $2m_7$ for the third branch.
- The last term can be represented by cascaded (tow) differentiators and an amplifier with gain $m_2$ for the first branch, $m_5$ for the second branch and $2m_8$ for the third branch.

Each branch of (6.3.1) is represented as follows:
1. The first order Volterra system of the pre-distorter is represented by equation (6.3.1a) and is illustrated in Figure 6.1

![Figure 6.1: A first order Volterra system representation of the pre-distorter.](image)

2. The second order Volterra system representation of the pre-distorter is derived by comparing equation (6.3.1b) with (F.3.3). Relations (6.3.1b) and (F.3.3) can be considered similar if we assume $G_x(s_1) = G_y(s_2) = 1$. Thus, the second order Volterra system of the pre-distorter can be represented by the block diagram shown in Figure 6.2.

![Figure 6.2: A second order Volterra system representation of the pre-distorter.](image)

3. The third order Volterra system of the pre-distorter is derived by comparing equation (6.3.1c) with (F.3.4). Relations (6.3.1b) and (F.3.4) can be considered similar if
we assume $G_x(s_1) = G_y(s_2) = G_k(s_3) = G_z(s_1, s_2) = 1$. Thus, the third order Volterra system of the pre-distorter can be represented by the block diagram shown in Figure 6.3

![Figure 6.3: A third order Volterra system representation of the pre-distorter.](image)

Based on the above discussion, the complete time domain Volterra system to 3rd order of the pre-distorter model can be illustrated in Figure 6.4.

![Figure 6.4: Entire block diagram of the the pre-distorter model represented by the Volterra system in time domain.](image)
6.4 Proposed linearization technique and model

Different laser diodes linearization techniques were reviewed in Chapter 5. From this review we concluded that no technique is suitable for all applications. The cited linearization methods don’t account for the laser heating and aging. For our intended applications (broadband transmission over fibre), an adaptive linearization technique is the most suitable technique.

A block diagram of the proposed analog adaptive pre-distorter circuit is shown in Figure 6.5. The adaptive pre-distortion circuit is intended to cancel up to the third order intermodulation products. It consists of three branches; each branch represents an order of the Volterra system of the pre-distorter and is derived from the inverse Volterra series of the laser diode. The first branch represents the first order Volterra transfer function (1st), the second branch represents the 2nd order Volterra transfer function, and the third branch represents the 3rd order Volterra transfer function. Coefficients $m_1, \ldots, m_8$ are the weighting functions of the pre-distorter. They are functions of the laser device parameters as given in (6.1.22). $\phi_1, \ldots, \phi_3$ are the phase adjusters used for each path.

To compensate for unpredictable changes in the laser diodes due to thermal effects, aging, or any other effects a photodiode in the feedback bath monitors the distortion levels from reference signals at frequencies $f_1$ and $f_2$. The DSP processor correlates the IMD monitored by the photodiode with reference signals of frequencies $f_2 - f_1$ and $f_2 - 2f_1$, and calculates the correct pre-distortion parameters that minimize the distortion based on this comparison. The DSP adjusts either the parameters in each branch or the gain unit of the whole branch.
Figure 6.5: Schematic diagram for the proposed adaptive pre-distortion circuit.
6.5 Pre-distorter implementation and nonlinearity evaluation

We have proposed an electronic scheme that can compensate the signal distortion due to the laser nonlinearity. To examine the performance of the proposed distortion compensation scheme, an input signal that consists of one carrier (for harmonic distortion) or the sum of two, three or more carriers (for intermodulation distortion) can be applied to the input of the pre-distorter Volterra model shown in Figure 6.4. The pre-distorter should be able to modify the input RF signals such that they will be able to reduce the signal distortion levels due to the laser nonlinearity. To examine this procedure, the frequency domain pre-distorter model as given in (6.2.1) to (6.2.3) was placed in cascade with the frequency domain laser Volterra model. The distortion with and without the pre-distorter was examined. The derivation of the frequency domain laser Volterra model is presented in Section 6.5.1 while the distortion evaluation with and without the pre-distorter is discussed in Section 6.5.2

6.5.1 Frequency domain semiconductor laser Volterra model

Frequency domain pre-distorter and laser models enable evaluation of the distortion and pre-distortion. The laser Volterra model can be derived by following the same procedure used to derive the pre-distorter Volterra model. Starting with the laser nonlinear impulse response, the transfer functions representing the laser model in the frequency domain can be evaluated using the harmonic input method presented in Section F.3.1. The laser Volterra model can also be directly evaluated from the pre-distorter frequency domain Volterra model. Since the pre-distorter model is the inverse of the laser model, the laser frequency domain Volterra model is simply the inverse of the pre-distorter model. In this section the latter technique is used to derive the laser Volterra model in frequency domain. Using the
pre-distorter frequency domain Volterra model in (6.2.1) - (6.2.3), the transfer functions representing the laser model can be determined as follows,

- The first order transfer function (TF) is the inverse of equation (6.2.1),

\[ H_1(w) = \frac{1}{G_1(w)} \]  \hspace{1cm} (6.5.1)

The block diagram shown in Figure 6.6 represents the pre-distortion Volterra model and the laser model,

![Block diagram](image)

**Figure 6.6:** Block diagram representation of the Volterra transfer functions representing the pre-distorter and laser models.

- The second order transfer function can be determined by assuming the input signal, \( a(t) \), to the pre-distorter takes the form \( a(t) = e^{j\omega_1 t} + e^{j\omega_2 t} \). The output of the pre-distorter \( y(t) \) is given as,

\[ y(t) = G_1(\omega_1)e^{j\omega_1 t} + G_1(\omega_2)e^{j\omega_2 t} + G_2(\omega_1, \omega_2)e^{j(\omega_1+\omega_2)t} \]  \hspace{1cm} (6.5.2)

\( y(t) \) is used as an input to the laser model. The overall response \( y_o(t) \) can be deter-
minded as follows,

\[
y_0(t) = H_1(\omega_1) G_1(\omega_1)e^{j\omega_1 t} + H_1(\omega_2) G_1(\omega_2)e^{j\omega_2 t} + H_2(\omega_1 + \omega_2) G_2(\omega_1, \omega_2)e^{j(\omega_1 + \omega_2) t} + H_2(\omega_1, \omega_2) G_1(\omega_1)G_1(\omega_2)e^{j(\omega_1 + \omega_2) t} + H_2(\omega_1, \omega_2) G_1(\omega_1)G_2(\omega_1, \omega_2)e^{j(2\omega_1 + \omega_2) t} + H_2(\omega_2, \omega_1 + \omega_2) G_1(\omega_2)G_2(\omega_1, \omega_2)e^{j(\omega_1 + 2\omega_2) t} \quad (6.5.3)
\]

Since Volterra techniques treat each sub-system as a linear system, the overall response \(y_0(t)\) can be reduced to the second order transfer function of the laser model if we equate the coefficient of \(e^{j(\omega_1 + \omega_2) t}\) to zero, yielding,

\[
H_2(\omega_1, \omega_2) = \frac{-H_1(\omega_1 + \omega_2) \frac{G_2(\omega_1, \omega_2)}{G_1(\omega_1) G_1(\omega_2)}} {G_1(\omega_1) G_2(\omega_1, \omega_2) G_1(\omega_1 + \omega_2)} \quad (6.5.4)
\]

Using equation (6.5.1) and replacing \(H_1(\omega_1)\) with \(1/G_1(\omega_1)\), and \(H_1(\omega_1, \omega_2)\) with \(1/G_1(\omega_1 + \omega_2)\) in equation (6.5.4) gives,

\[
H_2(\omega_1, \omega_2) = -\frac{G_2(\omega_1, \omega_2)}{G_1(\omega_1) G_1(\omega_2) G_1(\omega_1 + \omega_2)} \quad (6.5.5)
\]

The third order transfer function can be determined by assuming the input signal, \(a(t)\), to the pre-distorter takes the form \(a(t) = e^{j\omega_1 t} + e^{j\omega_2 t} + e^{j\omega_3 t}\). The output of the pre-distorter \(y(t)\) is given as,

\[
y(t) = G_1(\omega_1)e^{j\omega_1 t} + G_1(\omega_2)e^{j\omega_2 t} + G_3(\omega_3)e^{j\omega_3 t} + G_2(\omega_1, \omega_2)e^{j(\omega_1 + \omega_2) t} + G_3(\omega_1, \omega_2)e^{j(\omega_1 + \omega_3) t} + G_2(\omega_2, \omega_3)e^{j(2\omega_2 + \omega_3) t} + G_3(\omega_1, \omega_3, \omega_3)e^{j(\omega_1 + \omega_2 + \omega_3) t} \quad (6.5.6)
\]

where \(y(t)\) is used as the input to the laser model. The overall response \(y_0(t)\) can be
determined as follows,

\[
    y_0(t) = H_1(\omega_1) G_1(\omega_1)e^{j\omega_1t} + H_1(\omega_2) G_1(\omega_2)e^{j\omega_2t} + H_1(\omega_3) G_1(\omega_3)e^{j\omega_3t} \\
    + H_1(\omega_1 + \omega_2) G_2(\omega_1, \omega_2) e^{j(\omega_1 + \omega_2)t} + H_1(\omega_1 + \omega_3) G_2(\omega_1, \omega_3) e^{j(\omega_1 + \omega_3)t} \\
    + H_1(\omega_2 + \omega_3) G_2(\omega_2, \omega_3) e^{j(\omega_2 + \omega_3)t} \\
    + H_1(\omega_1 + \omega_2 + \omega_3) G_3(\omega_1, \omega_2, \omega_3) e^{j(\omega_1 + \omega_2 + \omega_3)t} \\
    + H_2(\omega_1, \omega_2 + \omega_3) G_1(\omega_1) G_2(\omega_2, \omega_3) e^{j(\omega_1 + \omega_2 + \omega_3)t} \\
    + H_2(\omega_2, \omega_1 + \omega_3) G_1(\omega_2) G_2(\omega_1, \omega_3) e^{j(\omega_1 + \omega_2 + \omega_3)t} \\
    + H_2(\omega_3, \omega_1 + \omega_2) G_1(\omega_3) G_2(\omega_1, \omega_2) e^{j(\omega_1 + \omega_2 + \omega_3)t} \\
    + H_3(\omega_1, \omega_2, \omega_3) G_1(\omega_1) G_1(\omega_2) G_1(\omega_3) e^{j(\omega_1 + \omega_2 + \omega_3)t}
\]  \hspace{1cm} (6.5.7)

The overall response \( y_0(t) \) can be reduced to the third order transfer function of
the laser model if we equate the coefficient of \( e^{j(\omega_1 + \omega_2 + \omega_3)t} \) to zeros and make use of
equations (6.5.1) and (6.5.5), yielding,

\[
    H_3(\omega_1, \omega_2, \omega_3) = \frac{-1}{G_1(\omega_1) G_1(\omega_2) G_1(\omega_3) G_1(\omega_1 + \omega_2) + \omega_3} \left\{ \begin{array}{c}
        G_3(\omega_1, \omega_2, \omega_3) \\
        - \frac{G_2(\omega_1, \omega_2 + \omega_3) G_2(\omega_2, \omega_3)}{G_1(\omega_2 + \omega_3)} - \frac{G_2(\omega_2, \omega_1 + \omega_3)}{G_1(\omega_1 + \omega_3)} \\
        - \frac{G_2(\omega_3, \omega_1 + \omega_2)}{G_1(\omega_1 + \omega_2)} \end{array} \right\}
\]  \hspace{1cm} (6.5.8)

Equations (6.5.1), (6.5.5), and (6.5.8) represent the laser frequency domain Volterra transfer functions.

6.5.2 Distortion evaluation

The response of the laser with and without the pre-distorter was calculated using the
general formulations of a typical Volterra series in [180]. For simplicity, take the input \( x(t) \)
to be a sum of $n$ sinusoidal signals and given as,

$$x(t) = e^{i\omega_1 t} + e^{i\omega_2 t} + \ldots + e^{i\omega_n t}$$  \hspace{1cm} (6.5.9)$$

$$= \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{i\omega t} X(\omega) d\omega$$  \hspace{1cm} (6.5.10)$$

in which $X(f)$ is the Fourier transform of $x(t)$. $f_1, \ldots, f_n$ are linearly independent. The resulting output from a $k^{th}$ order Volterra system in the frequency domain, subjected to an input $x(t)$, is given by,

$$Y(\omega) = \frac{1}{1!} Z_1(\omega_1) X(\omega_1) + \frac{1}{2!} \frac{1}{2\pi} \int_{-\infty}^{\infty} Z_2(\omega_2, \omega - \omega_2) X(\omega_2) X(\omega - \omega_2) d\omega_2$$

$$+ \frac{1}{3! (2\pi)^2} \int_{-\infty}^{\infty} d\omega_2 \int_{-\infty}^{\infty} d\omega_3 Z_3(\omega_2, \omega_3, \omega - \omega_2 - \omega_3) X(\omega_2) X(\omega_3) X(\omega - \omega_2 - \omega_3)$$

$$+ \ldots$$

$$+ \frac{1}{k! (2\pi)^{(k-1)}} \int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} Z_k(\omega_2, \omega_3, \ldots, \omega - \omega_2 - \omega_3 - \cdots - \omega_k) \times$$

$$X(\omega_2) X(\omega_3) \ldots X(\omega - \omega_2 - \omega_3 - \cdots - \omega_k) d\omega_2 \ldots d\omega_k$$  \hspace{1cm} (6.5.11)$$

in which $Z_n(\omega_1, \omega_2 - \omega_3 - \cdots - \omega_k)$ refer to the $k^{th}$-order Volterra transfer function.

**6.5.2.1 Distortion evaluation without using pre-distorter**

The distortion levels of the laser diode were determined in the frequency domain by applying an input signal current that consists of one carrier (for harmonic distortion) or the sum of two, three or more carriers (for intermodulation distortion) to the input of laser Volterra transfer functions given by (6.5.1), (6.5.5), and (6.5.8). The input signal current that consists of $m$ carriers is given by (6.5.12) in the time domain while its spectrum is
given by (6.5.13) in frequency domain.

\[
I(t) = \frac{1}{2} \sum_{i=1}^{m} \{a_i e^{j2\pi f_{i1}t} + a_i^* e^{-j2\pi f_{i1}t}\} \quad (6.5.12)
\]

\[
I(\omega) = \frac{1}{2 (2\pi)} \sum_{i=1}^{m} \{A_i(\omega - \omega_i) + A_i^*(-\omega - \omega_i)\} \quad (6.5.13)
\]

\[
= \frac{1}{2 (2\pi)} \sum_{i=-m}^{m} A_i(\omega - \omega_i) \quad (6.5.14)
\]

Equation (6.5.11) was applied to the laser Volterra model by replacing each \(Z(\omega)\) by its corresponding laser transfer function \(H(\omega)\). The input \(X(\omega)\) is equivalent to the input current \(I(\omega)\). For a unit impulse, the response of the laser model represented by (6.5.1), (6.5.5), and (6.5.8) can be determined as follows,

\[
Y(\omega) = \frac{1}{1!} H_1(\omega_1) \delta(\omega - \omega_1)
+ \frac{1}{2!} \frac{1}{2\pi} \int_{-\infty}^{\infty} H_2(\omega_2, \omega - \omega_2) \delta(\omega_2 - \omega_1) \delta(\omega - \omega_1 - \omega_2) d\omega_2
+ \frac{1}{3!(2\pi)^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} H_3(\omega_3, \omega_2, \omega - \omega_2 - \omega_3) \times \delta(\omega_3 - \omega_1) \delta(\omega_2 - \omega_1) \delta(\omega - \omega_1 - \omega_2 - \omega_3) d\omega_2 d\omega_3 \quad (6.5.15)
\]

Using equation (6.5.15), the laser response was derived as,

\[
Y(\omega) = \frac{1}{1!} H_1(\omega_1) \delta(\omega - \omega_1) + \frac{1}{2!} \frac{1}{2\pi} H_2(\omega_1, \omega_1) \delta(\omega - 2\omega_1)
+ \frac{1}{3!(2\pi)^2} H_3(\omega_1, \omega_1, \omega_1) \delta(\omega - 3\omega_1) \quad (6.5.16)
\]

Using (6.5.15), (6.5.16), and (6.5.13) the general frequency domain output of the laser model for \(N\) input carriers is given by,

\[
Y(\omega) = \sum_{n=1}^{N} \sum_{i=-m}^{m} \frac{1}{(2\pi)^{n-1}} \text{Re} \left\{ \frac{n!}{\tau_{-m}! \ldots \tau_{m}!} \left( \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} H_n(\omega_1, \ldots, \omega_n) \right) \times \prod_{k=1}^{N} A_i k(\omega_k) d\omega_k \exp \left( \sum_{k=1}^{n} \omega_k \right) \right\} \quad (6.5.17)
\]
Equation (6.5.17) represents the output spectrum of the laser (harmonic and intermodulation products) subjected to N input carriers. From (6.5.17) the harmonics and second and third order distortion levels can be predicted. Also, the complex envelope amplitude \( D(f_{i_1}, \ldots, f_{i_n}) \), of the output components can be derived as,

\[
D(f_{i_1}, \ldots, f_{i_n}) = \frac{1}{(2\pi)^{n-1}} \frac{n!}{r_{-m}! \ldots r_{m}!} 2^{-n+1} \prod_{k=1}^{n} A_{i_k} H_n(f_{i_1}, \ldots, f_{i_n})
\]  

(6.5.18)

in which \( i_1, \ldots, i_n = \pm 1, \pm 2, \ldots, \pm N \) and the input signal amplitude for each carrier is known by \( A_{i_k} \) or simply = \( A_i \) and it is related to the optical modulation depth (MD). Since, the MD is defined as the ratio of the peak of the modulated light power to the average (DC) light power, = \( A_i \) is given by,

\[
A_i = MD \frac{P_{dc}}{N} |H_1(f_i)|
\]

(6.5.19)

Using (6.5.16) to (6.5.19), and assuming the laser is modulated by three carriers, the harmonic and intermodulation distortion levels relative to the level of the first carrier can be derived. For example,

\[
2HD|_{2f_1} = 20 \log \left( \frac{MD^2 P_{dc}}{4} \frac{|H_2(f_1, f_1)|}{|H_1(f_1)|} \right)
\]  

(6.5.20)

\[
2IMD|_{(f_1+f_3)} = 20 \log \left( \frac{MD^2 P_{dc}}{2} \frac{|H_2(f_1, f_3)|}{|H_1(f_1)| |H_1(f_3)|} \right)
\]  

(6.5.21)

\[
3IMD|_{(2f_1-f_3)} = 20 \log \left( \frac{3 MD^2 P_{dc}^2}{8} \frac{|H_3(f_1, f_1, -f_3)|}{|H_1(f_1)| |H_1(f_1)| |H_1(f_3)|} \right)
\]  

(6.5.22)

\[
3IMD|_{(2f_2-f_1)} = 20 \log \left( \frac{3 MD^2 P_{dc}^2}{8} \frac{|H_3(-f_1, f_2, f_2)|}{|H_1(f_1)| |H_1(f_2)| |H_1(f_2)|} \right)
\]  

(6.5.23)

\[
3IMD|_{(f_1+f_2-f_3)} = 20 \log \left( \frac{3 MD^2 P_{dc}^2}{4} \frac{|H_3(f_1, f_2, -f_3)|}{|H_1(f_1)| |H_1(f_2)| |H_1(f_3)|} \right)
\]  

(6.5.24)

### 6.5.2.2 Distortion evaluation after pre-distorter

For the performance of the whole system, the pre-distorter and laser diode models are cascaded, and evaluated following the same theory as presented in Section 6.5.2.1. Recall
Figure 6.6 and equation (6.5.16), and for simplicity consider that the input signal $I(\omega)$ is a unit impulse. The output of the pre-distorter $Y(\omega)$ is then similar to that of equation (6.5.16) after replacing $H(\omega)$ by $G(\omega)$. $Y(\omega)$ is then the input to the laser Volterra model. Using equation (6.5.16), the output spectrum $Y_o(\omega)$ of the whole system was derived as,

\[
Y_o(\omega) = \left[ \frac{1}{11} H_1(\omega)Y(\omega) \right]_{\text{o/p of the 1st Volterra Operator (}Y_{o1}\text{)}} + \frac{1}{2!} \frac{1}{2\pi} \int_{-\infty}^{\infty} H_2(\omega_1, \omega - \omega_1)Y(\omega_1)Y(\omega - \omega_1)\,d\omega_1_{\text{o/p of the 2nd Volterra Operator (}Y_{o2}\text{)}} + \frac{1}{3! (2\pi)^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} H_3(\omega_2, \omega_1, \omega - \omega_1 - \omega_2) \times Y(\omega_2)Y(\omega_1)Y(\omega - \omega_1 - \omega_2)\,d\omega_1\,d\omega_2_{\text{o/p of the 3rd Volterra Operator (}Y_{o3}\text{)}} (6.5.25)
\]

Calculating the integrals in equation 6.5.25 and summing the outputs of the three Volterra orders leads to the overall system response. From equation 6.5.16, after replacing $H(\omega)$ by $G(\omega)$ in (6.5.25), the output of the 1st, 2nd, and 3rd order Volterra operators are calculated as follows,

- **Output of the 1st order Volterra operators:**

\[
Y_{o1}(f) = 1 \times \delta(f - f_o) + \frac{1}{2!} H_1(2f_o)G_2(f_o, f_o)\delta(f - 2f_o) + \frac{1}{3!} H_1(3f_o)G_3(f_o, f_o, f_o)\delta(f - 3f_o) (6.5.26)
\]

- **Output of the 2nd order Volterra operators:**
\[ Y_{o2}(f) = \frac{1}{2!} \left[ \int_{-\infty}^{\infty} H_0(f - f_1, f_o) \left\{ \frac{1}{1!} G_1(f_o) \delta(f - f_1 - f_o) \\ + \frac{1}{2!} G_2(f_o, f_o) \delta(f - f_1 - 2f_o) \\ + \frac{1}{3!} G_3(f_o, f_o, f_o) \delta(f - f_1 - 3f_o) \right\} df_1 \right] \]

\[ = \frac{1}{2!} \left\{ H_2(f_o, f_o) G_2^2(f_o) \delta(f - 2f_o) \\ + \frac{1}{2!} H_2(f_o, 2f_o) G_1(f_o) G_2(f_o, f_o) \delta(f - 3f_o) \\ + \frac{1}{3!} H_2(f_o, 3f_o) G_1(f_o) G_3(f_o, f_o, f_o) \delta(f - 4f_o) \\ + \frac{1}{2!} H_2(2f_o, f_o) G_2(f_o, f_o) G_1(f_o) \delta(f - 3f_o) \\ + \frac{1}{2!} H_2(2f_o, 2f_o) G_2^2(f_o, f_o) \delta(f - 4f_o) \\ + \frac{1}{2!} H_2(2f_o, 3f_o) G_2(f_o, f_o) G_3(f_o, f_o, f_o) \delta(f - 5f_o) \\ + \frac{1}{3!} H_2(3f_o, f_o) G_3(f_o, f_o, f_o) G_1(f_o) \delta(f - 4f_o) \\ + \frac{1}{2!} H_2(3f_o, 2f_o) G_2(f_o, f_o) G_3(f_o, f_o, f_o) \delta(f - 5f_o) \\ + \frac{1}{3!} H_2(3f_o, 3f_o) G_2^2(f_o, f_o, f_o) \delta(f - 6f_o) \right\} \]

(6.5.27)

The output of the 2nd order Volterra operators is given by (6.5.29), assuming terms higher than the third order will not contribute to the output, since the nonlinear terms were expanded up to the third order, and can be neglected.

\[ Y_{o2}(f) = \frac{1}{2!} H_2(f_o, f_o) G_2^2(f_o) \delta(f - 2f_o) \\ + \frac{1}{2!} H_2(f_o, 2f_o) G_1(f_o) G_2(f_o, f_o) \delta(f - 3f_o) \\ + \frac{1}{2!} H_2(2f_o, f_o) G_2(f_o, f_o) G_1(f_o) \delta(f - 3f_o) \]

(6.5.29)
Output of the 3rd order Volterra operators:

\[ Y_{o3}(f) = \frac{1}{3!} \left[ \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} H_3(f - f_1 - f_2, f_1, f_2) \left\{ \frac{1}{1!} G_1(f_0) \delta(f - f_1 - f_2 - f_0) \\
+ \frac{1}{2!} G_2(f_o, f_o) \delta(f - f_1 - f_2 - 2f_0) + \frac{1}{3!} G_3(f_o, f_o, f_o) \times \\
\delta(f - f_1 - f_2 - 3f_0) \right\} \left\{ \frac{1}{1!} G_1(f_0) \delta(f - f_2 - f_0) + \frac{1}{2!} G_2(f_o, f_o) \delta(f - 2f_0) \\
+ \frac{1}{3!} G_3(f_o, f_o, f_o) \delta(f - 3f_0) \right\} \right] df_1 df_2 \] (6.5.30)

\[ = \frac{1}{3!} \left\{ H_3(f_o, f_o, f_o) G_3^3(f_0) \delta(f - 3f_0) \\
+ \frac{1}{2!} H_3(f_o, f_o, 2f_o) G_2^2(f_0) G_2(f_o, f_o) \delta(f - 4f_o) \\
+ \frac{1}{3!} H_3(f_o, f_o, 3f_o) G_2^2(f_0) G_3(f_o, f_o, f_o) \delta(f - 5f_o) \\
+ \frac{1}{3!} H_3(3f_o, f_o, f_o) G_2^2(f_0) G_3(f_o, f_o, f_o) \delta(f - 6f_o) \\
+ \frac{1}{3!} H_3(3f_o, f_o, 2f_o) G_2^2(f_0) G_2(f_o, f_o) \delta(f - 7f_o) \\
+ \frac{1}{3!} H_3(3f_o, f_o, 3f_o) G_2^2(f_0) G_3(f_o, f_o, f_o) \delta(f - 8f_o) \\
+ \frac{1}{3!} H_3(3f_o, f_o, 3f_o) G_2^2(f_0) G_3(f_o, f_o, f_o) \delta(f - 9f_o) \right\} \] (6.5.31)

The output of the 3rd order Volterra operators is given by (6.5.32), assuming terms higher than the third order will not contribute to the output, since the nonlinear terms were expanded up to the third order,

\[ Y_{o3}(f) = \frac{1}{3!} H_3(f_o, f_o, f_o) G_3^3(f_0) \delta(f - 3f_0) \] (6.5.32)
Using equations (6.5.26), (6.5.29), and (6.5.32), the total output of the whole system is given by,

\[
Y_o(f) = 1 \times \delta(f - f_o) \\
+ \frac{1}{2!} \left[ H_1(2f_o)G_2(f_o, f_o) + H_2(f_o, f_o)G_1^2(f_o) \right] \delta(f - 2f_o) \\
+ \frac{1}{3!} \left[ H_1(3f_o)G_3(f_o, f_o, f_o) + H_2(f_o, 2f_o)G_1(f_o)G_2(f_o, f_o) \\
\quad + H_2(2f_o, f_o)G_2(f_o, f_o)G_1(f_o) \right] \delta(f - 3f_o) \\
+ H_3(f_o, f_o, f_o)G_3^2(f_o) \delta(f - 3f_o) 
\]  

(6.5.33)

The overall output of the system, assuming the input signal to the pre-distorter consists of \( N \) carriers, was derived by using equation (6.5.25) after replacing the unit impulse by the sum of the three carriers as given by (6.5.13) and (6.5.19). Examples of the harmonic and intermodulation distortion levels in dB (of the laser cascaded with the pre-distorter) relative to the level of the first carrier and assuming the input is the sum of three independent carriers of frequencies \( f_1, f_2, \) and \( f_3 \) are,

\[
2HD|_{2f_1}^{WPD} = 20 \log \left\{ \frac{1}{2} MD (I_b - I_{th}) P_{dc} \left| H_1(2f_1)G_2(f_1, f_1) + H_2(f_1, f_1)(G_1(f_1))^2 \right| \right\} 
\]  

(6.5.34)

\[
2IMD|_{(f_1+f_3)}^{WPD} = 20 \log \left\{ \frac{1}{2} MD (I_b - I_{th}) P_{dc} \left| H_1(f_1 + f_3)G_2(f_1, f_3) + H_2(f_1, -f_3)G_1(f_1)G_1(-f_3) \right| \right\} 
\]  

(6.5.35)

\[
3IMD|_{(2f_1-f_2)}^{WPD} = 20 \log \left\{ \frac{3}{4} MD^2 (I_b - I_{th})^2 P_{dc}^2 \left| H_1(f_1 + f_1 - f_2)G_3(f_1, f_1, -f_2) + H_2(f_1, (f_1 - f_2))G_1(f_1)G_2(f_1, (f_1 - f_2)) \right| \right\} 
\]  

(6.5.36)
\[ 3IMD_{(f_1+f_2-f_3)}^{WPD} = 20 \log \left\{ \frac{3}{4} MD^2 (I_b - I_{th})^2 P_{dc}^2 \left| H_1(f_1 + f_2 - f_3)G_3(f_1, f_2, -f_3) + H_2(f_1, (f_2 - f_3))G_1(f_1)G_2(f_1, (f_2 - f_3)) + H_3((f_1 + f_2), -f_3)G_2((f_1 + f_2), -f_3)G_1(f_1 - f_2) + H_3(f_1, f_2, -f_3)G_1(f_1)G_1(f_2)G_1(-f_3) \right| \right\} \] (6.5.37)

### 6.5.3 Pre-distorter Implementation and Testing

In the previous sections, we proposed and demonstrated a linearization scheme that in principle can compensate the laser distortion. The system illustrated in Figure 6.6 was implemented in software. In order to assess the distortion levels of a semiconductor laser, the system was tested by a series of single, two and three tones at different bias levels over a wide range of carrier frequencies. Distortion levels as predicted by the pre-distorter based on the MGF, compared with that predicted by the proposed pre-distorter based on the CGF, are presented. Moreover, the distortion levels of two different semiconductor lasers (1.3 µm InGaAsP-InP Ortel 1510B and Fujitsu FLD3F7CZ) are predicted using realistic parameters such as those shown in Table 6.1 for Ortel 1510B [181] and Fujitsu FLD3F7CZ.

Predicted distortion levels for Ortel and Fujitsu lasers at \( I_b = 1.67 \, I_{th} \), and modulation depth \( MD = 0.14 \) and the corresponding enhancements using the software implemented CGF-based and MGF-based pre-distorter are illustrated in Figures 6.7 - 6.14.

A single tone input was swept in frequency up to 10 GHz and used to test the ability of the proposed pre-distorter to reduce the second harmonic distortion of the laser. The simulation results of the predicted second harmonic distortion with and without using the pre-distorter for Ortel and Fujitsu lasers are presented in Figures 6.7 and 6.8. The simulations were repeated using CGF-based and MGF-based pre-distorter.

From Figure 6.7, the distortion levels and their enhancement ratios are over estimated using
Table 6.1: Parameters values for 1.3μm InGaAsP/InP semiconductor Ortel 1510B and Fujitsu FLD3F7CZ laser diodes

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol, Unit</th>
<th>Fujitsu FLD3F7CZ</th>
<th>Ortel 1510B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operating wave length</td>
<td>λ, μm</td>
<td>1.3</td>
<td>1.3</td>
</tr>
<tr>
<td>Active region volume</td>
<td>V_c, μm³</td>
<td>25 x 10^{-18}</td>
<td>8 x 10^{-17}</td>
</tr>
<tr>
<td>Transparency carrier density</td>
<td>C_{tro}, m^{-3}</td>
<td>1 x 10^{24}</td>
<td>1 x 10^{24}</td>
</tr>
<tr>
<td>Mode confinement factor</td>
<td>Γ</td>
<td>0.165</td>
<td>0.35</td>
</tr>
<tr>
<td>Gain coefficient</td>
<td>g, m²</td>
<td>3.83 x 10^{-12}</td>
<td>3.3 x 10^{-12}</td>
</tr>
<tr>
<td>Spontaneous emission factor</td>
<td>β_sp</td>
<td>5 x 10^{-5}</td>
<td>10^{-3}</td>
</tr>
<tr>
<td>Photon life time</td>
<td>τ_{ph}, s</td>
<td>1 x 10^{-12}</td>
<td>1 x 10^{-9}</td>
</tr>
<tr>
<td>Electrons life time</td>
<td>τ_e, s</td>
<td>1 x 10^{-12}</td>
<td>1.6 x 10^{-9}</td>
</tr>
<tr>
<td>Gain compression</td>
<td>ε, m^{-3}</td>
<td>2.3 x 10^{-24}</td>
<td>3.2 x 10^{-23}</td>
</tr>
</tbody>
</table>

Figure 6.7: Simulation results for second harmonic distortion relative to carrier for Ortel 1510B laser, with and without using the proposed pre-distorter based on CGF and MGF at J_b = 1.67 J_{th} and MD=0.14.

CGF-based models while the MGF-based models give more accurate results compared with the measurement results. A significant difference can be observed from Figures 6.7 and 6.8 between the wide band reduction ability of the models using Ortel laser parameters [181]
Figure 6.8: Simulation results for second harmonic distortion relative to carrier for Fujitsu FLD3F7CZ and Ortel 1510B lasers, with and without using the proposed predistorter at $I_b = 1.67 I_{th}$ and $MD=0.14$ [14].

and using Fujitsu laser extracted parameters presented in Appendix G [45]. We have found that changes in the device parameters can significantly change the observed difference in the reduction characteristics and bandwidth. Also, we investigated the reason for this difference and found that it is mainly due to inconsistencies between some of the extracted parameters for the Ortel laser such as the gain coefficient, gain saturation and cavity volume. An improved extraction routine presented in in Appendix G [45] gave reasonable results. Simulation results shown in Figures 6.7 and 6.8 indicate that an average second harmonic distortion reduction of 40 dB over a bandwidth of approximately 6 GHz for the Ortel laser and 55dB over a bandwidth of approximately 10 GHz for the Fujitsu laser is possible.

Figures 6.9 and 6.10 illustrate the simulation results of the second order intermodulation distortion of type $f_1 + f_2$ and the corresponding enhancements for Ortel and Fujitsu lasers at $I_b = 1.67 I_{th}$, and $MD = 0.14$ by varying the central frequency $f_c$ of two tones $f_1$ and
$f_2$ separated by $\Delta f = 10$ MHz, $f_1 = f_c - \Delta f$ and $f_2 = f_c + \Delta f$.

Figure 6.9: Simulated second order intermodulation distortion (2IMD) for Ortel 1510B laser, with and without using the proposed pre-distorter based on CGF and MGF at $I_b = 1.67 I_{th}$, MD=0.14, $\Delta f = 10$ MHz [9].

Figure 6.9 illustrates the simulation results using CGF-based and MGF-based models. As can be seen from Figure 6.10, the second order intermodulation distortion is reduced by an average of 40 dB for the Ortel laser and of 45 dB for the Fujitsu laser over a 10 GHz frequency range.

Simulation results for the third order intermodulation distortion of type $2f_1 - f_2$ and its corresponding enhancement for the Ortel and Fujitsu lasers at $I_b = 1.67 I_{th}$ obtained by sweeping the center frequency $f_c$ of two tones $f_1$ and $f_2$ separated by $\Delta f = 10$ MHz are shown in Figures 6.11 and 6.12.

From Figure 6.11, simulations using CGF-based and MGF-based models give approximately equal third order intermodulation distortion results for the Ortel laser in the frequency range up to 4 GHz. From Figure 6.12, the results of the third order intermodulation distortion reduction for the Ortel laser show a dip at frequencies near the relaxation oscil-
Figure 6.10: Simulation results for second order intermodulation distortion (2IMD) relative to carrier for Fujitsu FLD3F7CZ and Ortel 1510B lasers, with and without using the proposed pre-distorter at $I_b = 1.67 I_{th}$, MD=0.14, $\Delta f = 10$ MHz [14].

Figure 6.11: Simulation results for lower ($2f_1 - f_2$) third order intermodulation distortion for Ortel 1510B laser, with and without using the proposed pre-distorter at $I_b = 1.67 I_{th}$, MD=0.14, $\Delta f = 10$ MHz.
Figure 6.12: Simulation results for lower \((2f_1 - f_2)\) third order intermodulation distortion relative to carrier for Fujitsu FLD3F7CZ and Ortel 1510B lasers, with and without using the proposed pre-distorter at \(I_b = 1.67 I_{th}\), MD 0.14, \(\Delta f = 10\) MHz [14].

The observed dip did not appear for higher bias levels. Differences in the sensitivities to the extracted and measured laser parameters between the forward and the inverse model cause the dip to appear. Results shown in Figure 6.12 indicate that the two-tone third order intermodulation distortion at \(2f_1 - f_2\) improved by an average of 70 dB versus 95 dB for the Ortel and Fujitsu lasers respectively over a 10 GHz frequency range (ideal improvement in software).

Simulation results of the third order intermodulation distortion of type \(f_1 + f_2 - f_3\) and its corresponding enhancements obtained by varying the center frequency \(f_c\) of three-tones \(f_1, f_2,\) and \(f_3\) separated by \(\Delta f = 10\) MHz, \(f_2 = f_c, f_1 = f_c - \Delta f\) and \(f_3 = f_c + \Delta f\) for the Ortel and Fujitsu lasers at the same operating conditions is shown in Figures 6.13 and 6.14. Simulation results presented in Figure 6.14 show that the three-tone third-order intermod-
ulation distortion at $f_1 + f_2 - f_3$ improved by an average of 75 dB versus 100 dB for the Ortel and Fujitsu lasers respectively over a 10 GHz frequency range.
Figure 6.13: Simulation results for three tones third order intermodulation distortion relative to carrier for Ortel 1510B laser, with and without using the proposed pre-distorter at \( I_0 = 1.67 \ I_{th} \), MD=0.14, \( \Delta f = 10 \) MHz [9].

Figure 6.14: Simulation results for three tones third order intermodulation distortion relative to carrier for Fujitsu FLD3F7CZ and Ortel 1510B lasers, with and without using the proposed pre-distorter at \( I_0 = 1.67 \ I_{th} \), MD=0.14, \( \Delta f = 10 \) MHz [14].
Performance evaluation and capability tests of the proposed pre-distorter were extended by performing simulations under different bias levels and several changes of the laser parameters. Intermodulation distortion simulation results with and without using the MGF-based pre-distorter were acquired at bias levels $I_b = 1.25, 1.75, \text{ and } 2.5I_{th}$ and constant modulation index, 0.14, for the Ortel laser are illustrated in Figures 6.15 - 6.18 while the results at two bias levels $I_b = 1.75, \text{ and } 2.5I_{th}$ for the Fujitsu laser are shown in Figures 6.19 - 6.22. As shown in Figure 6.17, the frequency of the null in the third order intermodulation curve increases with bias current. Based on the simulation results presented in Figs. 6.17 and 6.21 the pre-distorter improvement ability is affected by the change of the bias current; this is because of the indirect relation between the coefficients of each order and the laser operating conditions. Therefore, a suitable compromise between the bias current and the reduction level for each application is recommended. The best performance observed was for bias levels in the range of 2 to 3 times the threshold level.

The simulation results are sensitive to the choice of the laser parameters and bias current. Third order distortion levels due to three-tone intermodulation products at $f_1 + f_2 - f_3$ are higher than those produced by the two-tone intermodulation products by about 6 dBc. The pre-distorter designed using the more accurate model proposed in Chapter 3 improves the distortion levels, particularly the higher order distortion levels, more than the conventional gain based pre-distorter. The presented results show that the proposed pre-distorter can significantly improve the dynamic performance of analog optical communication for cellular, CATV, and satellite systems.
Figure 6.15: Simulation results for second harmonic distortion relative to carrier for Ortel 1510B laser, with and without using the proposed pre-distorter at bias levels $I_b = 1.25$, 1.75, and 2.5 $I_{th}$ and MD=0.14.

Figure 6.16: Simulation results for second order intermodulation distortion (2IMD) relative to carrier for Ortel 1510B laser, with and without using the proposed pre-distorter at bias levels $I_b = 1.25$, 1.75, and 2.5 $I_{th}$, MD=0.14 and $\Delta f = 10$ MHz.
Figure 6.17: Simulation results for lower $(2f_1 - f_2)$ third order intermodulation distortion for Ortel 1510B laser, without and with using the proposed pre-distorter at bias levels $I_b = 1.25, 1.75, \text{ and } 2.5 I_{th}$, MD=0.14 and $\Delta f = 10$ MHz [14].

Figure 6.18: Simulation results for three tones third order intermodulation distortion relative to carrier for Ortel 1510B lasers, with and without using the proposed pre-distorter at bias levels $I_b = 1.25, 1.75, \text{ and } 2.5 I_{th}$, MD=0.14 and $\Delta f = 10$ MHz.
Figure 6.19: Simulation results for second harmonic distortion relative to carrier for Fujitsu FLD3F7CZ laser, with and without using the proposed pre-distorter at bias levels $I_b = 1.75$ and $2.5 I_{th}$ and MD=0.14.

Figure 6.20: Simulation results for second order intermodulation distortion (2MD) relative to carrier for Fujitsu FLD3F7CZ laser, with and without using the proposed pre-distorter at bias levels $I_b = 1.75$ and $2.5 I_{th}$, MD=0.14 and $\Delta f = 10$ MHz.
Figure 6.21: Simulation results for lower \((2f_1 - f_2)\) third order intermodulation distortion for Fujitsu FLD3F7CZ laser, with and without using the proposed pre-distorter at bias levels \(I_b = 1.75\) and \(2.5 I_{th}\), MD=0.14 and \(\Delta f = 10\) MHz [14].

Figure 6.22: Simulation results for three tones third order intermodulation distortion relative to carrier for Fujitsu FLD3F7CZ lasers, with and without using the proposed pre-distorter at bias levels \(I_b = 1.75\) and \(2.5 I_{th}\), MD=0.14 and \(\Delta f = 10\) MHz.
Chapter 7

Conclusions and Recommendations for Future Research

The semiconductor laser models based on the conventional laser rate equations were modified by incorporating a modified gain formula that includes the nonlinear functional dependence of the gain on the complex refractive index, spectral hole burning, and gain saturation. A new normalization technique was proposed, leading to an enhanced normalized laser model that enabled the implementation of a laser model using CAD tools. The modified normalized semiconductor laser model was implemented using three-port Symbolically Defined Devices (SDD) in the Agilent Advanced Design System (ADS). Accurate determination of the laser modulation response at medium to high laser bias currents was achieved using the modified laser model.

The temperature dependence of the modified gain formulation, transparent carrier density, threshold current and carrier recombination time were analytically derived. The modified normalized laser model was enhanced by including the temperature effects as described in Chapter 3. The three-port SDD model was enhanced by adding the thermal effects. Simulations of the enhanced laser model indicate that the laser threshold is an increasing function of temperature while the carrier and photon density are strong decreasing functions of temperature. Small and large signal simulations showed that modulation bandwidth and relaxation oscillation frequency are also strongly decreasing functions of temperature.

The leakage current and its effects on the laser diode performance were analytically mod-
elled based on the diffusion theory of barrier injection. Simulation results showed that beyond a critical temperature the laser output power drops to zero. The effect of the leakage current on the carrier density is noticeable at high temperatures.

Theoretical investigation and modeling of the quantum noise in semiconductor lasers using the theory of density matrix in quantum electronics was presented. A novel self-consistent technique for relating and generating correlated photons, carrier, and phase noise sources was presented. The normalized laser model mentioned above, including the leakage current effect, was modified by adding the phase rate equation and the effects of the noise sources, leading to the normalized modified noise driven laser model. The three-port SDD laser model was enhanced by adding the noise effect and an extra port for implementing the phase rate equation. Simulation results after adding the noise operators showed the fluctuation of the photon density, carrier density, optical power and phase around their steady state values during and after the transient period for various operating conditions. Noise effects were analyzed through the study of RIN, FNS, and line width $\Delta f$. The RIN and the FNS were demonstrated and it was found that they have the same qualitative behavior for the simulation conditions and laser parameters considered. The proposed model was used to predict the laser nonlinearity and distortion levels in the frequency domain using harmonic balance simulations.

The intrinsic laser diode parameters were extracted using a proposed extraction algorithm that is based on the DC and frequency response measurement data, and the wavelength and material composition of the laser under test.

The proposed model was validated by comparing the DC, modulation response, distortion and noise of a directly modulated semiconductor laser simulation and measurement results. The comparison between the simulation with measured results confirmed that the predicted performance using the proposed model is in good agreement with the experimental results. Different laser diode linearization techniques were reviewed. A pre-distorter model was
developed based on the inverse of the modified semiconductor laser model using Volterra series technique. Frequency and time domain Volterra pre-distorter models were derived and presented. The pre-distorter was implemented in software.

The pre-distorter was tested using a series of single, two and three tones at different bias levels over a wide range of carrier frequencies and different bias currents to assess the distortion levels of the semiconductor laser. The broadband performance of the pre-distorter was tested by simulating the distortion levels of two different semiconductor lasers (1.3 \( \mu m \) InGaAsP-InP Ortel 1510B and Fujitsu FLD3F7CZ) with and without using the pre-distorter. The performance of the pre-distorter using conventional versus modified gain formulas in both the laser and pre-distorter models was discussed.

Simulation results show that the pre-distorter designed using the more accurate model proposed in Chapter 3 performs better than the conventional gain-based pre-distorter. The pre-distorter model is more sensitive to the extracted and measured laser parameters than the forward model. Simulation results show second harmonic distortion improvements for the Ortel laser averaging 40 dB in the frequency range up to 6 GHz, and 55 dB over a 10 GHz frequency range. An average 40 dB reduction of the second order intermodulation distortion was achieved. It was also shown that the third order distortion is dominated by the three-tone intermodulation distortion products at \( f_1 + f_2 - f_3 \), and it improved by an average of 75 dB for the Ortel laser and 100 dB for the Fujitsu laser over a 10 GHz frequency range.

For future improvements of this work, expansion of the model is suggested by including the matching circuit and package model of the laser package and mount as well as the effect of reflected waves from the laser mirrors and the fiber pigtail. Additional coupled rate equations or cascaded models to account for Gain-Coupled (GC) or Index-Coupled (IC) lasers should also be considered.

The recommended extensions of the pre-distorter work includes implementing the pre-
distorter using FPGA initially to be followed by high frequency and broadband circuit design of the pre-distorter and its fabrication, perhaps in the form of a single-chip. The software implementation of the pre-distorter can be extended by including an adaptive algorithm that is able to predict the variations of the output power due to variations other than those treated by the pre-distorter.
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Appendix A

Semiconductor Laser Gain

The propagation of the optical field inside an active medium is described by the wave equation. Starting from Maxwell's equations the wave equation is given by,

$$\nabla \times \nabla \times \mathbf{E} = -\mu_0 \frac{\partial}{\partial t}(\nabla \times \mathbf{H})$$  \hspace{1cm} (A.0.1)

in which $\mathbf{E}$ and $\mathbf{H}$ are the electric and magnetic field vectors and $\mu_0$ is the vacuum permeability. Neglecting the free charges effect and recall Maxwell's equations in a non-magnetic dielectric medium and the vector identity relation the wave equation can be given by,

$$\nabla^2 \mathbf{E} - \frac{\sigma}{\varepsilon_0 c^2} \frac{\partial \mathbf{E}}{\partial t} - \frac{1}{c^2} \frac{\partial^2 \mathbf{E}}{\partial t^2} = \frac{1}{\varepsilon_0 c^2} \frac{\partial^2 \mathbf{P}}{\partial t^2}$$  \hspace{1cm} (A.0.2)

in which $\varepsilon_0$ is the vacuum permittivity, $c$ is the velocity of light in free space $c = 1/\sqrt{\mu_0 \varepsilon_0}$, $\sigma$ is the conductivity of the medium and $\mathbf{P}$ is the electric polarization. For an optical field with harmonic time variations, the wave equation is given by,

$$\nabla^2 \mathbf{E} + k_o^2 \left[1 - \frac{i \sigma}{\varepsilon_0 \omega_o}\right] \mathbf{E} = -\left(\frac{k_o^2}{\varepsilon_0}\right) P$$  \hspace{1cm} (A.0.3)

in which $k_o = \omega_o/c = 2 \pi/\lambda_o$ is the vacuum wave number, and $P$ is related to $\mathbf{E}$ through the medium susceptibility $\chi(\omega)$ by, $P = \varepsilon_0 \chi(\omega_o) \mathbf{E}$. $\chi(\omega)$ is the susceptibility second-rank tensor that provides the refractive index and gain changes. It is given by [83],

$$\chi(\omega) = -\int_{\lambda_o}^{\infty} \frac{(1 + N^2) f(N)}{(N - i)(1 + N^2 + i)} \, dN$$  \hspace{1cm} (A.0.4)

in which, $A = (\omega_o - \omega) \tau_m$, $\omega_o$ is the band gap frequency, $\omega_o$ is the optical angular frequency and $\tau_m$ is the intraband relaxation time (dipole relaxation time). $N = (\omega - \omega_o)/\tau_m$ is the normalized detuning parameter, $\omega_t$ is the transition frequency, $I$ is the normalized intensity, and $f(N)$ is given by,

$$f(N) = \Gamma d_m^2 D(\bar{a}_{11} - \bar{a}_{22})/(\varepsilon_0 \hbar)$$  \hspace{1cm} (A.0.5)
in which, $d_m$ is the dipole moment, $D$ is the joint density of states. $\Gamma$ appeared in this
equation because $\tilde{a}_{11} - \tilde{a}_{22} = 0$ outside the active region. For an isotropic medium $\chi(\omega)$
is scalar and can be represented by linear and nonlinear parts, $\chi(\omega_o) = \chi_l(\omega_o) + \chi_{nl}(\omega_o)$, 
$\chi_l(\omega_o)$ is the medium susceptibility in the absence of external pumping,

$$\chi_l(\omega_o) = -\int_A^\infty \frac{f(N)}{N - i} dN \tag{A.0.6}$$

$\chi_{nl}(\omega_o)$ depends on the concentration of charge carriers in the active region which is function
of the strength of pumping as given by [83],

$$\chi_{nl}(\omega_o) = I \times \int_A^\infty \frac{f(N)}{(N - i)(1 + N^2 + I)} dN \tag{A.0.7}$$

From equation (A.0.7), $\chi_{nl}(\omega_o)$ is a complex function of frequency and can be described
through its stable poles leading to the time domain transient response [46]. $\chi_{nl}(\omega_o)$ can
be evaluated using Cauchy’s integral theorem. This can be done by taking an appropriate contour where there are no poles inside the contour, and assuming that the value of the
integral comes essentially from the region where $f(N) < 1$, while the contribution from the
large contour goes to zero as its radius goes to infinity. Assuming $f(N)$ varies slowly in
the first region the lower limit of the integration can be replaced by $(-\infty)$ and $f(N)$ can be
approximated by,

$$f(N) \simeq f(0) + N df(N)/dN|_{N=0} \tag{A.0.8}$$

Closing the contour in the upper half plane gives a single pole at $N = -i\sqrt{1 + I}$ at which
$\chi_{nl}(\omega)$ is given by,

$$\chi_{nl}(\omega_o) \simeq \frac{i\pi f(0)}{\sqrt{1 + I}} \times \frac{1 - ix\sqrt{1 + I}}{1 + \sqrt{1 + I}} \tag{A.0.9}$$
in which $x = f'/f(0) < 1$, and is equal to zero if the lasing occurs at the gain peak [82], $I$
is given by,

$$I = |E_o|^2 / I_s = P / P_s = P_{out} / P_s \tag{A.0.10}$$
in which $|E_o|^2$ is the intracavity mode intensity, $P$ is the intracavity photon number, $I_s$ is
the saturation intensity, $P_s$ is the saturation photon number, $P_{out}$ is the output power, and
$P_s$ is the saturation output power. The saturation intensity $I_s$ is related to the saturation photon number by [117],

$$P_s = \varepsilon_o n_0 V_c I_s / h\omega_o \Gamma \tag{A.0.11}$$
in which $\tilde{n}$ and $n_g$ are the effective mode refractive index and group refractive index respectively, $V_c$ is the volume of the active region, $\hbar = h/2\pi$. $I_s$ is also a function of the intraband relaxation times [117,182], as given by,

$$I_s = \frac{\hbar^2}{d_m^2 [U(\tau)]^2 \tau_m (\tau_e + \tau_v)} \quad (A.0.12)$$

in which, $\tau_e$ and $\tau_v$ are the intraband relaxation times for electrons and holes respectively. Simplifying (A.0.12) by assuming $[U(\tau)]^2 \approx 1$ in steady state leads to,

$$I_s = \frac{\hbar^2}{d_m^2 \tau_m (\tau_e + \tau_v)} \quad (A.0.13)$$

### A.1 Index of refraction and absorption coefficient

The time independent wave equation can be derived from (A.0.3) and given by,

$$\nabla^2 E + \varepsilon k_o^2 E = 0 \quad (A.1.1)$$

in which $\varepsilon = \varepsilon_r + i\varepsilon_{im}$ is the complex dielectric constant, $\varepsilon_r = \varepsilon_b + Re(\chi_m)$ and $\varepsilon_{im} = Im(\chi_l + \chi_m) + \sigma/\varepsilon_o \omega_o$, and $\varepsilon_b = 1 + Re(\chi_l(\omega))$ is the background dielectric constant of the un-pumped material [6]. The relation between both the index of refraction $n$ and absorption coefficient $\alpha$ and the complex dielectric constant can be found by solving the wave equation (A.1.1) for a plane wave propagating in the positive $Z$ direction, leading to,

$$E = \hat{p} E_o U(z) = \hat{p} E_o e^{i\alpha x} \quad (A.1.2)$$

in which $\alpha$ is the complex propagation constant. It can be evaluated using (A.1.2) and (A.1.1) and given as,

$$\alpha = k_o \sqrt{\varepsilon} = k_o \tilde{n} \quad (A.1.3)$$

in which $\tilde{n}$ is the complex index of refraction and given by,

$$\tilde{n} = n + i(\alpha/2k_o) \quad (A.1.4)$$

$\alpha$ and $n$ can be be determined by equating the complex dielectric constant with the sum of (A.1.3) and (A.1.4) as given by

$$\varepsilon_r + i\varepsilon_{im} = n^2 + i \left( \frac{\alpha n}{2k_o} \right) - \frac{\alpha^2}{4k_o^2} \quad (A.1.5)$$
\[ \varepsilon_r = \frac{4k_o^2n^2 - \alpha^2}{4k_o^2} \quad \text{and} \quad \varepsilon_{im} = \frac{\alpha n}{k_o} \]  

(A.1.6)

Practically \( \alpha \ll n k_o \), this means \( \alpha^2 \) can be neglected compared to \( n^2 k_o^2 \) leading to,

\[ n = \sqrt{\varepsilon_r} = \sqrt{\varepsilon_b + \text{Re}(\chi_{nl})} \]  

(A.1.7)

\[ \alpha = \frac{k_o \varepsilon_{im}}{n} = \frac{k_o}{n} \left\{ \text{Im}(\chi_t + \chi_{nl}) + \frac{\sigma}{\varepsilon_\omega \omega_o} \right\} \]  

(A.1.8)

in which \( \chi_t(\omega_o) \) and \( \chi_{nl}(\omega_o) \) are given by (A.0.6) and (A.0.9) respectively.

### A.2 Effect of refractive index variation on the Gain

Both refractive index \( n \) and the absorption coefficient \( \alpha \) are affected by the external pumping of the semiconductor material as it is shown in equations (A.1.7) and (A.1.8). High density of charge carriers inside the active region and the shrinking of the band-gap at higher temperatures due to higher pumping levels are the main reasons for the index change \( \Delta n \). Simplifying (A.1.7) leads to,

\[ n = n_b + \Delta n_{bc} \]  

(A.2.1)

Where \( n_b \) is the background refractive index of the pumped material, and \( \Delta n_b \) is the amount of change in the background refractive index in the presence of charge carriers. Equating (A.2.1) and (A.1.7) yields,

\[ \varepsilon_b + \text{Re}(\chi_{nl}) = n_b^2 + (2n_b + \Delta n_{bc}) \Delta n_{bc} \]  

(A.2.2)

Assuming \( \Delta n_b \) can be neglected compared to \( n_b \) gives \( n_b = \sqrt{\varepsilon_b} \) and \( \Delta n_{bc} \approx \text{Re}(\chi_{nl})/2n_b \).

The net gain \( g \) can be evaluated from (A.1.8) and given by,

\[ g = -(k_o/n_b) \text{Im}(\chi_t + \chi_{nl}) \]  

(A.2.3)

Neglect the effect of the spontaneous emission, (A.2.3) gives the net gain as,

\[ \alpha = -\Gamma g + \alpha_{int}, \quad \alpha_{int} = \frac{k_o \sigma}{n \varepsilon_\omega \omega_o} \]  

(A.2.4)
A.3 Threshold condition

Consider a semiconductor laser of length L and facet reflectivities R1 and R2, the optical field propagates along the cavity length is described by (A.1.2). Its solution in steady state leads to,

\[ \sqrt{R_1 R_2} e^{2 \alpha L} = 1 \]  
(A.3.1)

Substituting from (A.1.3) and (A.1.4) into (A.3.1) yield,

\[ \sqrt{R_1 R_2} e^{2 \eta_k (n+i \eta_{c0}) L} = 1 \]  
(A.3.2)

The solution of (A.3.2) is given by,

\[ \sqrt{R_1 R_2} e^{-\alpha L} = 1 \quad \text{and} \quad \sin(2 \eta_{c0} L) = 0 \]  
(A.3.3)

The mirror loss \( \alpha_m = -\alpha \) representing the amount of escaping radiation from the FP cavity due to the finite facet reflectivity (absorption loss) can be derived from (A.3.3) and given as,

\[ \alpha_m |_{th} = \frac{1}{2L} \ln \left( \frac{1}{R_1 R_2} \right) \]  
(A.3.4)

The threshold gain \( g_{th} \) can be derived from (A.2.4) and (A.3.4) and given as,

\[ g_{th} = (\alpha_m + \alpha_{nl})/\Gamma \]  
(A.3.5)

A.4 Index nonlinearity effect on the laser gain

Recall equations (A.2.1), (A.2.3) and (A.1.7), also assume a linear variation of both the gain and index of refraction with the carrier density \( g(C) = \gamma (C - C_{tr}) \), \( \Delta n_{bc} = RC \), \( g_c = \partial g(C)/\partial C \) and \( R = \partial n/\partial C \) [114] leads to,

\[ Im(\chi_{nl}) \approx -\frac{n_n \gamma}{k_0} (C - C_{tr}) - Im(\chi_l) \]  
(A.4.1a)

\[ Re(\chi_{nl}) \approx 2n_n \Delta n_{bc} = 2n_n RC \]  
(A.4.1b)

The linear and nonlinear parts of \( \chi(\omega) \) if (A.4.1a) and (A.4.1b) are used are given by,

\[ \chi = \chi_l + \chi_{nl} = \{ Re(\chi_l) + i Im(\chi_l) \} + \{ Re(\chi_{nl}) + i Im(\chi_{nl}) \} \]  
(A.4.2a)

\[ = Re(\chi_l) + 2n_n \{ RC - i n_n \gamma C/k_0 \} \]  
(A.4.2b)

Further simplifications can be done by assuming that \( \Delta n_{bc} \) and \( g(C) \) can be decomposed into linear parts, \( \Delta n_{bc,l} \), \( g_l(C) \), and nonlinear parts, \( \Delta n_{bc,nl} \) and \( g_{nl}(C) \) leading to,

\[ \chi = 2n_n (\Delta n_{bc} - ig(C)/2k_0) \]  
(A.4.3)
A.4.1 Linear change of refractive index and gain

Using equation (A.0.6) and decomposing it into linear and nonlinear parts, and then equating the results with the linear and nonlinear parts of equation (A.4.3) yields,

\[ \chi_l(\omega_o) = -\int_\Lambda^\infty \frac{N f(N)}{N^2 + 1} dN - i \int_\Lambda^\infty \frac{f(N)}{N^2 + 1} dN = 2n_b \Delta n_{bc} - i2n_b g(C)/2k_o \]  

(A.4.4)

Evaluation the integrals shown in (A.4.4) leads to \( g_L(C) \) and \( \Delta n_{bc} \) as follows,

\[ g_L = \frac{k_o}{n_b} \int_\Lambda^\infty \frac{f(N)}{N^2 + 1} dN \approx \frac{\pi k_o}{n_b} f(0) \approx \gamma(C - C_{tr}) \]  

(A.4.5)

\[ \Delta n_{bc} = \frac{1}{2n_b} \int_\Lambda^\infty \frac{N f(N)}{N^2 + 1} dN \approx -\frac{\beta k_o g_L}{2k_o} \]  

(A.4.6)

in which \( \beta \) is line width enhancement factor and \( \beta = Re(\chi_{nl})/Im(\chi_{nl}) \approx -2k_o \Re/\gamma \), which is also given as \(-2k_o \partial n/\partial C/(\partial g(C)/\partial C)\).

A.4.2 Nonlinear change of refractive index and gain

The nonlinear gain and index of refraction parts can be evaluated by equating the nonlinear part of (A.4.3) with (A.0.9) and substituting from (A.4.5) and (A.4.6) as,

\[ g_{nL} \approx -\frac{g_L I}{\sqrt{1 + I} (1 + \sqrt{1 + I})} \]  

(A.4.7)

\[ \Delta n_{bcnl} \approx -\frac{\Delta n_{bc} x}{\beta} \frac{I}{(1 + \sqrt{1 + I})} \]  

(A.4.8)

From (A.4.7), the frequency dependence of \( g_{nL} \) is identical to that of \( g_L \). This means that the gain is reduced homogenously by the same amount over the spectral profile.

A.5 Total gain function

The total gain function is the result of the direct summation of (A.4.5) and (A.4.7) as given by,

\[ g = g_L + g_{nL} = g_L - \frac{g_L I}{\sqrt{1 + I} (1 + \sqrt{1 + I})} \]

Multiplying both sides of equation (A.5.1) by \( v_g \) and using (A.0.10), the total gain function is given as,

\[ G(C, P) = \frac{v_g g_L}{\sqrt{1 + I}} = \frac{v_g \gamma(C - C_{tr})}{\sqrt{1 + \frac{\theta_{th\beta}}{c_o n_b v_g k_o}}} P \]  

(A.5.1)
Appendix B

Transparent Carrier Density Temperature Dependance

To calculate the carrier density we assume that the Bernard-Durafourg condition is valid ($E_g \leq hf \leq \Delta E_F$, $E_{FC}$ and $E_{FV}$ are the quasi-fermi energies of the conduction and valence bands and $E_g$ is the energy gap) and that the bands are parabolic as shown in Figure B.1. For simplicity, under charge neutrality condition, we assume that the electron ensemble has a quasi-Fermi distribution with temperature $T$ equal to the lattice temperature. At thermal equilibrium, the occupied number of states of energy $E_\kappa$ at absolute temperature $T$ is give as [15],

\[
J_{FD}(\kappa) = \left( e^{\frac{E_\kappa - E_F}{k_B T}} + 1 \right)^{-1}
\]  

in which $\kappa$ is the electron state number, $K_B$ is the Boltman’s constant. The density of carriers can be defined as the summation of electrons over all states divided by the volume of the active region and is given by,

\[
C_{tr} = \frac{2}{V_e} \sum_k J_{FD}(\kappa) = \frac{2}{V_e} \sum_\kappa \left( e^{\frac{E_\kappa - E_F}{k_B T}} + 1 \right)^{-1}
\]  

Figure B.1: Energy band diagram showing the band for net stimulated emission [15].
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The factor of 2 in (B.0.2) is to account for the carrier spin degeneracy. Replacing the summation appeared in (B.0.2) by an integration over a spherical coordinates in $\kappa$-space yield,

$$C_{tr} = \frac{2}{(2\pi)^3} \int d^3\kappa \left( e^{\frac{E_{ck} - E_F}{k_B T}} + 1 \right)^{-1}$$  \hspace{1cm} (B.0.3)

where $E_{ck}$ is the energy of the state $\kappa$ within the conduction band $C$. Assuming the conduction band is spherical parabolic with effective mass $m^*_c$ and energy $E_{ck} = E_C + \hbar \kappa^2/2m^*_c$ and the ensemble of carriers is far from degeneracy ($\exp(E_{ck} - E_F/k_B T) \gg 1$) to be able to apply Boltzmann's distribution for the energy states leads to,

$$C_{tr} = \frac{2}{(2\pi)^3} \int d^3\kappa \exp\left(\left(E_F - E_C - \frac{\hbar \kappa^2}{2m^*_c}\right)/k_B T\right)$$  \hspace{1cm} (B.0.4)

in which $E_C$ is the conduction band energy, $m^*_c$ is the electron effective mass in the conduction band. Changing the integration variable in equation (B.0.4) from $\kappa$ to $v = (\hbar \kappa^2/2m^*_c)$ and simplifying the result gives,

$$C_{tr} = \frac{1}{(2\pi)^2} \left(\frac{2m^*_c k_B T}{\hbar^2}\right)^{3/2} e^{\frac{E_F - E_C}{k_B T}} \int_0^\infty v^{3/2} e^{(-v/k_B T)} dv$$  \hspace{1cm} (B.0.5)

The general solution of the integration appeared in (B.0.5) is given by [15,183],

$$\int_0^\infty \sqrt{X} e^{-aX} dX \approx \frac{1}{2a^{1/3}} \sqrt{\frac{\pi}{a}}$$  \hspace{1cm} (B.0.6)

Solving (B.0.5) using (B.0.6), $k_B = 1.38 \times 10^{-16}[\text{erg}/K]$, and $\hbar = 1.055 \times 10^{-27}[\text{erg}]$ leads to,

$$C_{tr} = 2.5 \times 10^{19} \left(\frac{m^*_c/m_o}{m^*_c}\right)^{3/2} (T/300)^{3/2} e^{\frac{E_F - E_C}{k_B T}} \text{ cm}^{-3}$$  \hspace{1cm} (B.0.7)

The quasi-Fermi levels in (B.0.7) can be evaluated assuming the validity of the charge neutrality condition. This leads to,

$$E_F = (3/4) k_B T \ln (m^*_c/m^*_c) + \{(E_C + E_V)/2\}$$  \hspace{1cm} (B.0.8)

The quasi-Fermi levels can be determined by simplifying (B.0.8) and given by,

$$(E_F - E_C) = -E_g/2 + (3/4) k_B T \ln (m^*_c/m^*_c)$$  \hspace{1cm} (B.0.9)
Substituting (B.0.9) into (B.0.7) leads to the transparency carrier density as a function of temperature as given by,

$$C_{tr} = 2.5 \times 10^{19} \left( \frac{m_e^*}{m_o} \right)^{3/2} \frac{(T/300)^{3/2}}{2K_BT} \exp \left\{ -\frac{E_g}{2K_BT} + \frac{3}{4} \ln \left( \frac{m_e^*}{m_o} \right) \right\} \quad (B.0.10)$$

The temperature dependence of the energy gap is given by [184],

$$E_g(T) = E_g(0) - 4.3 \times 10^{-4} \frac{T^2}{T + T_o} \quad (B.0.11)$$

in which $E_g$ in eV, $T$ is the active region temperature in K, $T_o$ is the characteristic temperature for the transparency carrier density, and $m_o$ is the electron rest mass. For 1.3 $\mu$m In$_{1-x}$Ga$_x$As$_y$P$_{1-y}$ quaternary alloy $x = 0.28$ and $y = 0.6$ ($E_g \cong 0.95$ eV), $m_e^*/m_o = 0.08 - 0.039y$ and $m_v^*/m_o = 0.6 - 0.18y$ [6, 184].

Equation (B.0.10) can be further simplified by using (B.0.11) and expanding $T/(T + T_o)$ by Taylor’s expansion leads to,

$$C_{tr}(T) \approx C_{tro} \exp \left( \frac{T - T_r}{T_o} \right), \quad (B.0.12)$$

$$C_{tro} = 2.5 \times 10^{19} \left( \frac{m_e^*}{m_o} \right)^{3/2} \left( \frac{T}{300} \right)^{3/2} \exp \left\{ \frac{3}{4} \ln \left( \frac{m_e^*}{m_o} \right) - \frac{E_g(0)}{2K_BT} + \frac{4.3 \times 10^{-4}[eV]}{0.28[K] \times K_B[eV/K]} \right\} \quad (B.0.13)$$
Appendix C

Temperature Dependance of the Group Velocity

The energy gap \( E_g \) is related to the lasing wave length by (C.0.1) [6] and by (C.0.2) [184].

\[
E_g \approx \frac{1.24}{\lambda} = 1.344 - 0.738y + 0.138y^2 = E_g(0) - 4.3 \times 10^{-4} \frac{T^2}{T + 224} \tag{C.0.1}
\]

in which, \( E_g(0) = 1.003 \text{ [eV]} \), and \( T \) is the device temperature in K.

For 1.3 \( \mu \text{m} \) \( \text{In}_{1-x}\text{Ga}_x\text{As}_y\text{P}_{1-y}/\text{InP} \) semiconductor lasers, the mole fractions \( x = 0.282 \) and \( y = 0.6 \) and the index of refraction is given by, [184]

\[
n(x) = 3.59 - 0.71x + 0.091x^2 \quad \tag{C.0.4a}
n(y) = 3.59 - 0.3195y + 0.01843y^2 \quad \tag{C.0.4b}
\]

Using the relation between the index of refraction and the group index given by,

\[
n_g \approx n - \lambda \frac{dn}{d\lambda} \approx n - \lambda \frac{dn(y)}{dy} \frac{y}{d\lambda} \tag{C.0.5}
\]

Using (C.0.1) and (C.0.2) and solve for \( y \) yields,

\[
y_{1.2} = 2.674 \pm 3.62 \sqrt{(-0.738)^2 - 4(0.138)(1.344 - \frac{1.24}{\lambda})} \tag{C.0.6}
\]

Substitute (C.0.6) and C.0.4b) and their derivatives in (C.0.5) leads to the group refractive index which is given by,

\[
n_g = n(y) - \frac{E_g \times (-0.3195 + 0.03686y)}{\sqrt{-0.197 + \frac{0.685}{\lambda}}} \tag{C.0.7}
\]
Appendix D

Leakage Current

Recalling the analysis introduced in Appendix B and Figure 3.10, the number of electrons at the boundary of the P-cladding layer (electrons with energy greater than the conduction-band barrier height $\Delta E_c$) is given as [15],

$$C_b = 2 \left( \frac{2\pi m_\epsilon^* K_B T}{\hbar^2} \right)^{3/2} \frac{2}{\sqrt{\pi}} \int_{\epsilon_c}^{\infty} \frac{\sqrt{\epsilon} d\epsilon}{1 + e^{\epsilon - \epsilon_f c}}$$

Applying Boltzmann approximation for non-degenerate semiconductor lasers leads to,

$$C_b = N_{cc} \frac{2}{\sqrt{\pi}} \int_{\epsilon_c}^{\infty} \sqrt{\epsilon} e^{(-\epsilon + \epsilon_f c)} d\epsilon \approx N_{cc} e^{E^c_f}$$

in which, $\epsilon_c = \Delta E_c / K_B T$, $m_\epsilon^*$ is the conduction band effective mass of the p-cladding layer and $N_{cc}$ is given by,

$$N_{cc} = 2 \left( \frac{2\pi m_\epsilon^* K_B T}{\hbar^2} \right)^{3/2}$$

From Figure 3.10, $E_1 = \Delta E_c - E_{fc} = \Delta E_g - \Delta E_v - E_{fc}$, in which $\Delta E_v = E_{fv} - (-E_{fv})$. Assuming non-degenerate material, the hole density can be simplified and given as,

$$p = N_{vc} \exp \left(-E'_{fv} / (K_B T)\right)$$

Where, $N_{vc}$ is the valence band density of states for the p-cladding layer and given as,

$$N_{vc} = 2 \left(2\pi K_B T / \hbar^2\right)^{3/2} \left( m_{hh}^{*3/2} + m_{lh}^{*3/2} \right)$$

in which $m_{hh}^*$ and $m_{lh}^*$ are the valence band heavy and light effective masses for the p-cladding layer given as, [6, 184]

$$m_{hh}/m_o = (1 - y)\{0.97x + 0.45(1 - x)\} + y\{0.45x + 0.4(1 - x)\}$$

$$m_{lh}/m_o = (1 - y)\{0.14x + 0.12(1 - x)\} + y\{0.082x + 0.026(1 - x)\}$$

From equations (D.0.2) and (D.0.3) the carrier density in the depletion region can be,

$$C_b = (N_{cc} N_{vc})/p \exp \left\{-\left(\Delta E_g + E_{fc} + E_{fv}\right)/K_B T\right\}$$
The density of holes at the boundary between the n-cladding layer and the active layer \( P_p \) is similar to (D.0.7). The electron and hole leakage currents densities \((J_e \text{ and } J_p)\) are related to the potential and carrier densities by the drift and diffusion relations given by [6],

\[
J_e = +qD_e \frac{dC(x)}{dx} - qC(x) \mu_e \psi \\
J_p = -qD_p \frac{dP(x)}{dx} + qP(x) \mu_p \psi
\]  

(D.0.8) 

(D.0.9) 

in which, \( D_e, D_p, \mu_e \) and \( \mu_p \) are the diffusion coefficients and mobilities of electrons and holes. \( C(x) \) and \( P(x) \) are the density of the electrons and holes at distance \( x \) from the boundaries in the p and n cladding layers and \( \psi \) is the applied electrical field. Satisfying the continuity equations by relating the divergence of \( J_e \) and \( J_p \) to their rate of recombination as follows,

\[
\nabla \cdot J_e - C(x)/\tau_e = 0 \\
\nabla \cdot J_p + P(x)/\tau_{ph} = 0
\]

(D.0.10) 

(D.0.11) 

the solution of the 1st order D.E. given in (D.0.8) is given as,

\[
C(x) = -J_e/(q\mu_e \psi) + K \exp (\mu_e \psi/D_e)
\]

(D.0.12) 

in which \( K \) is the integration constant. The solution of (D.0.12) using suitable boundary conditions \((C|x=0 = C_b \text{ and } C|x=d = 0, d \text{ is the distance from the boundary})\) is given by,

\[
J_e = q \sqrt{\frac{\mu_e K_B T}{q\tau_e}} \left\{ \frac{1 + e^{-\frac{qG_e}{k_B T}}}{1 - e^{-\frac{qG_e}{k_B T}}} \right\} C_b
\]

(D.0.13) 

Using \( D_e = \mu_e K_B T/q \) and \( L_n = \sqrt{D_e \tau_e} \) [6], equation (D.0.12) can be simplified and given by,

\[
J_e = q \sqrt{D_e/\tau_e} \left( \coth \sqrt{\tau_e/D_e} \right) C_b
\]

(D.0.14) 

The hole leakage current density can be derived in a similar way and given by,

\[
J_p = -q \sqrt{D_p/\tau_{ph}} \left( \coth \sqrt{\tau_{ph}/D_p} \right) P_b
\]

(D.0.15) 

The total Leakage current is given by,

\[
I_{\text{leak}} = (J_e + J_p) A_{\text{act}}
\]

(D.0.16)
Appendix E

Quantum Theory of Laser and Noise Generation

In this appendix we derive analytical expressions for the intensity and frequency/phase noise of single mode semiconductor lasers based on quantum-mechanical rate equations. Correlated photons, electrons, and phase Langevin noise sources and their auto and cross-correlation relations are also presented along with a novel self-consistent normalized laser model that includes the correlated noise sources.

Representing a semiconductor laser as a homogenously broadened laser is perhaps the most accurate method for modeling its behavior but the complexity of such a model makes it analytically cumbersome [68]. Simplified models in which the laser is modeled using a set of energy levels are normally used. The Hamiltonian provides a suitable framework for the study of semiconductor lasers, because electrons, photons, and the interaction between them are all represented by energy operators. The effect of the heat bath contributions can also be included, which is an important consideration since electron and photon heat baths are the origin of the laser noise that causes output fluctuations [68,69]. Based on Heisenberg's equation of motion and quantum mechanics theory, each laser variable can be represented by a corresponding quantum mechanical variable. The analysis in this Appendix starts with the results of the analysis given by Sargent et al. [69] in which a system of coupled differential equations representing the time evolution of the quantum mechanical operators in a three level laser system (as given in Equations (E.0.1), (E.0.2),
and (E.0.3)) was derived.

\[
\frac{dl_1}{dt} = I_1 - \gamma l_1 + ig \times (\Lambda^c l_{21} e^{i(\Omega - \omega)t}) + F_1 \tag{E.0.1}
\]

\[
\frac{dl_{21}}{dt} = -\gamma l_2 + ig \times [(l_1 - l_2)(\Lambda^a e^{i(\Omega - \omega)t})] + F_l \tag{E.0.2}
\]

\[
\frac{d\Lambda^a}{dt} = -\frac{1}{2\tau_p}\Lambda^a - ig \times [N(l_{21} e^{i(\Omega - \omega)t})] + F_{ph} \tag{E.0.3}
\]

In (E.0.1)-(E.0.3), \( l_1 \) and \( l_2 \) are the occupancy operators of level 1 and 2, \( l_{21} \) is the electron polarization operator, \( I_1 \) is the pump operator, \( \Lambda^a \) and \( \Lambda^c \) are the photon annihilation and creation operators, \( \gamma_1 \) and \( \gamma \) are the decay rates of level 1 and the polarization phase, \( \tau_p \) is photon life time, \( g \) is the gain constant, \( \omega \) is the angular transition frequency between levels 1 and 2, \( \Omega \) is the angular photon frequency, \( F_1 \), \( F_l \) and \( F_{ph} \) are the Langevin noise sources for level 1 electron polarization and photons, \( l \) and \( l^* \) are the operators of the electron dipole polarization and its conjugate, and \( N \) is the total number of electrons in the laser cavity.

### E.1 Langevin equation and Einstein relations

The strength of the Langevin sources (variance) depends on the laser parameters. The general form of the Langevin equation is \[69\],

\[
\frac{d\xi(t)}{dt} = A(t) + F(t) \tag{E.1.1}
\]

where \( \xi(t) \) is any operator, \( A(t) \) is the function represents the system, and \( F(t) \) is a random Langevin function whose autocorrelation relation is given by the Markoffian approximation \( \langle F_\mu(t) F_\nu(t') \rangle = 2A_{\mu\nu} \delta(t - t') \), \( A_{\mu\nu} \) is the magnitude of the fluctuations peaked about \( t = t' \) that corresponding to the maximum correlation between \( \xi(t) \) and \( \xi(t') \) while \( \langle \ldots \rangle \) indicates an ensemble average over the heat bath \[68\]. Taking the average of Langevin noise equation (E.1.1) and allowing that the average of the product \( \xi(t) F(t') \) vanishes for \( t < t' \), the generalized Einstein relation is given by,

\[
2A_{\mu\nu} = -\langle A_\mu \xi_\nu \rangle - \langle \xi_\mu A_\nu \rangle + \frac{d}{dt} \langle \xi_\mu \xi_\nu \rangle \tag{E.1.2}
\]
Equation (E.1.2) is used to determine the variance of the Langevin function \( F(t) \) in Equation (E.1.1). Hence, (E.1.2) will be the basis for evaluating the variance of the laser noise sources.

### E.2 Autocorrelation of the atomic noise operators

Based on the analysis by Sargent et al. [69], the correlation of the atomic operators \( F_1(t), F_1(t), \) and \( F_{ph}(t) \) appearing in (E.0.1)-(E.0.3) can be written as,

\[
\langle F_1(t)F_1(t') \rangle = \frac{1}{N} \langle (I_1 + \gamma_1 \langle l_1 \rangle) \delta(t - t') \rangle \tag{E.2.1}
\]

\[
\langle F_1(t)F_1(t') \rangle = \frac{1}{N} \langle (I_1 + (2\gamma - \gamma_1) \langle l_1 \rangle) \delta(t - t') \rangle \tag{E.2.2}
\]

\[
\langle F_{ph}(t)F_{ph}(t') \rangle = \frac{\bar{p}_{th}}{\tau_{ph}} \delta(t - t') \tag{E.2.3}
\]

\[
\langle F_{ph}(t)F_{ph}^*(t') \rangle = \frac{1}{\tau_{ph}} (\bar{p}_{th} + 1) \delta(t - t') \tag{E.2.4}
\]

For semiconductor lasers at room temperature, the average thermal photon number is zero, hence \( \bar{p}_{th} \) can be set to zero in equations (E.2.3) and (E.2.4).

### E.3 Noise driven laser rate equations

Coupling the atomic system to the field system by adding the electric-dipole perturbation energy to the Hamiltonian [69] using the density matrix method [70] yields the laser rate equations. As discussed in [68,69], the atomic relaxation frequency \( \Lambda^a(t) \) can be treated as a constant in the atomic equation of motion, allowing the time rate of change of \( l_1, l_2 \) and \( l_{12} \) to be neglected. Further simplifications are made by neglecting the frequency components in the noise operators that are greater than the relaxation frequency, while still considering enough bandwidth to properly include the noise of the atomic operators with respect to the slowly varying field \( \Lambda^a(t) \). Based on the above approximations, and using the impulse response simplification from equation (E.3.1), the solution of equation (E.0.2) is as shown
in (E.3.2).

\[ \delta(t - t') = \frac{1}{2} \left[ \gamma \pm i(\omega - \Omega) \right] \exp \left( \gamma \pm i(\omega - \Omega) |t - t'| \right) \]  

\[ l_{21} = \Upsilon \{ g(l_1 - l_2) \Lambda^a \exp (i(\omega - \Omega)t) \} + \int_{-\infty}^{t} \exp (\gamma(\tau - t)) F_i(\tau) d\tau \]  

Substitution of equation (E.3.2) into (E.0.1) followed by multiplication by \( N \) gives the electron rate equation as,

\[ \frac{dC}{dt} = I_p - \{ \gamma_1 + \frac{2g^2}{\gamma} \mathcal{L} \} C - \frac{2g^2}{\gamma} \mathcal{L}(C - C_{tr}) F_p + F_C(t) \]  

where \( \Upsilon = 1/(\gamma + i(\omega - \Omega)) \) is the complex line shape factor, \( C = Nl_1 \) is the number of electrons, \( C_{tr} = Nl_2 \) is the transparency carrier number, \( I_p = NI_1 \) is the total pump operator, and the photon number operator \( F_p = \Lambda^c \Lambda^a \). \( \mathcal{L} (\omega - \Omega) = \frac{1}{2} \gamma (\Upsilon + \Upsilon^*) \) is the Lorentzian coefficient. Substituting equation (E.3.2) into (E.0.3) yields,

\[ \frac{d\Lambda^a}{dt} = -\frac{1}{2\tau_p} \Lambda^a + g^2(\mathcal{L} - C_{tr}) \Ypsilon \Lambda^a + G(t) \]  

in which \( G(t) \) is the new noise operator. The photon rate equation given by equation (E.3.5) is derived by multiplying the photon annihilation rate equation in (E.3.4) by the photon creation operator \( \Lambda^c \), and applying the differentiation rule of multiple operators, and then substituting from the definitions of \( F_p, C, C_{tr}, \) and \( \mathcal{L} \) yielding,

\[ \frac{dF_p}{dt} = -\frac{F_p}{\tau_p} + \frac{2g^2}{\gamma}(\mathcal{L} - C_{tr}) \mathcal{L} F_p + \frac{2g^2}{\gamma} \mathcal{L} C + F_p(t) \]  

The electric field phase variation can be included in the density matrix using quantum mechanics, but semiclassical theory is easier and suffices for this purpose [69]. Starting with Maxwell’s equations, using the analysis given by [6, 69, 70, 81, 185], the wave equation may be solved using the definition of the electric field inside the laser cavity as given in (E.3.6). The electric field amplitude and phase rate equations may then be derived as
given in equations (E.3.7) and (E.3.8).

\[ E(z,t) = \frac{1}{2} \hat{A} \psi(z) \exp(-2\pi ft) \exp(-i\phi(t)) + c.c. \]  
\[ \frac{d\hat{A}(t)}{dt} = -\frac{1}{2\tau_p} \hat{A}(t) + \frac{1}{2} \left\{ \frac{2\hat{g}^2}{\gamma} (C - C_{\nu'}) \mathcal{L} \right\} \hat{A}(t) \]
\[ + \Re\{U(t) \exp(-i\phi)\} \]  
\[ \frac{d\phi}{dt} = \frac{\beta 2\hat{g}^2}{2 \gamma} (C - \bar{C}) \mathcal{L} + F_\phi(t) \]

\[ F_C(t), F_\phi(t) \text{ and } F_\phi(t) \text{ are the electrons, photons, and phase Langevin noise operators respectively, as given by equations (E.3.9)-(E.3.11).} \]

\[ F_C(t) = F_1(t) + \frac{2\hat{g}^2}{\gamma} \mathcal{L} C - i\gamma N \exp(i(\omega - \Omega)t) \int_{-\infty}^{t} \exp(\gamma(\tau - t)) \Lambda^a F_1^\ast(\tau)d\tau + c.c. \]  
\[ F_\phi(t) = \Lambda^a F_{\phi_h} + F_{\phi_h}^\ast \Lambda^a - \frac{2\hat{g}^2}{\gamma} \mathcal{L} C + i\gamma N \exp(i(\omega - \Omega)t) \int_{-\infty}^{t} \exp(\gamma(\tau - t)) \Lambda^a F_1^\ast(\tau)d\tau + c.c. \]
\[ = 2 Q \hat{A} \Re\{U(t) \exp(-i\phi)\} \]  
\[ F_\phi(t) = 1/\hat{A} \Im\{U(t) \exp(-i\phi)\} \]

In (E.3.6)-(E.3.11), \( \hat{A} \) is the amplitude of the electric field, \( \phi \) is the optical phase, and \( Q = 2 \varepsilon/\hbar \omega \).

### E.4 Independent carrier noise source generation

One may conclude from a study of the noise sources given in equations (E.3.9)-(E.3.11) that \( F_\phi \) and \( F_\phi(t) \) are not correlated. Therefore, they can be represented by two independent Gaussian noise sources with zero mean and variances given by \( \langle F_\phi(t) F_\phi(t') \rangle \), and \( \langle F_\phi(t) F_\phi(t') \rangle \) respectively. \( F_C(t) \) is correlated with both \( F_\phi \), and \( F_\phi(t) \), where their cross-correlation relations are given by \( \langle F_\phi(t) F_C(t') \rangle \), and \( \langle F_C(t) F_\phi(t') \rangle \) respectively. Therefore, \( F_C(t) \) cannot be represented by an independent Gaussian random variable.

In this Appendix, we convert the cross-correlation relations between the carrier noise source, and both the photon and phase noise sources, to alternative relations involving independent Gaussian random variables with zero mean. Application of the rule of the
heat bath average as given in Section E.5, assuming the noise sources as operators, yields the following,

\[
\langle F_p(t)F_C(t)F_p(t')F_C(t') \rangle = \langle F_p(t)F_C(t) \rangle \langle F_p(t')F_C(t') \rangle + \langle F_p(t)F_p(t') \rangle \langle F_C(t)F_C(t') \rangle \\
+ \langle F_p(t)F_C(t') \rangle \langle F_C(t)F_p(t') \rangle \\
= (D_{CC}D_{pp} - 2D_{CP}^2)\delta(t - t')
\tag{E.4.1}
\]

\[
\langle F_C(t)F_\phi(t)F_C(t')F_\phi(t') \rangle = \langle F_C(t)F_\phi(t) \rangle \langle F_C(t')F_\phi(t') \rangle + \langle F_C(t)F_C(t') \rangle \langle F_\phi(t)F_\phi(t') \rangle \\
+ \langle F_C(t)F_\phi(t') \rangle \langle F_\phi(t)F_C(t') \rangle \\
= (D_{CC}D_{\phi\phi} - 2D_{CP}^2)\delta(t - t')
\tag{E.4.2}
\]

Assuming a new random variable equals the sum of equations (E.4.1) and (E.4.2) with zero mean, gives

\[
\langle RVn \rangle = \frac{\langle F_p(t)F_C(t)F_p(t')F_C(t') \rangle + \langle F_C(t)F_\phi(t)F_C(t')F_\phi(t') \rangle}{\langle F_p(t)F_C(t)F_p(t')F_C(t') \rangle + \langle F_C(t)F_\phi(t)F_C(t')F_\phi(t') \rangle} = 0
\tag{E.4.3}
\]

After algebraic manipulations and substitution of equations (E.4.1) and (E.4.2) into equation (E.4.3), \( \langle RVn \rangle \) is given as,

\[
\langle RVn \rangle = (D_{CC} + R_{PC}D_{PC} + R_{C\phi}D_{C\phi})\delta(t - t') = D_{n'n'}\delta(t - t')
\tag{E.4.4}
\]

in which \( \langle RVn \rangle \) is the autocorrelation of the new random variable RVn, \( R_{PC} = -D_{PC}/D_{PP} \) is the cross-correlation coefficient between \( F_p(t) \) and \( F_C(t) \), \( R_{C\phi} = -D_{C\phi}/D_{\phi\phi} \) is the cross-correlation coefficient between \( F_C \) and \( F_\phi(t) \), and \( D_{n'n'} \) is the variance of the new random variable RVn. RVn can be simplified and given as,

\[
RVn = (F_C + R_{PC}F_p + R_{C\phi}F_\phi)
\tag{E.4.5}
\]

Equation (E.4.5) represents the new random variable with zero mean and variance \( \langle RVn \rangle \). It is orthogonal to the random variables representing photons and phase noise sources.
E.5 Auto and cross-correlation relations

The random noise functions given by equations (E.3.9)-(E.3.11) are assumed to be gaussian random variables representing the Langevin noise sources related to carriers, photons, and phase respectively with zero mean.

\[
\langle F_C(t) \rangle = \langle F_P(t) \rangle = \langle F_\phi(t) \rangle = 0
\]  

(E.5.1)

As discussed in Section E.2, the laser noise sources are functions of the atomic noise operators and are correlated by their variances. Consequently, the Langevin noise sources given by equations (E.3.9)-(E.3.11) are cross-correlated. These cross-correlation relations were neglected in [6, 21, 34, 35, 186], but the alternative approach presented here allows for a mathematical treatment of these important terms. Mathematical manipulations of the auto-correlated and cross-correlated noise sources is cumbersome, but a suitable approximation of these terms can be chosen. Markoffian approximation [69], provide a convenient means of representing these terms, as the auto-correlation and cross-correlation functions of the noise sources may be written in terms of Dirac delta functions, as given by,

\[
\begin{align*}
\langle F_i(t)F_i(t') \rangle &= D_i \delta(t - t') \\
\langle F_i(t)F_j(t') \rangle &= \mathfrak{R}D_iD_j \delta(t - t')
\end{align*}
\]  

(E.5.2)

in which \( D_i \) and \( D_j \) are the variances of \( F_i(t) \)and \( F_j(t) \) respectively, and \( \mathfrak{R} \) is the correlation coefficient. Applying this rule to our case yields,

\[
\begin{align*}
\langle F_P(t)F_P(t') \rangle &= D_{PP} \delta(t - t') & \langle F_\phi(t)F_\phi(t') \rangle &= D_{\phi\phi} \delta(t - t') \\
\langle F_C(t)F_C(t') \rangle &= D_{CC} \delta(t - t') & \langle F_P(t)F_\phi(t') \rangle &= 0 \\
\langle F_P(t)F_C(t') \rangle &= D_{PC} \delta(t - t') & \langle F_C(t)F_\phi(t') \rangle &= D_{C\phi} \delta(t - t')
\end{align*}
\]  

(E.5.3)

Using equation (E.3.1), the heat bath averages of operators \( \langle ABCD \rangle = \langle AB \rangle \langle CD \rangle + \langle AC \rangle \langle BD \rangle + \langle AD \rangle \langle BC \rangle \) [68], and using the derivations given in Section (E.4), the calcu-
lated variances of $F_{\beta}(t)$, $F_{\phi}(t)$, and $F_{C}(t)$ are given as,

$$\langle F_{C}(t)F_{C}(t') \rangle = \left\{ \frac{I_{P}}{\gamma} + \left( \gamma_{l} + \frac{2g^{2}}{\gamma} \right) \mathcal{C}^{s} + \frac{2g^{2}}{\gamma} \mathcal{L} (\mathcal{C}^{s} + \mathcal{C}_{\gamma}) \mathbb{P}^{s} \right\} \delta(t - t')$$

$$= D_{CC} \delta(t - t') \tag{E.5.4}$$

$$\langle F_{\beta}(t)F_{\beta}(t') \rangle = \left\{ \frac{\mathbb{P}^{s}}{\tau_{ph}} + \frac{2g^{2}}{\gamma} \mathcal{L} N \mathcal{C}^{s} + \frac{2g^{2}}{\gamma} \mathcal{L} (\mathcal{C}^{s} + \mathcal{C}_{\gamma}) \mathbb{P}^{s} \right\} \delta(t - t')$$

$$= D_{\beta \beta} \delta(t - t') \tag{E.5.5}$$

$$\langle F_{\beta}(t)F_{C}(t') \rangle = -\left\{ \frac{2g^{2}}{\gamma} \mathcal{L} N \mathcal{C}^{s} + \frac{2g^{2}}{\gamma} \mathcal{L} (\mathcal{C}^{s} + \mathcal{C}_{\gamma}) \mathbb{P}^{s} \right\} \delta(t - t')$$

$$= D_{\beta C} \delta(t - t') \tag{E.5.6}$$

The relation between the steady state photon number probability in terms of the transition probabilities of emission and absorption and the amplitude of the electric field [69,81] is given by

$$Q\hat{A}^{2} = \begin{cases} \mathbb{P}^{s} + 1 & \text{in case of emission (up transition)} \\ \mathbb{P}^{s} & \text{in case of absorption (down transition)} \end{cases} \tag{E.5.7}$$

Combining equations (E.3.6), (E.3.8), (E.3.11), with equation (E.5.7) gives

$$\langle F_{\phi}(t)F_{\phi}(t') \rangle = \langle F_{\beta}(t)F_{\beta}(t') \rangle / 4(\mathbb{P}^{s} + 1)^{2}$$

$$= \frac{D_{\beta \beta}}{4(\mathbb{P}^{s} + 1)^{2}} \delta(t - t') \approx D_{\phi \phi} \delta(t - t') \tag{E.5.8}$$

$$\langle F_{C}(t)F_{\phi}(t') \rangle = \langle F_{\beta}(t)F_{C}(t') \rangle / 2(\mathbb{P}^{s} + 1)$$

$$= \frac{D_{\beta C}}{4(\mathbb{P}^{s} + 1)^{2}} \delta(t - t') \approx D_{C \phi} \delta(t - t') \tag{E.5.9}$$

Where $\mathcal{C}^{s}$, and $\mathbb{P}^{s}$ are the carrier and photon steady state numbers. Relations (E.5.3), (E.5.8), and (E.5.9) are the auto-correlation and cross-correlation relations for the carrier and photon noise sources.
Appendix F

Volterra Series

F.1 Introduction to Volterra Series

The Spanish mathematician Vito Volterra introduced what is called Volterra series in 1930’s. Its major application was nonlinear circuit analysis by the mathematician Norbert Wiener in 1980 [187]. Volterra series are used for calculating and analyzing the distortion terms in nonlinear electronic elements. In this Appendix we investigate and analyze the distortion terms due to the laser’s nonlinearity when it is modulated by an analog signal.

F.2 Concepts of Volterra series

The output of a linear, causal system with memory can be described by the fundamental convolution formulation, which is defined as the integral of the impulse response of the system and the input [188], as,

\[ y(t) = \int_{-\infty}^{\infty} h(\tau)x(t - \tau)d\tau \]  \hspace{1cm} (F.2.1)

where \( x(t) \) is the input, \( y(t) \) the output, and \( h(t) \) the impulse response of the system.

The representation of a nonlinear systems depends on whether the system has memory. A nonlinear system without memory can be represented by a Taylor series as [148, 188]

\[ y(t) = \sum_{k=1}^{\infty} a_k [x(t)]^k \]  \hspace{1cm} (F.2.2)

where \( a_k \) are the Taylor series coefficients.

A nonlinear system with memory can be represented by a Volterra series which combines
the above two definitions and given as (where DC terms are neglected),

\[
y(t) = \sum_{k=1}^{\infty} \frac{1}{k!} \int_{-\infty}^{\infty} d\tau_1 \ldots \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} d\tau_k g_k(\tau_1, \tau_2, \ldots, \tau_k) \prod_{r=1}^{k} x(t - \tau_r) \quad (F.2.3)
\]

\[
= \frac{1}{1!} \int_{-\infty}^{\infty} d\tau_1 g_1(\tau_1) x(t - \tau_1) \quad (F.2.4)
\]

\[
+ \frac{1}{2!} \int_{-\infty}^{\infty} d\tau_1 \int_{-\infty}^{\infty} d\tau_2 g_2(\tau_1, \tau_2) x(t - \tau_1) x(t - \tau_2) \quad (F.2.5)
\]

\[
+ \frac{1}{3!} \int_{-\infty}^{\infty} d\tau_1 \int_{-\infty}^{\infty} d\tau_2 \int_{-\infty}^{\infty} d\tau_3 g_3(\tau_1, \tau_2, \tau_3) x(t - \tau_1) x(t - \tau_2) x(t - \tau_3) \quad (F.2.6)
\]

\[+ \ldots \]

\[
= \frac{1}{k!} \int_{-\infty}^{\infty} d\tau_1 \int_{-\infty}^{\infty} d\tau_2 \ldots \int_{-\infty}^{\infty} d\tau_k g_k(\tau_1, \ldots, \tau_k) x(t - \tau_1) \ldots x(t - \tau_k) \quad (F.2.7)
\]

\(g_n(\tau_1, \ldots, \tau_k)\) are called the Volterra kernels of the system [187]. For \(k = 1\), \(g_1(\tau_1)\) is similar to \(h(\tau)\) in (F.2.1) and Equation (F.2.4) similar to (F.2.1) and known as the impulse response. Furthermore, for \(k > 1\), \(g_k\) are known as the \(k^{th}\) order (higher order) impulse response; while equations (F.2.5) - (F.2.7) are known as two-fold, three fold and \(k^{th}\) fold convolution. In this work we assume that the kernels are symmetric, which means that \(g_k(\tau_1, \ldots, \tau_k)\) have the same values regardless of the permutation of the \(\tau_1, \ldots, \tau_k\).

For simplicity of calculations the nonlinear system with memory is represented by a Volterra series in the frequency domain by using Laplace or Fourier transforms. The frequency domain representation of (F.2.3), using the Fourier transforms, is given as [189],

\[
Y(f) = \frac{1}{1!} G_1(f) X(f) \quad (F.2.8)
\]

\[
+ \frac{1}{2!} \int_{-\infty}^{\infty} df_1 G_2(f_1, f - f_1) x(f_1) x(f - f_1) \quad (F.2.9)
\]

\[
+ \frac{1}{3!} \int_{-\infty}^{\infty} df_1 \int_{-\infty}^{\infty} df_2 G_3(f_1, f_2, f - f_1 - f_2) x(f_1) x(f_2) x(f - f_1 - f_2) \quad (F.2.10)
\]

\[+ \ldots \]

in which \(G_k(f_1, \ldots, f_k)\) is given as,

\[
G_k(f_1, \ldots, f_k) = \int_{-\infty}^{\infty} d\tau_1 \ldots \int_{-\infty}^{\infty} d\tau_k g_k(\tau_1, \ldots, \tau_k) e^{-j\omega_1 \tau_1} \ldots e^{-j\omega_k \tau_k} \quad (F.2.11)
\]

Similarly, it can be given by the Laplace transform as follows,

\[
G_k(f_1, \ldots, f_k) = \int_{-\infty}^{\infty} d\tau_1 \ldots \int_{-\infty}^{\infty} d\tau_k g_k(\tau_1, \ldots, \tau_k) e^{-s_1 \tau_1} \ldots e^{-s_k \tau_k} \quad (F.2.12)
\]
where \( \omega_n = 2\pi f_n \), \( s_n = j\omega_n \) and \( G_k \) is the \( k^{th} \)-order transfer function.

**F.3 Volterra kernels determination**

Knowing the equation that relates the input-output of certain system, the frequency and time domain Volterra kernels (coefficients of the nonlinear transfer functions) \( G_k \) and \( g_k \) can be determined by the techniques described below.

**F.3.1 Harmonic-Input (probing) method**

This method is used to determine the kernels \( G_k \) in the frequency domain. In this method we assume that, the input is given by,

\[
x(t) = e^{(j\omega_1 t)} + \ldots + e^{(j\omega_k t)}
\]  

(F.3.1)

The first order Volterra transfer function \( G_1(f_1) \) is the coefficient of \( e^{(j\omega_1 t)} \). The second order Volterra transfer function \( G_2(f_1, f_2) \) is the coefficient of \( e^{(j(\omega_1 + \omega_2) t)} \) if we considered it as if we applied the sum of two frequency tones as input. Furthermore, similarly the \( k^{th} \) order Volterra transfer function \( G_2(f_1, \ldots, f_k) \) is the coefficient of \( e^{(j(\omega_1 + \ldots + \omega_k) t)}. \)

**F.3.2 Direct expansion method**

This method is used to determine the kernels \( g_k \) in the time domain. In this method, the Volterra function of the system is decomposed into lower-order subfunctions of linear type [148,188]. Combination of these linear systems by multiplication and addition will bring the system into the general Volterra form.

Consider a second order system with kernels \( g_2(\tau_1, \tau_2) \), according to equations (F.2.9) and (F.2.12) it can be represented by Laplace transform as follows,

\[
G_2(s_1, s_2) = \int_{-\infty}^{\infty} d\tau_1 \int_{-\infty}^{\infty} g_2(\tau_1, \tau_2) \exp\{-s_1 \tau_1 + s_2 \tau_2\} d\tau_2 \tag{F.3.2}
\]

\[
= G_x(s_1)G_y(s_2)G_z(s_1 + s_2) \tag{F.3.3}
\]

where, \( G_x(s) \), \( G_y(s) \) and \( G_z(s) \) are the functions of the linear subsystems. Since they are linear, then, they can be represented by the convolution formula (F.2.1) with impulse
responses $g_x(t)$, $g_y(t)$ and $g_z(t)$ respectively. The block diagram representation of $G_2(s_1, s_2)$ is shown in Figure F.1. Similarly, the third order system with kernels $g_3(\tau_1, \tau_2, \tau_3)$ can be represented by Laplace transform as follows,

$$G_3(s_1, s_2, s_3) = \int_{-\infty}^{\infty} d\tau_1 \int_{-\infty}^{\infty} d\tau_2 \int_{-\infty}^{\infty} g_3(\tau_1, \tau_2, \tau_3) exp\{-(s_1\tau_1 + s_2\tau_2 + s_3\tau_3)\}d\tau_3$$

$$= G_x(s_1)G_y(s_2)G_k(s_3)G_z(s_1 + s_2)G_l(s_1 + s_2 + s_3) \quad (F.3.4)$$

The block diagram representation of $G_3(s_1, s_2, s_3)$ is shown in Figure F.2.

**Figure F.1:** Direct expansion of the second order Volterra system.

**Figure F.2:** Direct expansion of the third order Volterra system.
Appendix G

Measurement Techniques

G.1 DC measurement technique

The block diagram of the DC measurement setup shown in Figure G.1 is used for the measurements of the output optical power versus current. In this experiment, a 1.3 $\mu$m InGaAsP-InP (Fujitsu FLD3F7CZ) laser was used. The laser package was mounted on an appropriate laser mount (ILX LDM4984RF) that allow direct interfacing to the bias and temperature controller. The bias and temperature control of the laser was achieved through the ILX LD controller (ILX LDC3724B) and applied via appropriate connectors in the laser mount. The laser output is connected to the Optical Measurement Head (OMH-6795) which is coupled with the Optical Multimeter (OMM-6810B) for precision power and wavelength measurements. Its wavelength accuracy is up to $\pm 0.2$ nm in the wavelength range of 400 to 1650 nm. For automated control, the GPIB interface allows remote programming, readout from the computer, and data gathering. A LabVIEW driver is used for this purpose.

![Figure G.1: Block diagram of the laser DC measurement setup.](image-url)
G.2 Modulation response measurement technique

The block diagram shown in Figure G.2 is used for the laser frequency response measurement. In this experiment, a 1.3 \textmu m InGaAsP-InP (Fujitsu FLD3F7CZ) butterfly packaged laser was used. The laser package was mounted on an appropriate laser mount (ILX LDM4984RF) that allows direct interfacing to the bias and temperature controller. The bias and temperature control of the laser was achieved through the ILX LD controller (ILX LDC3724B) and applied via appropriate connectors in the laser mount. Optical reflections were minimized by the use of an optical isolator spliced with the fiber pigtail of the laser. An Agilent RF tracking generator (70300A, 100 Hz to 2.9 GHz) and an Agilent micro-wave tracking generator (70301A, 2.7 GHz to 18 GHz) from the Agilent 71400C lightwave signal analyzer were used to provide a sweep modulation frequency source whose frequency was synchronized with the sweep of the spectrum analyzer. The RF output of 70300A was connected to the RF input of 70301A to cover the full range. The output of the tracking generator was used to directly modulate the laser diode using an RF cable connected to a standard RF-SMA connector in the laser mount. The mount is designed with a bias-T that accepts a 50\Omega impedance modulation input through a standard RF-SMA connector. The modulated light enters the lightwave section in the 71400C system through a single-mode fiber (SMF) connected to the front-panel input connector (FC/PC). The optical power is detected, collimated and amplified, and then focused onto a 22 GHz bandwidth InGaAs photodetector using the Agilent 70810B lightwave section. The data was displayed on a

![Figure G.2: Block diagram of the laser frequency response measurement setup.](image)
70004A display unit and acquired through a GPIB (IEEE488.2 interface) to a personal computer as screen images and trace data using Agilent N1031A BenchLink lightwave software. In this measurement, the system turns off the system correction so that errors in both the frequency response of the electrical spectrum analyzer and the tracking generator can be calibrated.

### G.3 Distortion measurement technique

The Block diagram shown in Figure G.3 is used for the laser harmonic and intermodulation distortion measurements. One, two, or multi-tone outputs from an Agilent E4433B ESG-AP series multi-tone signal generator was used to directly modulate a 1.3 μm InGaAsP-InP (Fujitsu FLD3F7CZ) butterfly packaged laser. The laser package was mounted on an appropriate laser mount (ILX LDM4984RF) that allow direct interfacing to the bias and temperature controller. Its outputs are applied via appropriate connectors in the laser mount. Optical reflections were minimized by the use of an optical isolator spliced with the fiber pigtail of the laser using a suitable RF cable connected to a standard RF-SMA connector in the laser mount. The mount is designed with a bias-T that accepts a 50Ω impedance modulation input through a standard RF-SMA connector. The modulated light enters the lightwave section in the 71400C system through a single-mode fiber (SMF) connected to the front-panel input connector (FC/PC). The optical power is detected,
collimated and amplified then focused onto InGaAs photodetector using the Agilent 70810B lightwave section. The data was displayed on a 70004A display unit and acquired through GPIB (IEEE488.2 interface) to a personal computer as screen images and trace Data using Agilent N1031A BenchLink lightwave software.

G.4 Parameters extraction algorithm

DC and frequency response measurement data for a 1.3 μm InGaAsP-InP (Fujitsu FLD3-F7CZ) butterfly packaged laser acquired from the optical multimeter and the spectrum analyzer through IEEE488.2 interface and used with other given parameters and mathematical relations to extract the intrinsic laser diode parameters. From the data sheet, the area of the active region was \( A_{act} = W \times d = 1 \mu m \times 0.1 \mu m = 0.1 \times 10^{-12} \ m^2 \), the volume was \( V_c = 24 \times 10^{-18} \ m^3 \), and the mirror reflectivities were \( R_1 = 0.01 \) and \( R_2 = 0.8 \). Applying the procedure described in Appendix C on the Fujitsu laser gives an average refractive index \( \bar{n} = 3.2 \). Using equation 2.5.7 the internal losses \( \alpha_{int} \approx 10 \ cm^{-1} \). Using equation 2.5.8 the external losses \( \alpha_m = 100 \ cm^{-1} \). Substitute \( \alpha_{int}, \alpha_m, \bar{n} \), and the cavity length in equation 2.5.12 the photon life time (\( \tau_{ph} \approx 1 \ ps \)). Applying the procedure explained in Appendix B the transparency carrier density is, \( C_{tr0} \approx 1 \times 10^{24} \ m^{-3} \).

Using the DC measurements, the threshold current \( 7.7 \leq I_{th} \leq 7.9 \). The relaxation oscillation frequency \( f_r \) can be determined from the frequency response measurement results. Expressing \( f_r \) in terms of the carrier and photon life times as in G.4.1 [6] will determine the rest of the parameters.

\[
 f_r = \frac{1}{2\pi} \sqrt{\frac{P_{dc}GG_N}{qV_cG}} \tag{G.4.1}
\]

\( P_{dc} \) is the steady state photon density, \( G \) is the gain function given by (2.5.3) and \( G_N = \frac{GG}{G_N} = \Gamma \gamma \). Solving equations (2.5.4) and (2.5.5) in steady state, and substitute from equations (2.5.6) to (2.5.10) yields,

\[
 P_{dc} = \frac{(I - I_{th})}{qV_cG} \tag{G.4.2}
\]

Substitute from (G.4.2), (2.5.3), (refThrCurrent) and \( G_N \) into (G.4.1) yields,

\[
 f_r = \frac{1}{2\pi} \sqrt{\frac{\Gamma \nu_{ph} \gamma \alpha \tau}{\tau_e} \left( \frac{I}{I_{th}} - 1 \right)} \tag{G.4.3}
\]
substitute equation (2.5.9) into (G.4.3) and simplify the result relates \( f_r \) to the carriers and photon life times and is given by,

\[
f_r = \frac{1}{2\pi} \sqrt{\frac{1}{\tau_e} \left( \frac{1}{\tau_{ph}} + \Gamma^r v_g \gamma_o \right) \left( \frac{I}{I_{th}} - 1 \right)}
\tag{G.4.4}
\]

In (G.4.4), \( I, \tau_e, \Gamma, v_g, \) and \( \gamma_o \) are unknowns.

To express the measured threshold current in terms of the laser parameters, substitute equations (2.5.9) and (2.5.10) into (2.5.13) leads to,

\[
I_{th} = \frac{qV_c}{\tau_e} \left\{ \frac{1}{\tau_{ph} v_g \gamma_o} + C_{tro} \right\}
\tag{G.4.5}
\]

Solving equations (G.4.4) and (G.4.5) for \( \tau_e \) at specific current value \( I \) and its corresponding relaxation oscillation frequency \( f_r \). Assuming \( I = 20 \) mA from the frequency response measurement curve at 20 mA, the relaxation oscillation frequency, \( f_r \approx 6.24 \) GHx. Using these values, the solution of (G.4.4) with (G.4.5) leads to the carrier life time, \( \tau_e \approx 1 \) ns.

From equation (G.4.5), the term \( \Gamma v_g \gamma_o \approx 9.98 \times 10^{-13} \) m\(^3\) s\(^{-1}\). To evaluate the gain coefficient \( g = v_g \gamma_o \), the confinement factor should be determined.

To determine the confinement factor, the analysis presented in Appendix A is used. The transverse field distribution function can be solved by applying the appropriate continuity and boundary conditions to evaluate the TE modes inside the cavity leading to the normalized waveguide thickness as given by,

\[
D = k_o d \sqrt{n_2^2 - n_1^2}
\tag{G.4.6}
\]

in which \( n_2 \) and \( n_1 \) are the active and cladding layers refractive indices, \( d \) is the active region thickness and \( k \) is the wave number. Assuming the active medium can support only the lowest order fundamental TE mode, \( D < \pi \), leads to,

\[
d \leq \frac{\lambda}{2} \left( n_2^2 - n_1^2 \right)^{\frac{1}{2}} \quad [\mu m^{-1}]
\tag{G.4.7}
\]

Using equation (A.2.4) and sections A.1 and A.2 and solve for the transverse and lateral confinement factor assuming single mode laser with cavity width \( W \) small compared to the
diffusion length as discussed in Appendix D leads to,

\[
\alpha = -\Gamma_L \Gamma_T g + \alpha_{\text{int}} \tag{G.4.8}
\]

\[
\Gamma_T \approx \frac{D^2}{(2 + D^2)} \tag{G.4.9}
\]

\[
\Gamma_L \leq \frac{W_n^2}{(2 + W_n^2)} \tag{G.4.10}
\]

\[
W_n \approx \frac{2\pi}{\lambda} W \sqrt{n_2^2 - n_1^2} \tag{G.4.11}
\]

in which \( W_n \) is the normalized width of the active region.

For the 1.3 \( \mu m \) InGaAsP-InP, \( D \approx k_o \lambda/(0.95 \times 10^{-6}) \) [184]. The difference between the cladding and active region index of refraction, \( \Delta n_L \approx 0.005 : 0.01 \) [6]. Using the above extracted parameters for a 1.3 \( \mu m \) InGaAsP-InP Fujitsu FLD3F7CZ laser of active region dimensions \( W \times d \times L \mu m^3 = 1 \times 0.1 \times 240 \mu m^3 \), \( \bar{n} = 3.2 \) and substitute in equations (G.4.6) to (G.4.10) leads to, \( \Gamma_L \approx 0.18 \) and \( \Gamma_T \approx 0.86 \). From equation (G.4.8), the confinement factor is equal to the multiplication of the lateral and transverse confinement factors, \( \Gamma = \Gamma_L \times \Gamma_T \approx 0.16 \) leading to the gain coefficient \( g = v_g \gamma_0 \approx 6.2 \times 10^{-12} m^3 s^{-1} \).

The above extracted parameters for 1.3\( \mu m \) InGaAsP-InP Fujitsu FLD3F7CZ laser are summarized in table G.1.

**Table G.1:** Extracted parameters for a 1.3 \( \mu m \) InGaAsP/InP Fujitsu FLD3F7CZ semiconductor laser.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol, Unit</th>
<th>Fujitsu FLD3F7CZ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operating wave length</td>
<td>( \lambda, \mu m )</td>
<td>1.3</td>
</tr>
<tr>
<td>Active region volume</td>
<td>( V_c, \mu m^3 )</td>
<td>24 ( \times 10^{-18} )</td>
</tr>
<tr>
<td>Transparency carrier density</td>
<td>( C_{\text{tro}}, m^{-3} )</td>
<td>1( \times 10^{24} )</td>
</tr>
<tr>
<td>Mode confinement factor</td>
<td>( \Gamma )</td>
<td>0.16</td>
</tr>
<tr>
<td>Gain coefficient</td>
<td>( g = v_g \gamma_0, m^3 s^{-1} )</td>
<td>6.2 ( \times 10^{-12} )</td>
</tr>
<tr>
<td>Spontaneous emission factor</td>
<td>( \beta_{sp} )</td>
<td>5 ( \times 10^{-5} )</td>
</tr>
<tr>
<td>Photon life time</td>
<td>( \tau_{ph}, s )</td>
<td>1( \times 10^{-12} )</td>
</tr>
<tr>
<td>Electrons life time</td>
<td>( \tau_e, s )</td>
<td>1( \times 10^{-12} )</td>
</tr>
<tr>
<td>Gain compression</td>
<td>( \epsilon, m^{-3} )</td>
<td>2.3 ( \times 10^{-24} )</td>
</tr>
</tbody>
</table>
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