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Abstract

In recent times a lot of emphasis has been placed on environmental sustainability, especially concerning mine waste and management. This includes not only current operations, but those of historic sites as well. Waste rock is one of the largest waste streams produced from mining operations and has often been overlooked in the past. One of the potential byproducts of waste rock is Acid Mine Drainage (AMD), also called Acid Rock Drainage (ARD), from the dissolution of sulfides which can release acidic and metalliferous effluent into the environment. Research is currently ongoing for ways to limit exposure of waste rock to atmospheric conditions.

This thesis presents a model of a 1-D, 17 m high, theoretical waste rock pile with a non-reactive cover that would have existed 30 years in the past at the Detour Lake property. Since short term predictions are difficult due to the heterogeneous nature of waste rock and the seasonal variety from one year to the next, the model simulates 30 years of exposure to atmospheric conditions. The project utilizes hydrological and mineralogical work previously done on site along with 30 years of meteorological data to build the model. Similar procedures may be used to model the long-term generation of AMD on other sites and act a tool to test waste rock management strategies.

The model demonstrates long-term sulfide dissolution consistent with that of the Shrinking Core Model, such as gradual decreases in sulfate and iron production. This is accompanied with a gradual increase in alkalinity and pH and indicates the carbonate mineral are more than capable of buffering acidity generated from the system. The effluent discharged from the model after 30 years has similar properties to pore water samples collected on-site. Seasonal influxes of water, chiefly melt water and spring rains, had a visible impact on component concentrations. Large infiltrations served as flushing events temporarily increasing concentrations of pore water components and can explain the variety in the sample data collected in the field. Oxygen gas concentrations above 10 m were higher than averages seen in field observations, however atmospheric levels of oxygen were also observed in this data. These results suggest the non-reactive cover alone is not an adequate measure for limiting the production of AMD.
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Chapter 1: Introduction

Since antiquity, human beings have benefited greatly from mining. From the chert mines at Nazlet Sabaha, Egypt, that are dated to as far back as 50,000 years ago, to mines in the Chalcolithic age where copper ore was used to make bronze, mining has always been part of humanity (Dionne, 2014; Hudson-Edwards et al., 2011). Today we find the products of mining in our cell phones, in the vehicles we drive, building materials etc. As populations have continued to grow and technological advancements have progressed, demand has risen for certain commodities and so too has the scale of mining around the world. This has made the mining industry one of the largest contributors to the global economy. In 2015, the mining industry accounted for 19% of the total value of exported goods and contributed $56 billion to the GDP in Canada. The industry employs 373,000 workers with 190,000 indirectly employed as a result, in addition, the industry will require more than 106,000 skilled workers in the next decade. Those employed by the mining industry enjoy the highest average annual salary out of industrial sectors in Canada, with average earnings exceeding $115,000 (The Mining Association of Canada, 2016).

Unfortunately, there is also an environmental cost associated with mining. Many chemicals are often used to process ore such as cyanide used in gold leaching, generating leftover waste once the processing is complete (La Brooy et al., 1994). This processed waste material is known as tailings. Historically more emphasis was placed on impact of tailings on the environment, and most of the remediation/management costs have also gone in reducing this impact. However, tailings are not the only form of waste. Material that is below the cut-off grade to be economically feasible or material necessary for removal to reach ore grade material is known as waste rock (Lottermoser, 2010) and represents an important environmental risk (Coumans, 2003; The Mining Association of Canada, 2016).

This fresh waste rock material becomes exposed to rainwater and the oxygen rich atmosphere, accelerating chemical and physical weathering, and therefore increasing the potential for metalliferous and acid leaching known as Acid Rock Drainage (ARD) or Acid Mine Drainage (AMD) (Moncur et al., 2005). Waste rock is often classified as non-acid generating (NAG) or potentially acid generating (PAG) based on the potential of (primarily) sulfides to oxidize and produce acidity. This classification is used in the management of waste rock and controlling the effects of AMD (Landers et al., 2014).

AMD can have a large environmental impact on ecosystems due to its acidic pH and dissolved heavy metal content. Acidic pH and excess metals can disrupt the nutrient uptake of plants and affect the
physiological functions of aquatic organisms which generally exist in a system with natural pH between 6-9 (Lenntech, 2018; Simate and Ndlovu, 2014). This leads to less than ideal living conditions and eventual death with increasing acidity, as well as promoting the invasion of non-desirable species. In addition, heavy metals can bio-accumulate in organisms and work their way up the food chain, indirectly affecting animals further removed from the location of the AMD, including humans (Simate and Ndlovu, 2014).

Heavy metals can also directly impact human health due to their toxicity and long-term effects. Heavy metals can accumulate in vital organs and impact their function. Furthermore, they can interfere with absorption of necessary minerals and disrupt the body’s ability to make use of these essential minerals (Singh et al., 2011). For example, excess levels of copper (exceeding 0.10 mg/L) can lead to anemia, liver and kidney damage, whereas lead concentration exceeding 0.10mg/L can result in severe developmental problems in young children and developing fetuses, and cause chronic damage to the nervous system among many other effects (Solomon, 2008; Simate and Ndlovu, 2014).

In terms of scale, in Ontario alone there exists at least 5762 known orphaned and abandoned mines of which several hundred are cause for concern according to the Abandoned Mines Information System (AMIS) database (2018). Databases like these help to supply the National Orphaned and Abandoned Mines Initiative (NOAMI) with information on abandoned and orphaned mines across Canada, of which there are thousands more, not including missing data as seen by the lack of data from British Columbia (Figure 1).
Statistics Canada (2012) estimates that the mining industry generates approximately 1 million tonnes of waste rock each day or 365 million tonnes a year, not including historic waste rock piles. Although the life of a typical mine is 15-20 years, AMD from a waste rock pile may continue to produce effluent for thousands of years (Coumans, 2003).

On a global scale, this represents a significant potential for environmental impact (INAP, 2014). The costs associated in managing AMD on these timescales is not practical. In addition, with the increasing emphasis on environmental impacts this maintenance would not be economically feasible for mining companies (Coumans, 2003; The Mining Association of Canada, 2016). Tremblay and Hogan (2001) estimated costs for total worldwide liability associated with the current and future remediation of AMD to be $100 billion. This emphasizes the importance in the understanding and management of current and historic waste rock piles.

A new tool for this characterization is the use of numerical modeling software to test and understand the effluent generated by mine waste and contaminated sites. MIN3P is one such numerical model that can calculate both the hydrological and geochemical systems simultaneously (Mayer et al., 2002). In such instances MIN3P software has been used to characterize solute transport and acid neutralizations reactions in tailings (Brookfield et al., 2006; Jurjovec et al., 2004), nickel sorption processes and release into effluent (Demers et al., 2013), sulfide isotope
fractionation in contaminated water (Gibson et al., 2010) as well as the effect of different covers placed over tailings to reduce AMD generation (Pabst et al., 2017; Ouangrawa et al., 2009; Molson et al., 2007). Most recently, work by Wilson et al. (2018) simulated the geochemical evolution of waste rock from the Diavik Diamond Mine in humidity cell experiments to characterize the dependence of temperature and sulfide content on AMD generation. Apart from this, most of the work done to date using MIN3P software has not been on waste rock but primarily tailings and other contaminated sites. The complexity of waste rock in addition to variable climate over longer timescales presents a unique problem.

1.1 Thesis Organization
This thesis is divided into five chapters. Chapter one serves as an introduction to the thesis and outlines research objectives. Chapter two discusses the waste rock geochemistry, the site background and geology at Detour Lake, and details previous work carried out on site which includes hydrological, geochemical and gas transport characterization. Chapter three introduces the conceptual model and includes a brief on the MIN3P software as well as input parameters for the simulation. Chapter four provides the results and discussion of the MIN3P simulation. Chapter five presents the conclusions of this thesis and provides some possibilities for additional work to be carried out on the historic waste rock piles.

1.2 Detour Research Program
The Detour Gold Waste Rock Research Project was started in 2011 by researchers from the University of Waterloo, the University of Alberta and as of 2014, Carleton University. The goal of the project is to characterize four historic waste rock stockpiles (named WRS 1 through 4) from previous mining activities at the Detour Lake Mine which ceased in 1999. The research seeks to understand pore water movement and geochemistry within the waste rock piles in the hopes that the data collected can help with future management of AMD from sulfide-bearing waste rock. Currently there are several monitoring techniques and a host of monitoring equipment in place on WRS 3 and WRS 4. These include permeability testing, ECH₂O probes to measure moisture content, tensiometers to measure water tension, thermistors to measure temperature, Soil Water Solution Sampling (SWSS) lysimeters to collect samples from unsaturated waste rock, water sampling wells to collect water from below the water table, and pore gas composition (O₂ and CO₂) sampling ports. In addition, unique to WRS 3 is a data logger connected to pressure sensor probes that measures the internal pressure gradients of WRS 3 in
relation to wind vector measurements and atmospheric pressure. The project has four overall research objectives:

1. To characterize and understand the hydrology of the existing waste rock stockpiles at the Detour Lake site.
2. To determine the distribution and reactivity of acid-generating sulfide minerals, acid-consuming components, including carbonate minerals, and secondary minerals within the existing waste-rock stockpiles at the Detour Lake site and to determine the mechanisms controlling the release, transport and attenuation of acidity and dissolved trace elements.
3. To assess the effect of pile construction and configuration on the rates of gas transport, sulfide mineral oxidation, water transport and water chemistry within waste rock stockpiles.
4. To determine scaling relationships between small-scale laboratory measurements and measurements made on the operational waste rock piles at the Detour Lake site and to evaluate differing scaling approaches.

Objectives 1 and 3 were initially investigated by Cash (2014) with a sampling program aimed at the physical characterization of a waste rock pile which included a survey on grain size distribution using sieve analysis, and Digital Image Processing (DIP) analysis. An analysis of flow was conducted from the results of the sampling program and a theoretical flow model.

A mineralogical analysis of select samples collected by Cash (2014) using X-Ray Florescence (XRF) and electron microscopy (SED-EDS) was carried out by McNeill (2016). Geochemical data gathered from instrumentation installed on WSR piles 3 and 4 was also examined. In addition, bacterial analysis and acid base accounting (ABA) was carried out by McNeill (2016), contributing to Objectives 1 and 2 identified by the Research Program.

Most recently, work by Steinepreis (2017) examining gas transport mechanisms addressed Objectives 2, 3 and 4. Steinepreis (2017) identified advective transport of oxygen is the main source of O₂ within the waste rock pile and identified a series of intermediate sulfur species produced as iron sulfides are oxidized to sulfate.

1.3 Thesis Objective
The goal of this thesis is to simulate exposure of the historic waste rock pile to 30 years of atmospheric oxygen and rainwater; starting with theoretical fresh waste rock that would have been present when
the waste rock piles were deposited; and evolving to conditions presently found on WRS 3. A model that is successful in reproducing the geochemical and hydrological characteristics of WRS 3 can then be used to examine the geochemical evolution over time within the waste rock.

Waste rock piles are highly variable and so too are seasonal variations, making short term predictions difficult since a variety of assumptions are needed for model simulation. A longer time frame for simulation allows many of the variations to average out over time, making the assumptions more robust in long term projections of Acid Mine Drainage and metalliferous effluent. This modeling methodology could prove to be invaluable in the management of future waste rock piles (such as those currently under construction at the Detour Gold Mine) by providing a means to predict AMD in a variety of scenarios.

Chapter 2: Background
2.1 Waste Rock Geochemistry
2.1.1 Redox Reactions
Oxidizing iron-sulfide minerals are the primary source for AMD in waste rock piles. The oxidation reactions result in the release of H+ ions which lower the pH of infiltrating rainwater as it drains through the rock pile. In addition to lowering the pH, by-products such as sulfate and metals are also released into the pore water. The primary sulfides identified at the Detour Gold mine are pyrrhotite and pyrite with minor chalcopyrite, and pentlandite (Robertson et al., 2012).

At pH levels above 4, the oxidation of sulfides is primarily by oxygen. The oxidation reaction for pyrrhotite is as follows (Nicholson and Scharer, 1994; Belzile et al., 2004):

$$Fe_{[(1-x)]}S + (2 - 0.5x)O_2 + xH_2O \Rightarrow (1-x)Fe^{2+} + SO_4^{2-} + 2xH^+$$  \hspace{1cm} (1)

Similarly, the oxidation reaction for pyrite can be described as follows (Blowes et al., 1994):

$$FeS_2 + 3.5O_2 + H_2O \Rightarrow Fe^{2+} + 2SO_4^{2-} + 2H^+$$  \hspace{1cm} (2)

The by-products of these two reactions are ferrous iron, sulfate and H+ ions. Although similar, the chemical structure of pyrrhotite is somewhat deficient in iron leading to a range of chemical formulas and as a result of this structure, it oxidizes more readily in atmospheric conditions. The rate can be up to
two orders of magnitude greater than pyrite (Nicholson and Scharer, 1994). In low pH (less than 4) conditions, ferrous iron can be oxidized (Belzile et al., 2004);

$$Fe^{2+} + 0.25O_2 + H^+ \Rightarrow Fe^{3+} + 0.5H_2O$$ \hspace{1cm} (3)

And, at marginally acidic to neutral pH conditions, most ferric iron is precipitated out as iron oxyhydroxides such as ferrihydrite (equation 4), and therefore does not contribute significantly to the dissolution of iron sulfides (Belzile et al., 2004).

$$Fe^{3+} + 3H_2O \Rightarrow Fe(OH)_{3(s)} + 3H^+$$ \hspace{1cm} (4)

At lower pH levels however, oxidation by ferric iron is more prevalent. This is because in these acidic conditions iron oxyhydroxides are more soluble leading to more ferric iron remaining in solution and allowing oxidation with iron sulfide minerals to occur. Oxidation reactions for pyrrhotite and pyrite, respectively are as follows (Belzile et al., 2004; Blowes et al., 1994):

$$Fe_{(1-x)}S + (8 - 2x)Fe^{3+} + 4H_2O \Rightarrow (9 - 3x)Fe^{2+} + SO^{2-}_4 + 8H^+$$ \hspace{1cm} (5)

$$FeS_2 + 14Fe^{3+} + 8H_2O \Rightarrow 15Fe^{2+} + 2SO^{2-}_4 + 16H^+$$ \hspace{1cm} (6)

The ferric iron dissolution pathways for pyrite and pyrrhotite release a significant amount of H$^+$ ions leading to a quick decrease in pH. In acidic conditions with adequate levels of oxygen present, the combination of both the oxygen and ferric iron dissolution pathways leads to a much larger production of acid mine drainage.

2.1.2 Acid Neutralization Reactions
The oxidation of iron sulfides results in the generation of acidity. This generation of acidity can be buffered by the dissolution of other minerals that consume the excess H$^+$. If the rate of H$^+$ consumption exceeds the acidity produced from the weathering and dissolution of sulfides, then the net result is an increase in alkalinity in solution and a greater capacity to buffer pH. (Strömberg and Banwart, 1999). The pH levels will remain relatively stable until the primary buffering minerals (usually carbonates) are dissolved out. As the volume of the primary buffering minerals is consumed, the alkalinity in solution is reduced and the pH begins to drop. Next, the drop in pH will facilitate the dissolution of oxyhydroxides
such as ferrihydrite, and another series of acid neutralization reactions begin to occur. The process is sequential, and these reactions are well known from the study of tailing impoundments (Blowes et al., 1994; Smyth, 1981; Morin, 1983; Dubrovsky, 1986; Morin et al., 1988). It begins with the initial dissolution of carbonate minerals which buffer the pH to approximately 6.5-7.5. (Blowes et al., 1994; Strömberg and Banwart, 1999) This reaction is described below for calcite and dolomite; the two principle carbonate minerals found at the Detour Gold mine (Blowes et al., 1994):

Calcite Dissolution

\[ CaCO_3 + H^+ \rightarrow Ca^{2+} + HCO_3^- \]  
(7)

Dolomite Dissolution

\[ CaMg(CO_3)_2 + 2H^+ \rightarrow Ca^{2+} + Mg^{2+} + 2HCO_3^- \]  
(8)

Secondary minerals may form from the dissolution of the carbonate minerals such as siderite:

\[ CaCO_3 + Fe^{2+} \rightarrow FeCO_3(s) + Ca^{2+} \]  
(9)

These secondary minerals along with oxyhydroxides will begin to dissolve once the carbonates have been exhausted and will typically buffer the pH between 4.8 and 6.3. As pH declines further, this buffering process is followed by the dissolution aluminum hydroxides (such as Gibbsite) that buffer pH between 4 and 4.3. Once the aluminum hydroxides have been exhausted, iron hydroxides (such as goethite) will begin to dissolve. The pH levels at this stage are usually below pH 3.5. It is at this point that dissolution of aluminosilicate minerals such as albite and anorthite will begin to occur (Blowes et al., 1994).

2.2 Site History and Geology
2.2.1 Site description

The Detour Lake property encompasses an area of 625 km$^2$ in northeast Ontario, Canada. Geographically, the mine site is approximately 14.3 km from the Quebec border and 128 km south of James Bay. By vehicle, the site is 185 km northeast of Cochrane, Ontario, via an extension to highway 652 north. Climate data for the site is estimated from Environment Canada meteorological stations at Kapuskasing, Ontario, and Matagami, Quebec. Average temperatures range from 16.6 °C in July to -18.8 °C in January with a mean temperature of 0.3 °C, with average total precipitation estimated at 851 mm annually.
The site was initially discovered by Amoco Canada Petroleum Company Ltd. in 1974 using airborne geophysical surveys. Amoco began an exploration project in 1975 comprised of 47,444 meters of surface drilling, confirming the presence of a large gold deposit. This was followed by an extensive exploration program by Campbell Red Lake Mines from 1979-1982 (DGC, 2016).

Open pit mining began in 1982. In 1987 Campbell Red Lake Mines merged with Dome Mines Ltd. and Placer Development to become Placer Dome Inc. Mining underground commenced and continued along with open pit mining until 1999 when mining ceased. Production was approximately 1.8 million ounces of gold from 14.3 Mt of rock over the 17-year period (DGC, 2016).

On January 11th, 2013, Detour Gold resumed mining activities on the property, with full scale commercial production occurring in August, 2013. This saw a significant expansion of the open pit with plans for expansion to the west known as West Detour (DGC, 2016). The total inferred resources are estimated at 44.9 million tonnes at 0.82 g/t Au, with a cut-off grade of 0.5 for a total inferred amount of 1,188,000 gold ounces. The reserves for the entire Detour Lake property are estimated to be 508 million tonnes at 0.97 g/t Au, for a total of 15,814,000 gold ounces (DGC, 2017).

2.2.2 Geology
The Detour Lake property is situated within the northwestern portion of the Abitibi Greenstone Belt of the Superior Province of the Canadian Shield. The Abitibi Greenstone Belt is world renowned as a rich mining area with reserves of gold, copper, zinc and silver and is host to several volcanogenic massive sulfides (VMS) deposits and epigenetic gold deposits with a total mineral production valued at approximately $120 billion as of 2005 (DGC, 2016; Oliver et al., 2012). The Detour Lake area has undergone higher levels of metamorphism in contrast to the more southern portion of the Abitibi Greenstone Belt and is characterized primarily by a biotite-actinolite-albite-pyrrhotite assemblage associated with this higher-grade metamorphism (amphibolite facies) (Oliver et al., 2012). Although pyrrhotite is the main sulfide, pyrite is present, with lesser chalcopyrite and with minor pentlandite and arsenopyrite. The primary carbonates are calcite and lesser dolomite (Robertson et al., 2012).

The primary gold deposit is found on the contact between younger (2.70 Ga) Caopatina Assemblage sedimentary rocks overlain by mafic to ultramafic rocks of the (2.72 Ga) Deloro Assemblage. The Caopatina formation is characterized by volcaniclastic sediments, quartz wackes, laminated argillites, and some tuffaceous rocks. The Deloro Group Assemblage is made up of two formations, the Upper
Detour Lake Formation (UDLF) and the Lower Detour Lake Formation (LDLF). The Upper Detour Formation is made up of mafic tuffs, mafic flows, mafic hyaloclastites and pillow flows. In contrast, the Lower Detour Lake Formation is made up of ultramafic to mafic flows, sills and dikes, a cherty layer named the Chert Marker Horizon (believed to be a deformed felsic volcaniclastic unit), and felsic volcaniclastic rocks. Mineralization at the Detour Lake property is situated within a regional thrust fault known as the Sunday Lake Deformation Zone between the Deloro and Caopatina Assemblages. Most of the auriferous mineralization is found on the northern hanging wall (Deloro Group) portion of the fault between the Upper Detour Lake Formation and Lower Detour Lake Formation, primarily in the Chert Marker Horizon and a network of quartz carbonate vein stockwork that move off from the main deformation zone. The veining likely formed after the thrust-related deformation, under a strike-slip transpression event (Oliver et al., 2012).

2.3 Historic Waste Rock Pile Characterization
2.3.1 Waste Rock Construction
Mining companies typically store waste rock in close proximity to the mine. Pile construction varies but there are two primary methods used, end-dumping and push-paddock dumping. End dumping is the process in which waste rock is carried to the edge of a waste rock pile and dumped. When the outer edges of the pile have reached their limits, the waste rock is piled higher. Bulldozing may be required to create a nicer surface for the dump trucks to travel on. Push-paddock dumping is the process in which several consecutive dump sites are deposited in succession before the waste rock is bulldozed over the edge of the pile. Regardless of which process is used, as traffic moves over the surface a compacted layer is formed known as a traffic surface. Throughout the construction process as waste rock is piled higher, there may be several traffic surfaces formed. The waste rock between each traffic surface succession is known as a lift.

Through the deconstruction process of a historic waste rock pile at the Golden Sunlight Mine in southwest Montana, USA, Herasymuik (1996) found that the end dumping process often used to construct rock piles causes segregation of rock clasts primarily due to gravity and clast size distribution can be highly variable. During the dumping process, the smaller clasts tend to be deposited near the dump site. Larger clasts will typically roll down the slope and settle at the base of the pile forming a coarse base. Continued dumping will form a series of layers varying in thickness from dozens of centimeters to several meters, dipping at the same angle as that of the slope of the pile and a
compacted layer or traffic surface created by the process. As multiple layers of waste rock are piled on to each other, this will lead to a heterogeneous and highly structured waste rock pile.

At Detour, Cash (2014) determined that the stockpiles showed some evidence for end dumping type construction, but the primary method was most likely push-paddock type dumping with 10-15m lifts. The lifts were separated by compacted material believed to be traffic surfaces. The result was material segregation with coarser material at the base and dipping beds. These findings are consistent with Herasymuik (1996) suggesting that although the processes differ, dipping beds with material segregation due to gravity separated by traffic surfaces is common to both types of dumping.

2.3.2 Waste Rock Hydrology
In unsaturated conditions, flow in waste rock is dependent on grain size and pore space and is characteristic of a material. A Soil Water Characteristic Curve (SWCC) which relates matric suction to water content can be a valuable tool to determine material properties, where matric suction is simply the difference between the air pressure $U_a$ and water pressure $U_w$ and is related to the pressure head (also called total suction) by the equation $\Psi = (U_a-U_w) + \pi$, where $\pi$ is osmotic suction. (Fredlund and Xing, 1994; Fredlund et al., 2012). This is especially true for finer grain sizes. Water between the grains is held under tension and is proportional to the curvature of the meniscus formed from the water connection between grains (Figure 2).

![Diagram of Capillary Water and Menisci Between Fine Grained Particles](image_url)

**Figure 2 - Capillary Water and Menisci Between Fine Grained Particles**
The water held by this water tension is known as capillary water. When water content decreases, the radius of the meniscus decreases, increasing the tension between the water and the grains. This process can lead to capillary flow, controlled by differences in matric suction. Particles that are larger with greater distances (pore space) between them are not able to retain water under the increased matric suction experienced in drier conditions and are unlikely to have capillary flow. (Dingman, 2002; Fredlund et al., 2012).

Herasymuik (1996) demonstrated that waste rock can be generally categorized into two different rock material types. Type one materials are physically defined as finer grained having more than 40% passing through a 4.75mm sieve. They can retain water in unsaturated conditions, retain higher unsaturated hydraulic conductivities and the behavior of their SWCC is dominated by finer material. Type two materials have fewer than 40% clasts passing the 4.75mm sieve. They typically drain very quickly under small values of matric suction, have a rapidly decreasing hydraulic conductivity and have little capacity to retain water under unsaturated conditions. Similarly, Stockwell et al., (2006) found that although subsurface flow is difficult to characterize, flow within a stockpile at Key Lake, Saskatchewan, demonstrated preferential flow through coarser material during wet conditions, and flow through finer material (capillary flow) in drier conditions. At the Detour Gold mine site, 4 historic waste rock piles, named waste rock stockpile (WRS) 1 through 4, were deposited during the initial mining activities which ceased in 1999 and were left exposed to the elements. Cash (2014) carried out a similar geotechnical and hydrological analysis on WRS 1 and 2. Relocation of these two stockpiles was necessary as they were within the planned footprint of the open pit. This provided an opportunity for in-situ test pit and full-scale excavation sampling.

Physical observations by Cash (2014) provided an insight into the heterogeneous nature of the historic Detour waste rock. The piles were found to include a cover of 0.3-1m thick glacial overburden that was mainly silty-sand with some larger (up to 0.3m diameter) clasts. The waste rock grain sizes ranged from clay sized to 2m boulders.

Measurements for matric suction and moisture content were carried out in test pits and pail samples. Matric suction ranged from 1-53 kPa and moisture content ranged from 0.3-12.5 wt%. Sieve analysis was conducted on particles up to 75 mm in size to characterize the fine fraction of the material. Matrix fines were categorized as material that passes the 4.75 mm sieve. Less than 40% of material passed
through the 4.75 mm sieve indicating the waste rock can be categorized as primarily rock-like. Digital image processing (DIP) was conducted to characterize the larger particles, indicating the fraction of matrix fines within the totality of the waste rock material is only approximately 17%.

Soil water characteristic curves constructed from this data indicated quick drainage under low matric suctions for the larger waste rock particle fraction, and that the flow is controlled by the matrix fines fraction of the waste rock pile material. These findings mirror the flow results of Herasymuik (1996) and Stockwell et al., (2006) characterizing flow within waste rock material and the tracer test results of Nichol et al., (2005) where waste rock below the wetting front carried less than 0.1% of net infiltration in non-capillary flow. Furthermore, work carried out on large test piles at the Diavik Diamond mine located in the Northwest Territories also showed that matrix flow is the dominant mechanism, even though only 18% of waste rock material at Diavik is smaller than 5 mm. (Momeyer, 2003; Neuner et al., 2013; Fretz, 2013)

2.3.3 Waste Rock Mineral Composition

Whole rock analysis completed by McNeill (2016) using X-Ray Florescence (XRF) on previously sieved materials from Cash (2014) characterized the weight percentage breakdown of oxides (Al₂O₃, CaO, Fe₂O₃, K₂O, MgO, MnO, Na₂O) and the concentration of metals (Cr, Cu, Ni, Zn, Pb) in their respective sieve fractions. A more detailed analysis of a sample using electron microscopy with energy dispersive spectroscopy (SED-EDS) was done to determine the mineral assemblage. The primary minerals were found to be anorthite and hornblende with weight percentages of 26% and 20%, respectively, followed by clinochlore at 15%, albite at 12%, quartz at 13%, and vermiculite at 11%.

Testing for total carbon and total sulfur contents using a carbon/sulfur analyzer was done on all the samples yielding ranges of 0 to 2.5 wt% carbon and 0 to 2.2 wt% sulfur. These results were used in an Acid Base Accounting (ABA) which concluded that 50 % of samples from WRS 1 and 2 were potentially acid generating (PAG), WRS 4 had 45% of samples that were PAG, and WRS 3 had no samples that were PAG (McNeill, 2016).

For use in model simulations, average weight percentages for significant sulfides were calculated based on the trace metal concentrations and whole rock analysis done by McNeill (2016). Primary sulfides were pyrrhotite and pyrite with averages of 0.799 wt% and 0.343 wt%, respectively, with lesser...
chalcopyrite, covellite and pentlandite with 0.037 wt%, 0.016 wt%, and 0.025 wt%, respectively, and minor sphalerite and arsenopyrite with 0.008 wt% and 0.007 wt%, respectively.

2.3.4 Waste Rock Gas Transport
On WRS 3, the pore gas analysis of O₂ and CO₂ showed significant variation. Oxygen levels fluctuated from atmospheric to 0.5% while carbon dioxide values varied from below detection limit to 15%. The trend of average values demonstrated a decrease of oxygen and increase in CO₂ gradually with depth until approximately 15-17 m. At this depth, interaction with the water table may be causing elevated CO₂ levels. The air permeability of the 0.5-1.2 m cover soil was low (at 3x10⁻¹¹ m²), approximately 2 orders of magnitude lower than that of the rest of the waste rock at (9x10⁻⁹ to 1x10⁻¹⁰ m²). The findings indicate that on WRS 3, the cover material is reducing the influx of atmospheric oxygen (McNeill, 2016).

Steinpreis (2017) setup a network of samplers to measure gas pressure 12 sampling points within WRS 3 with varying depths ranging from 1.7 m to 15 m, and 12 additional locations around the exterior of WRS3 to record exterior air pressure. Pressure sensors were wired into a data-logger and collected pressure and wind vector measurements every 4 seconds averaged out to 1-minute intervals. Also collected were atmospheric oxygen and carbon dioxide readings at approximately daily intervals. The findings indicated that there was a strong correlation between O₂ levels within the rock pile with wind vector and temperature changes; while barometric pressure changes had minimal effect on O₂ levels. This indicated that advective transport of O₂ was the primary source of atmospheric oxygen into the waste rock (Steinpreis, 2017). WRS 4 pore gas analysis shows atmospheric levels of O₂ and CO₂ throughout. This was due to a previous excavation on the western side of the waste rock pile, rendering the cover ineffective at preventing the influx of oxygen (McNeill, 2016).

2.3.5 Waste Rock Pore Water Geochemistry
Data from 2012-2014 recovered from the in-situ instrumentation in place at WRS 3 and 4 were analyzed by McNeill (2016). Pore water sampling for various depths was limited to two locations on WRS 3, site 3-1 and 3-2. At each of these two sites sampling was limited to 3 depth intervals; 4.2 m, 9.2 m and 14.2 m for site 3-1, and 5 m, 10 m and 15 m for site 3-2, respectively. Sampling times varied year to year based on the availability of the sampling team and the opportunity for site access. Sampling occurred most often from May to September. Due to the sporadic sampling intervals coupled with long-
term and short-term seasonal variations, and the relatively short time span of the research program, it was difficult to ascertain strong geochemical trends.

The pH values obtained from the pore water samples are noticeably more neutral with an average pH of 7.9 than the paste pH of samples taken by Cash (2014) from WRS 1 and WRS 2 (pH of 5.76), and rarely dropped below pH of 7 with the lowest value at pH 6.96. Although the pH is typically neutral, the sulfate levels range from 200 to >2000mg/L and are accompanied by trace metals (notably Co²⁺, Ni²⁺, Cu²⁺ and Zn²⁺) and levels reaching 370 mg/L for Mg²⁺ and 121 mg/L total iron, indicating sulfide oxidation is taking place and neutral mine drainage is being produced. Alkalinity levels on WRS 3 averaged from 531 to 1000 mg/LCaCO₃. The elevated alkalinity indicates a larger capacity for buffering acidity remains. Alkalinity was lower on WRS 4 averaging from 15 mg/L to 150 mg/LCaCO₃, except for a spike at 25m depth from an average of 330 mg/L to 622 mg/L CaCO₃.

Chapter 3: Conceptual Model

3.1 General Approach

The model was conceived to simulate conditions presently found in WRS #3 and examine the evolution of waste rock geochemistry over time. Simulating pore water flow and geochemistry through waste rock piles has been proven difficult due to the heterogeneous nature of the waste rock and seasonal variations which include temperature, precipitation etc. However, using various data collected from the Detour Research Program to characterize the waste rock pile’s physical and hydrological characteristics, it may be possible to average out the discrepancies over time. The goal of the simulation is to show this and provide a methodology for this process in the hopes it can be used to describe acid mine drainage in other settings. The results simulated using MIN3P software will be compared to pore water samples collected in recent years. In addition, PHREEQC software will be used to compare the saturation indices of the simulated data and the measured pore water samples.

The simulated 1-D column was set as 1 m X 1 m X 17 m high with the 17 m length divided into 356 control volumes each representing an interval of approximately 4.8 cm of waste rock. The top 1.12 m of the column represented the cover material and the remaining 15.88 m represented waste rock. The water table was set at 16 m in depth to mimic measured values in the field (Steinepreis, 2017). Seasonal climate data was taken from the weather station at Kapuskasing, Ontario. The temperature within the waste rock pile was set at 8 °C as this was the average value observed from ECH2O probes within WRS.
Gases considered in the simulation were limited to CO$_2$ and O$_2$. The physical characteristics of the theoretical pile were derived from data collected by Cash (2014) for WRS 1 and 2 and calibrated to match the monitoring data installed on WRS 3. The general mineral assemblage of the theoretical waste rock was estimated from previous work completed by McNeill (2016) on samples from WRS 1 and 2 and geological information from Olivier et al., (2012) and Robertson et al., (2012). Mineral weight percentages were then calculated and converted into bulk mineral volumes for use in MIN3P.

Flow through the pile was considered as transient and occurring in a variably saturated medium to mimic seasonal variations. Rainwater enters from the top of the experimental column through infiltration with rates determined from monthly averages. Water exits the bottom of the column freely at the water table. Although under larger rainfall events flow is generally through larger voids and pore space, the residence time is short as the water drains quickly from this material, resulting in little interaction with minerals to occur. This fast, preferential flow does not significantly contribute to AMD or elevated metal levels (Strömberg and Banwart, 1999). For this reason, flow in the conceptual model was limited to flow through the matrix fines. Infiltration of water was only considered for non-winter months since pore water is generally frozen near the surface, preventing further influx of water (Herasymuik, 1996; Stockwell et al., 2006; Nichol et al., 2005; Momeyer, 2003; Neuner et al., 2013; Fretz, 2013; Gray et al., 2001).

The dissolution of the iron sulfides is described using the Shrinking Core Model. The Shrinking Core Model (SCM) approximates the dissolution of a spherical particle and considers a reduction in the reaction rate over time as the particle reacts out. The initial particle is composed of a stagnant water film surrounding an unreacted core. As the surface of the unreacted core begins to react, the portion of the unreacted core begins to shrink, leaving behind reacted material known as either a leached layer or a reaction rim. The reacted material left over from the dissolution reaction acts as a barrier, reducing the influx of oxygen or ferric iron reaching the unreacted core, further reducing the reaction rate. The reaction rate is therefore dependent both on the surface area of the mineral available for reaction, and the diffusion rate of either oxygen or ferric iron across the leached layer as shown in Figure 3 (Yagi and Kunii, 1955; Levenspiel, 1972; Wunderly et al., 1996; Mayer et al., 2002).
**3.2 MIN3P Numerical Model and PHREEQC**

MIN3P is a numerical model used for multi-component reactive transport in variably saturated porous media in one, two or three dimensions. The software can be used to simulate both constant and transient flow and diffusive gas transport in addition to geochemical reactions which include kinetic or equilibrium-controlled reactions, and sulfide mineral dissolution reactions consistent with the Shrinking Core Model. Another one of the benefits of this software is its use of external databases, primarily derived from MINTEQA2 by Allison et al. (1991), for mineralogical and geochemical properties saving a user a lot of time when creating input files.

The software considers solute and gas transport in a three-phase system. It utilizes a globally implicit method which solves reaction and transport processes concurrently, enforcing a global mass balance between the solid phase, aqueous phase and gas phase (Mayer et al., 2015). The simulated domain is divided into a series of control volumes which are linearized for both flow and transport equations using Newton’s Method (Mayer et al., 2002; Pabst et al., 2017). For simplicity, fluid is assumed to be incompressible, the air phase is considered passive, and there is no hysteresis (Mayer et al., 2002;
Neuman, 1973; and Panday et al., 1993). The mass conservation equations for flow and transport are
briefly described below.

PHREEQC is as a general-purpose geochemical model. It allows the modelling of reactions in solution,
and the reactions between a solution and either sediments or rock. Specific to its use in this project,
PHREEQC using the MINTEQ.V4 database was used to model mineral saturation indices of measured
pore water samples collected in the field.

3.2.1 Flow Equations
MIN3P uses the Richards’ equation (Richards, 1931) to describe flow through variably saturated soils.
The mass conservation equation for the relationship between the change in hydraulic conductivity and
saturation over time is as follows (Mayer, 1999):

\[
S_a S \frac{\partial h}{\partial t} + \phi \frac{\partial S_a}{\partial t} - \nabla \cdot \left( k_{rea} \bar{k} \nabla h \right) - Q_a = 0 \quad (10)
\]

where \( t \) is time (s), \( \phi \) is porosity, \( S_a \) is the water saturation, \( S_s \) is the specific storage coefficient,
\( \bar{k} \) is the hydraulic conductivity tensor (m/s), and \( Q_a \) is a source-sink term (s\(^{-1}\)). The relationships
between \( S_a \), the relative permeability, \( k_{ra} \), and aqueous phase pressure head (suction pressure) \( \Psi_a = h - z \) can be
described by soil hydraulic functions (Wösten and van Genuchten, 1988):

\[
S_a = S_{ra} + \frac{1 - S_{ra}}{(1 + \alpha \Psi_a^{n})^{m}} \quad (11)
\]

\[
k_{ra} = S_{eo}^{l} \left[ 1 - \left( 1 - S_{eo}^{1/m} \right)^{m} \right]^{2} \quad (12)
\]

where \( S_{ra} \) is the residual saturation (of the aqueous phase), and \( l, \alpha, n, m \) (where \( m=1-1/n \)) are van
Genuchten (V.G) hydraulic function parameters for a soil. \( S_{eo} \) is the effective saturation for the aqueous
phase with values between 1 (fully saturated) and 0 (completely dry) and is defined by:

\[
S_{eo} = \frac{S_a - S_{ra}}{1 - S_{ra}} \quad (13)
\]

3.2.2 Multicomponent Reactive Transport Equations
The mass conservation equations for reactive-transport reactions can be expressed for individual
aqueous species (components) (Yeh and Tripathi, 1989; Steefel and Lasaga, 1994; Lichtner, 1996). The
mass conservation equation for a component is described in terms of total component concentration and is described below (Mayer et al., 2002):

\[
\frac{\partial}{\partial t} \left[ S_g \phi T_j^a \right] + \frac{\partial}{\partial x} \left[ S_g \phi T_j^g \right] + \nabla \times [q_a T_j^a] - \nabla \times [S_a \phi D_a \nabla T_j^a] - \nabla \times [S_g \phi D_g T_j^g] - Q_j^{a,a} - Q_j^{a,s} - Q_j^{a,ext} - Q_j^{g,ext} = 0 \\
\]

(14)  

where \( S_g \) is the gaseous phase saturation, \( T_j^a \) and \( T_j^g \) are the total aqueous and gas phase concentrations of component \( j \), \( q_a \) is the Darcy fluid flux, and \( D_a \) and \( D_g \) are dispersion tensors for the aqueous and gas phases. Contributions to \( T_j^a \) from intra-aqueous and precipitation-dissolution reactions are represented by source-sink terms \( Q_j^{a,a} \) and \( Q_j^{a,s} \), whereas \( Q_j^{a,ext} \), \( Q_j^{g,ext} \) represent external source-sinks for aqueous and gas phases. The gas phase saturation is simply (from Mayer et al., 2002):

\[
S_g = 1 - S_a \quad (15)
\]

Solving for the Richard’s equation produces the Darcy flux vector, \( q_a \) (from Mayer et al., 2002):

\[
q_a = k_{ra} \frac{\rho_a g}{\mu_a} k \nabla h \quad (16)
\]

where, \( \rho_a \) is the aqueous phase density (kg/m\(^3\)), \( g \) is gravity (m/s\(^2\)), \( \mu_a \) is the aqueous phase viscosity, \( h \) is the hydraulic head (m), and \( k \) is the permeability tensor (m\(^2\)).

### 3.2.3 Gas Transport

Transport of pore gas in MIN3P is described using a Fickian diffusion process (Thorstenson and Pollock, 1989). MIN3P determines the effective diffusion coefficient according to Aachib et al. (2004) written as:

\[
D_p = \frac{1}{\phi^2} \left( D_p^o \cdot \theta_p^{3.4} \right) \quad (17)
\]

where \( p \) is the phase, \( D_p^o \) is the oxygen diffusion coefficient in air (m\(^2\) s\(^{-1}\)) and \( \theta_p \) is the porosity filled by phase \( p \) (which includes the volumetric water and air content).

### 3.3 Geochemical System

#### 3.3.1 Minerals

The generation of AMD is attributed primarily to pyrrhotite and pyrite in the model since the bulk volume compositions are an order of magnitude higher than that of chalcopyrite and two orders of
magnitude higher than that of sphalerite and pentlandite (Table 1). Chalcopyrite, sphalerite, and 
pentlandite were included because of the trace metals associated with these minerals found in the pore 
water geochemistry, mainly Co²⁺, Ni²⁺, Cu²⁺ and Zn²⁺. Carbonates calcite and dolomite were included as 
they are the primary buffering minerals. Anorthite and albite were included since they make up the 
majority of the bulk volume of the host rock. However, the neutral pH of the measured data suggests 
aluminosilicates are unlikely to dissolve. For this reason other major minerals such as clinoclrose, and 
actinolite etc. were omitted to improve the model’s simulation time. Ferrihydrite, gypsum, jarosite-k 
and siderite were included as secondary minerals (Table 1).

**Table 1: Reaction stoichiometry and solubility product constant (K) for minerals used in the simulation**

<table>
<thead>
<tr>
<th>Mineral</th>
<th>Stoichiometry</th>
<th>Log K_i</th>
</tr>
</thead>
<tbody>
<tr>
<td>¹Calcite</td>
<td>CaCO₃ → Ca²⁺ + CO₃⁻</td>
<td>-8.46</td>
</tr>
<tr>
<td>¹Dolomite</td>
<td>MgCa(CO₃)₂ → Mg²⁺ + Ca²⁺ + 2CO₃⁻</td>
<td>-17.09</td>
</tr>
<tr>
<td>²Anorthite</td>
<td>CaAl₂Si₂O₈ + 8H⁺ → Ca²⁺ + 2Al³⁺ + 2H₂SiO₄</td>
<td>-</td>
</tr>
<tr>
<td>²Albite</td>
<td>NaAlSi₃O₈ + 4H₂O + 4H⁺ → Na⁺ + Al³⁺ + 3H₂O</td>
<td>-2.59</td>
</tr>
<tr>
<td>²Ferrihydrite</td>
<td>Fe(OH)₃(am) + 3H⁺ ↔ Fe³⁺ + 3H₂O</td>
<td>-4.89</td>
</tr>
<tr>
<td>²Gypsum</td>
<td>CaSO₄ · 2H₂O ↔ Ca²⁺ + SO₄²⁻ + 2H₂O</td>
<td>-4.58</td>
</tr>
<tr>
<td>²Jarosite-k</td>
<td>KFe₃(SO₄)₂(OH)₆ + 6H⁺ ↔ K⁺ + 3Fe³⁺ + 2SO₄²⁻ + 6H₂O</td>
<td>-9.21</td>
</tr>
<tr>
<td>²Siderite</td>
<td>FeCO₃ → Fe²⁺ + CO₃⁻</td>
<td>-10.39</td>
</tr>
<tr>
<td>²Pyrrhotite</td>
<td>Fe₀.₈₅₇S + 0.143H₂O + 1.9285O₂(aq) → 0.857Fe²⁺ + SO₄²⁻ + 0.286H⁺</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Fe₀.₈₅₇S + 7.714Fe³⁺ + 4H₂O → 8.571Fe²⁺ + SO₄²⁻ + 8H⁺</td>
<td>-</td>
</tr>
<tr>
<td>²Pyrite</td>
<td>Fe₂S + H₂O + 3.5O₂(aq) → Fe²⁺ + 2SO₄⁻ + 2H⁺</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Fe₂S + 7Fe³⁺ + 4H₂O → 7.5Fe²⁺ + SO₄⁻ + 8H⁺</td>
<td>-</td>
</tr>
<tr>
<td>Sphalerite</td>
<td>ZnS + 2O₂(aq) → Zn²⁺ + SO₄⁻</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>ZnS + 2Fe³⁺ → 2Fe²⁺ + Zn²⁺ + S⁰</td>
<td>-</td>
</tr>
<tr>
<td>Chalcopyrite</td>
<td>CuFeS₂ + 4O₂(aq) → Cu²⁺ + Fe²⁺ + 2SO₄⁻</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>CuFeS₂ + 4Fe³⁺ → 5Fe²⁺ + Cu²⁺ + 2S⁰</td>
<td>-</td>
</tr>
<tr>
<td>Pentlandite</td>
<td>Fe₅.₃Ni₃.₆Co₀.₁S₉₀ + 16.5O₂(aq) + 2H⁺ → 5.3Fe²⁺ + 3.6Ni²⁺ + 0.1Co²⁺ + 8SO₄⁻ + H₂O</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Fe₅.₃Ni₃.₆Co₀.₁S₉₀ + 18Fe³⁺ → 23.3Fe²⁺ + 3.6Ni²⁺ + 0.1Co²⁺ + 8S⁰</td>
<td>-</td>
</tr>
</tbody>
</table>

¹k values from Chou et al. (1989)  
²K values from MINTEQA2 database, Allison et al. (1991)
3.3.2 Mineral Precipitation-Dissolution: Surface-Controlled Reactions

Non-sulfide mineral precipitation-dissolution reactions are best described in MIN3P using surface-controlled reactions. The reaction rate for a surface-controlled dissolution-precipitation reaction \( R_{ms}^m \) can be calculated based on the product of the reactive surface area \( S_i \left( m_{min}^2 L_{\text{bulk}}^{-1} \right) \) and a specific rate constant \( k_i^m \) (mol\(^{-1-n}\) \( L_{H_2O}^n \) \( m_{min}^{-2} s^{-1} \)). The rate constant \( k_i^m \) is a calibrated parameter inputted by the user. The rate expression for zero order reactions is as follows (from Mayer et al., 2002):

\[
R_{ms}^m = -S_i k_i^m \left[ 1 - \frac{\text{IAP}^m_k}{K_k^m} \right]
\]

(18)

where the affinity term in equation 18 describes the Ion Activity Product (IAP) of a mineral and an equilibrium constant \( K_k \). For \( n \)th order reaction types, an additional term is needed following the specific rate constant, \((T_i)^n\), which is the total aqueous component, typically equivalent to the aqueous phase concentration (mol \( L_{H_2O}^{-3} \)), so that equation 18 becomes (from Mayer et al., 2002):

\[
R_{ms}^m = -S_i k_i^m (T_i)^n \left[ 1 - \frac{\text{IAP}^m_k}{K_k^m} \right]
\]

(19)

In addition, the surface area term and the rate constant can be re-written as an effective rate term (from Mayer et al., 2002):

\[
k_i^{m,eff} \text{ (mol } L_{\text{bulk}}^{-3} s^{-1} \text{)} = S_i k_i^m
\]

(20)

For non-sulfides, the reactive surface can be held constant (used for secondary minerals) or can be updated as the mineral dissolves using a two-thirds power relationship (Lichtner, 1996). The rate equation for the change in reactive surface area is as follows (from Mayer et al., 2015):

\[
k_{eff}^t = k_{eff}^o \left[ \frac{\varphi^t}{\varphi^o} \right]^{2/3}
\]

(21)

where \( k_{eff}^o \) is the initial effective rate constant, \( \varphi^o \) is the initial mineral volume fraction (the volume percentage of a given mineral divided by the bulk volume of the waste rock), and \( k_{eff}^t \) and \( \varphi^t \) are the effective rate constant and mineral volume fraction at time “\( t \)”, respectively.

3.3.3 Mineral Precipitation-Dissolution: Transport-Controlled Reactions

For iron sulfides the SCM was applied in the form of transport-controlled reactions as their rates are ultimately limited by the influx of oxygen or ferric iron through their reaction rims (Yagi and Kunii, 1955;
Levenspiel, 1972; Davis and Ritchie, 1986; Wunderly et al., 1996). The rate expression for transport-controlled reactions is (from Mayer et al., 2002):

\[
R_k^{mt} = -10^3 S_i D_k^{m} \left[ \frac{r_{i}^{p}}{(r_{i}^{p} - r_{i}^{r})r_{i}^{r}} \right] \cdot \frac{O_{2w}}{V_k} \tag{22}
\]

where \( R_k^{mt} \) is the reaction rate for the transport-controlled dissolution-precipitation reaction (mol L\(^{-3}\) bulk T\(^{-1}\)), \( D_k^{m} \) is the effective diffusion coefficient (L\(^2\) T\(^{-1}\)), \( r_{i}^{p} \) is the radius of an average mineral particle (L), \( r_{i}^{r} \) is the radius of the unreacted portion of the mineral particle (L), \( O_{2w} \) is the concentration of the oxidizer (usually oxygen) in water at the particle grain’s surface (mol L\(^{-3}\) bulk), and \( V_k \) is the stoichiometric coefficient of oxygen or ferric iron in the sulfide oxidation reaction. The rate expressions for all dissolution-precipitation reactions in the simulation are found in Table 2.

### 3.3.4 Mineral Volume Fractions

The weight percentages for the aluminosilicate minerals at 30 years were determined from SED-EDS analysis by McNeill (2016) and then converted into volume fractions (% v/v bulk) for use in MIN3P. The weight percentages at 30 years’ time for carbonates were estimated from carbon sulfur testing carried out by McNeill (2016). Results of this testing were organized into groups based on sieved particle size ranging from 4.76 mm to 0.04 mm. Weight percentages were calculated for each group and an average value was assigned as the weight percentage of the matrix fines. Distribution of calcite and dolomite was initially set at 67% calcite and 33% dolomite based on North American averages of carbonate mineral weathering from Szramek et al. (2007).

Mineral weight percentages for sulfides were estimated from carbon sulfur testing and XRF analysis carried out by McNeill (2016). Chalcopyrite, sphalerite and pentlandite content were estimated from whole rock analysis of metals (Cr, Cu, Ni, Zn, Pb) and subtracted from total sulfide content. Remaining sulfide content was attributed to pyrrhotite and pyrite and distributed in the ratio of 60% pyrrhotite content and 40% pyrite content as described from observations of the Detour waste rock (Robertson et al., 2012). The carbonates and sulfides were then also converted into volume fractions (volume % v/v bulk).

Since the calculated volume fractions represent waste rock that has experienced 30 years of weathering, the volume fractions of pyrrhotite and pyrite were increased by 10 % to better reflect values from a
theoretical fresh waste rock; whereas the percentages of pentlandite, sphalerite and chalcopyrite were adjusted to match trace metal data. Calcite and dolomite were set to be greater than the bulk calculations to guarantee enough over the course of the simulation since field observations show weight percentages of up to 2.5% in historical waste rock carbon sulfur testing (McNeill, 2016).

For the secondary minerals ferrihydrite, gypsum, jarosite-k and siderite initial volume fractions were set to a very small number since they are considered as absent at the start of the simulation. The mineral volume fractions for all minerals used in the simulation are shown in Table 2.

### 3.3.5 Reaction Rates

Dissolution-precipitation reactions for carbonates and aluminosilicates were described in MIN3P using a reactive surface area which is updated using the two-thirds power relationship (equation 21), and a pH dependent rate constant (Table 2).

For sulfide minerals, MIN3P requires the user to define a diffusion coefficient for the diffuse component of the SCM (equation 22). Sulfide dissolution is most likely occurring primarily through O$_2$ oxidation on WRS 3 given the higher pH levels however, a secondary pathway was included in the model to account for any oxidation via Fe$^{3+}$ should it occur. These pathways have separate calibrations for the diffusion coefficient. In addition to the diffusion coefficient for each mineral, MIN3P requires an input for the reactive surface area. The reactive surface area for sulfides is described in MIN3P as a geometric surface area (m$^2$ mineral m$^{-3}$ porous medium) to represent the shrinking core of a reactive mineral grain (Mayer et al., 2015):

$$S_i = 3 \frac{\varphi_i^t}{r_i^t} \cdot F$$

(23)

where $\varphi_i^t$ is the volume fraction at time “$t$”, and $r_i^t$ is the radius of the unreacted portion (described in equation 22). The “$F$” term is a scaling factor applied by MIN3P as a modification to the geometric surface area. Since a mineral grain is not a perfect sphere, the scaling factor is applied to account for the excess in surface area due to irregularities. Scaling factors from Wilson et al. (2018) were used for all sulfides save for pyrite which was not available and set to be the same as that of pyrrhotite. This was done to simplify the calibration process as neither the diffusion coefficients or the scaling factors were known from empirical measurements. The radii values for all sulfides were set at 6.25 x 10$^{-5}$ m for the overall particle radius, and 6.20 x 10$^{-5}$ m for the unreacted portion (Langman et al., 2014) since there
were no specific measurements available. Secondary minerals were held to a constant reactive surface area and were assigned an effective rate constant to describe the reactions. Input parameters for all mineral reactions are described below in Table 2.

**Table 2 - Rate expressions, volume fractions for cover ($\varphi^o_1$) and waste rock ($\varphi^o_2$) material, reactive surface area ($S_i$), and rate constants ($k$) or effective rates ($k_{eff}$) or diffusion coefficients ($D$) for all minerals in the simulation**

<table>
<thead>
<tr>
<th>Mineral</th>
<th>Rate Expression</th>
<th>$\varphi^o_1$</th>
<th>$\varphi^o_2$</th>
<th>$S_i$</th>
<th>$k$, $k_{eff}$, $D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Calcite</td>
<td>$R = -S_{CaCO_3}(k_1[H^+])^{-0.051} + k_2[H_2O]^{-6.187}$ + $k_3[H_2CO_3(aq)]^{-3.301} \left[1 - \frac{IAP}{10^{9.46}}\right]$</td>
<td>1.0x10^2</td>
<td>3.5x10^2</td>
<td></td>
<td>$k1 = 10^{-0.051}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$k2 = 10^{-6.187}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$k3 = 10^{-9.46}$</td>
</tr>
<tr>
<td>2 Dolomite</td>
<td>$R = -S_{MgCa(CO_3)2}(k_1[H^+])^{-2.59} + k_2[H_2O]^{-7.66}$ + $k_3[H_2CO_3(aq)]^{-4.00} \left[1 - \frac{IAP}{10^{17.09}}\right]$</td>
<td>1.24x10^4</td>
<td>4.4x10^2</td>
<td></td>
<td>$k1 = 10^{-2.59}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$k2 = 10^{-7.66}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$k3 = 10^{-17.09}$</td>
</tr>
<tr>
<td>3 Anorthite</td>
<td>$R = -S_{CaAl_2Si_2O_8}(k_1[H^+])^{-5.87}$</td>
<td>1.42x10^4</td>
<td>1.42x10^4</td>
<td></td>
<td>$k = 10^{-5.87}$</td>
</tr>
<tr>
<td>4 Albite</td>
<td>$R = -S_{NaAlSi_2O_6}(k_1[H^+])^{-9.69} + k_2[H_2O]^{-14.15}$</td>
<td></td>
<td></td>
<td></td>
<td>$k1 = 10^{-9.69}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$k2 = 10^{-14.15}$</td>
</tr>
<tr>
<td>5 Ferrhydrite</td>
<td>$R = k_{eff}(Fe^{3+})_{2}O_2(5.0H_2O) \left[1 - \frac{IAP}{10^{9.69}}\right]$</td>
<td>1.0x10^10</td>
<td>1.0x10^10</td>
<td></td>
<td>$K_{eff} = 10^{7.097}$</td>
</tr>
<tr>
<td>6 Gypsum</td>
<td>$R = k_{eff}(CaSO_4)_{2}H_2O \left[1 - \frac{IAP}{10^{4.58}}\right]$</td>
<td>1.0x10^10</td>
<td>1.0x10^10</td>
<td></td>
<td>$K_{eff} = 10^{4.699}$</td>
</tr>
<tr>
<td>7 Jarosite-k</td>
<td>$R = k_{eff}(Fe_3(SO_4)_{2}(OH)_6) \left[1 - \frac{IAP}{10^{9.25}}\right]$</td>
<td>1.0x10^10</td>
<td>1.0x10^10</td>
<td></td>
<td>$K_{eff} = 10^{8.699}$</td>
</tr>
<tr>
<td>8 Siderite</td>
<td>$R = k_{eff}(FeCO_3) \left[1 - \frac{IAP}{10^{10.39}}\right]$</td>
<td>1.0x10^10</td>
<td>1.0x10^10</td>
<td></td>
<td>$K_{eff} = 10^{7.097}$</td>
</tr>
<tr>
<td>9 Pyrrhotite</td>
<td>$R_{Fe^2+} = -10^3S_{Fe_8Si_5S} \left[\frac{r^p}{(r^p - r^f)^{r^f}}\right] D_{O_2(aq)} [O_2(aq)] \left[\frac{O_2(aq)}{1.9285}\right]$</td>
<td>1.05x10^9</td>
<td>3.05x10^3</td>
<td></td>
<td>$D = 10^{-14.11}$</td>
</tr>
<tr>
<td></td>
<td>$R_{Fe^{3+}} = -10^3S_{Fe_8Si_5S} \left[\frac{r^p}{(r^p - r^f)^{r^f}}\right] D_{Fe^{3+}} [Fe^{3+}] \left[\frac{Fe^{3+}}{7.714}\right]$</td>
<td></td>
<td></td>
<td></td>
<td>$D = 10^{-19.191}$</td>
</tr>
<tr>
<td>10 Pyrite</td>
<td>$R_{O_2} = -10^3S_{Fe_8Si_5S} \left[\frac{r^p}{(r^p - r^f)^{r^f}}\right] D_{O_2(aq)} [O_2(aq)] \left[\frac{O_2(aq)}{1.9285}\right]$</td>
<td>3.7x10^9</td>
<td>1.20x10^3</td>
<td></td>
<td>$D = 10^{-14.11}$</td>
</tr>
<tr>
<td></td>
<td>$R_{Fe^{3+}} = -10^3S_{Fe_8Si_5S} \left[\frac{r^p}{(r^p - r^f)^{r^f}}\right] D_{Fe^{3+}} [Fe^{3+}] \left[\frac{Fe^{3+}}{7.00}\right]$</td>
<td></td>
<td></td>
<td></td>
<td>$D = 10^{-19.191}$</td>
</tr>
<tr>
<td>11 Sphalerite</td>
<td>$R_{O_2} = -10^3S_{ZnS} \left[\frac{r^p}{(r^p - r^f)^{r^f}}\right] D_{O_2(aq)} [O_2(aq)] \left[\frac{O_2(aq)}{2.00}\right]$</td>
<td>1.3x10^9</td>
<td>1.4x10^4</td>
<td></td>
<td>$D = 10^{-18.62}$</td>
</tr>
<tr>
<td></td>
<td>$R_{Fe^{3+}} = -10^3S_{ZnS} \left[\frac{r^p}{(r^p - r^f)^{r^f}}\right] D_{Fe^{3+}} [Fe^{3+}] \left[\frac{Fe^{3+}}{2.00}\right]$</td>
<td></td>
<td></td>
<td></td>
<td>$D = 10^{-19.939}$</td>
</tr>
<tr>
<td>12 Chalcopyrite</td>
<td>$R_{O_2} = -10^3S_{CuFeS_2} \left[\frac{r^p}{(r^p - r^f)^{r^f}}\right] D_{O_2(aq)} [O_2(aq)] \left[\frac{O_2(aq)}{4.00}\right]$</td>
<td>1.4x10^4</td>
<td>1.58x10^5</td>
<td></td>
<td>$D = 10^{-18.026}$</td>
</tr>
<tr>
<td></td>
<td>$R_{Fe^{3+}} = -10^3S_{CuFeS_2} \left[\frac{r^p}{(r^p - r^f)^{r^f}}\right] D_{Fe^{3+}} [Fe^{3+}] \left[\frac{Fe^{3+}}{4.00}\right]$</td>
<td></td>
<td></td>
<td></td>
<td>$D = 10^{-19.461}$</td>
</tr>
</tbody>
</table>
3.4 Soil Parameters

Cash (2014) completed hydrological analysis of ten field samples to determine flow characteristics of cover material and matrix fines (described as the material passing the 4.76 mm sieve). These fines represent 17% of the total waste rock and are where capillary flow and primary generation of AMD will take place. Saturated hydraulic conductivities were calculated from constant head permeability testing, while volumetric water was determined from Tempe pressure cells. Soil water characteristic curves (SWCC’s) were produced from this analysis following the methods of Fredlund and Xing (1994). The air entry values (AEV) and residual water saturations were determined for each sample from these SWCC’s. Porosity of the fine-grained waste rock was calculated by Cash (2014) from SWCC Tempe cell tests, whereas the cover material porosity of 0.54 is from ECH2O probe data from McNeill (2016) (Table 3).

Van Genuchten (V.G.) parameters of α and n, were determined by fitting to the SWCC using the least squares method (Table 3). To incorporate these values into the MIN3P simulation, average values for the different waste rock piles and the cover material were calculated. (Table 3). Due to the heterogeneous nature of waste rock, hydrological properties throughout were then further calibrated to match observed soil moisture data obtained from ECH2O probes (Steinepreis, 2017).

<table>
<thead>
<tr>
<th>Sample</th>
<th>Hydraulic Conductivity (m/s)</th>
<th>Porosity</th>
<th>Residual Saturation (vol%)</th>
<th>*α</th>
<th>*n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cover</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TP-P1-S4-S1</td>
<td>2.40 x 10^-4</td>
<td>0.54</td>
<td>3.6</td>
<td>0.03</td>
<td>2.76</td>
</tr>
<tr>
<td>TP-P1-S14-S1</td>
<td>4.10 x 10^-5</td>
<td>0.54</td>
<td>17.0</td>
<td>0.15</td>
<td>10.53</td>
</tr>
<tr>
<td>TP-P2-S11-S1</td>
<td>1.30 x 10^-6</td>
<td>0.54</td>
<td>7.2</td>
<td>0.03</td>
<td>5.93</td>
</tr>
<tr>
<td>WRS #1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TP-P1-S5-S3</td>
<td>7.60 x 10^-5</td>
<td>0.007</td>
<td>5.5</td>
<td>0.02</td>
<td>10.38</td>
</tr>
<tr>
<td>TP-P1-S6-S3</td>
<td>1.50 x 10^-5</td>
<td>0.066</td>
<td>7.0</td>
<td>0.13</td>
<td>3.28</td>
</tr>
<tr>
<td>TP-P1-S9-S1</td>
<td>5.40 x 10^-6</td>
<td>0.105</td>
<td>12.0</td>
<td>0.07</td>
<td>14.22</td>
</tr>
</tbody>
</table>

*Reactive surface area calibrated for the simulation
1 k values from Chou et al. (1989)
2 k values from Blum and Stilings (1995)
3 k_eff calibrated for the simulation
4 Geometric surface areas (for cover and waster rock) calculated using r_p = 0.0625 mm (Langman et al., 2014), calibrated diffusion rates and scaling factors
3.5 Variably Saturated Flow Parameters

Infiltration rates for the Detour Gold Mine were estimated using the Penman-Monteith Evapotranspiration (FAO-56) Method (Appendix A). Onsite precipitation data spanning several decades for the Detour Gold Mine was non-existent. Data from the NRCAN database was retrieved from the weather station in Kapuskasing, Ontario, which is situated 200km south west from the mine and represents a close approximation of the climate and precipitation. In addition to irradiance and wind speed data, this station had a near complete precipitation record spanning the life of the previous Detour Lake Mine.

To properly estimate the infiltration on site, several assumptions were made. First monthly averages of irradiance, wind speed, and precipitation were calculated based on 30 years of precipitation data. This allows anomalies and inconsistencies to be averaged out over time and have less of an impact on the infiltration rate. Infiltration was assumed to be zero for the months of December through to March. McNeill (2016) showed the upper 5m of waste rock material falls below 0 °C during the winter months, and it is assumed the pore water is frozen, therefore preventing any infiltration. November rain was considered as infiltration only on days with no snow cover to represent milder temperatures. In the spring, increased infiltration from a melting snow pack must be accounted for. The estimated melt water
coming from the snow pack is known as the Snow Water Equivalent (SWE). The water from the snow pack varies based on snow depth, snow density and the variable onset of sublimation during the winter months. The snow water equivalent calculations corrected for sublimation are described in Appendix A.

The monthly infiltration averages (mm) after 30 years were converted into infiltration rates (m/s) (Table 4). The total annual infiltration after evapotranspiration corrections is approximately 450.43 mm or ~53% of the 851 mm annual average estimated from the Kapuskasing, Ontario, weather station.

### Table 4 - Chart of Monthly Infiltration Rates and Flow Rates Used in the MIN3P Simulation

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>41.8</td>
<td>48</td>
<td>66.3</td>
<td>76.9</td>
<td>67.5</td>
<td>84.5</td>
<td>54.1</td>
<td>11.4</td>
<td>0</td>
</tr>
<tr>
<td>*Infiltration Rate (m/s)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.6</td>
<td>1.8</td>
<td>2.5</td>
<td>2.9</td>
<td>2.6</td>
<td>3.2</td>
<td>2.1</td>
<td>0.4</td>
<td>0</td>
</tr>
</tbody>
</table>

Values are corrected for evapotranspiration, sublimation and SWE

*Infiltration rates are to the power of $1 \times 10^{-8}$

Initial conditions in the column were set at a hydraulic head of 1 m. At the top, flow entering the column was defined as transient with a constant flux defined by monthly average infiltration rates. The bottom of the column was set at a constant head of 1 m allowing the water to freely drain from the column into the water table. The geochemical composition of the input water was estimated from the closest water sample data from Rutherford (1967), with additional ion concentrations data supplemented from Wilson et al. (2018) (Table 5).

### Table 5 - Input Water Ion Concentration (mg/L)

<table>
<thead>
<tr>
<th>Ion</th>
<th>Concentration (mg/L)</th>
<th>Ion</th>
<th>Concentration (mg/L)</th>
<th>Ion</th>
<th>Concentration (mg/L)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{Al}^{3+}$</td>
<td>8.8E-03</td>
<td>$\text{CO}_3^{2-}$</td>
<td>3.75E-01</td>
<td>$\text{H}_4\text{SiO}_4$</td>
<td>2.3E-01</td>
</tr>
<tr>
<td>$\text{Ba}^{2+}$</td>
<td>2.0E-02</td>
<td>$\text{Cr}^{2+}$</td>
<td>1.0E-10</td>
<td>$\text{K}^+$</td>
<td>4.6E-01</td>
</tr>
<tr>
<td>$\text{Br}$</td>
<td>1.0E-10</td>
<td>$\text{Cu}^{2+}$</td>
<td>1.3E-03</td>
<td>$\text{Mg}^{2+}$</td>
<td>1.8E-01</td>
</tr>
<tr>
<td>$\text{Ca}^{2+}$</td>
<td>8.9</td>
<td>$\text{Fe}^{2+}$</td>
<td>6.8E-04</td>
<td>$\text{Na}^+$</td>
<td>2.0E-01</td>
</tr>
<tr>
<td>$\text{Cd}^{2+}$</td>
<td>1.0E-10</td>
<td>$\text{Fe}^{3+}$</td>
<td>1.0E-10</td>
<td>$\text{Ni}^{2+}$</td>
<td>3.5E-03</td>
</tr>
<tr>
<td>$\text{Co}^{2+}$</td>
<td>3.0E-04</td>
<td>$\text{HS}$</td>
<td>1.0E-10</td>
<td>$\text{S}_0$</td>
<td>1.2</td>
</tr>
<tr>
<td>$\text{Zn}^{2+}$</td>
<td>1.1E-02</td>
<td>$\text{Pb}^{2+}$</td>
<td>1.0E-10</td>
<td>$\text{SO}_4^{2-}$</td>
<td>1.5</td>
</tr>
<tr>
<td>$\text{O}_2^{(aq)}$</td>
<td>8.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Values adjusted from Rutherford (1967)

### 3.6 Reactive Transport Parameters

Initial conditions for both the cover material and the waste rock had water geochemistry identical to that of the input water (Table 5). A fixed atmospheric gas pressure boundary was assigned with a free
exit condition set for outflow. For both the waste rock and cover a longitudinal dispersivity of 0.01 m was assigned (Wilson et al., 2018). The pore gas values for CO₂ and O₂ fluctuate daily within the waste rock pile and are dependent on many factors such as advective transport, wind speed and direction, and temperature (Steinepreis, 2017). Since MIN3P is not able to simulate these fluctuations, the gas diffusion coefficient was calibrated to reproduce CO₂ and O₂ values that fall within the observed range. The gas diffusion coefficient was set at 1.0 x 10⁻⁵ (m² s⁻¹) in accordance to this calibration. The aqueous diffusion coefficient was set at 2.38 x 10⁻⁹ (m² s⁻¹) to represent an average value for all components. MIN3P calculates effective diffusion based on equation 17.

Chapter 4: Results and Discussion
4.1. Flow System
4.1.1 Pore Saturation
Soil parameters were adjusted to resemble the moisture profiles of the waste rock on WRS 3 (Figure 4) so that moisture content during a simulated year was not to exceed the minimum and maximum values attained from ECH₂O probes (Steinepreis, 2017).

![Figure 4- Graphs of pore saturation with depth plotted with the model simulation (solid line) with (a) showing low saturation at 29.2 years, and (b) high saturation at 29.8 years](image-url)
The seasonal trends from the simulation (Figure 5) capture the onset of wetting fronts and melt water. The data from ECH$_2$O probes from September, 2014, to August, 2015, demonstrated large changes in saturation associated with wetting fronts and snow melt at shallow depts. For hole 3-1 at 1.18 m, wetting fronts associated with rain infiltration are observed in mid-September, early October, July, and late August. The largest change in saturation is associated with periods of intense rain in October. An increase in saturation at the end of May lasting until end of June is associated with spring rain and snow melt. At 3.18 m only a spike in October is observed. For hole 3-2 at 1.85 m, similar wetting fronts exist from September through to October with an additional one in November. At 3.18 m, increases in saturation with longer drainage times are observed for September, October and May (Steinepreis, 2017).

**Figure 5 - Model seasonal saturation trends at 3.5 m and 8.3 m**

The location of ECH$_2$O probes were not limited to finer matrix material (less than 4.76 mm) and therefore are not a perfect representation. Matrix fines have a larger residual saturation and less void space that can be filled during periods of heavy infiltration. In addition to this, the finer material only represents approximately 17% of total waste rock material (Cash, 2014; Steinepreis, 2017).
4.1.2 Residence Time

A bromide tracer test was simulated to examine the residence time of the numerical model. Pore water saturation levels varied from 9.8 % to 15.6 % stabilizing after two years. A bromide tracer was fed into the system with a concentration of 10 mg/L at the start of year 3 for a total of one year (Figure 6).

![Graph of bromide tracer pulse arrival time at 16 m](image)

**Figure 6 - Graph of bromide tracer pulse arrival time at 16 m**

Peak arrival of the bromide peak was at a concentration of $1.22 \times 10^{-4}$ mg/L at 4.97 years. In comparison, the REV simulation from Cash (2014) using data from the DIP analysis and an average annual precipitation of 880 mm/yr obtained from the Cochran, Ontario weather station, was used to gather residual moisture values and residence times. Residence times for the 1 m X 1 m column simulation ranged from 10 days to 19.7 days. This is equivalent to 0.44 years to 0.86 years for a 16 m column with 100% infiltration. These residence times are relatively short, but not surprising. The model assumed a steady state, that all pores were connected, 100 % infiltration was occurring and did not consider runoff, lateral flow and evaporation.

Additionally, the constructed pile experiment of Nichol et al., (2005) had much slower residence times of 4.4 years for a 5 m column with an annual precipitation of 303 mm/yr and 55% infiltration. For a 16 m column the equivalent is ~14.1 years. Waste rock heterogeneity allows for several different flow paths
which would result in a variation of arrival times. Nichol et al., (2005) concluded modeling of a single flow path is not enough to characterize flow within a waste rock pile. Nevertheless, the residence time given by the bromide seems reasonable for a column made up of matrix fines with yearly precipitation rates of 851 mm and an infiltration of 53 %.

4.3 Gas Concentration
The O$_2$ and CO$_2$ concentrations show an increase in CO$_2$ and decrease in O$_2$ with depth, similar to field data, with only slight fluctuations during a year at less than a percent at any given depth (Figure 7). It is worth mentioning that due to seasonal variability the water table fluctuated in field observations (Steinpreis, 2017), leading to some measured values appearing below the simulation’s water table set at 16 m depth.
The concentrations at year 30 were the most representative of average O$_2$ and CO$_2$ concentrations and are used in comparison to field data. The levels of CO$_2$ were marginally higher than average but were
lower than the maximum levels of CO$_2$ indicated by field data which exceeded 15% on occasion (Figure 8). Minimum values for CO$_2$ were below the detection limit of 0.1% in field observations. The model O$_2$ concentrations were above the average O$_2$ levels from field data particularly at 10 m and above. Atmospheric levels of O$_2$ were observed at all depths in the field data with minimum values for O$_2$ averaging less than 1 % (Figure 9).

**Figure 8 – Model CO$_2$ levels plotted with average and minimum CO$_2$ levels for holes 3-1 and 3-2**
It is unclear whether the higher than average oxygen levels at shallower depths may be the result of the model underpredicting the sulfide oxidation, or the discrepancy is due to the simplifications in gas transport processes discussed above in Section 3.6. However, sulfide oxidation rates are constrained by several model parameters that will be discussed below.

4.4 Seasonal Variance
The pore water geochemistry varied over the course of the year and seems to be linked closely with the rate of infiltration as the gas concentrations fluctuated by less than 1%. While the trace metals and pH remained relatively stable, sulfate and total iron were the most variable along with Ca$^{2+}$ and Mg$^{2+}$ (Figure 9). Save for alkalinity and pH, the influx due to spring rains and snow melt can be seen at 29.4 years at the 5 m depth interval before dropping off sharply. The influence of this pulse can then be seen at a depth of 10 m just before 29.6 years, and again at a depth of 15 m at 29.7 years. Alkalinity and pH increase due to this event, but the effects are delayed and not as dramatic (Figure 10). For trace metals the change in concentration is subtler with Zn$^{2+}$ having the most dynamic changes at each depth. The increase in metal concentrations from the spring influx is a bit delayed at 10 m and 15 m depth, arriving at 29.6 years and 29.8 years, respectively (Figure 11).
Figure 10 – Simulated water geochemistry variance at 5 m (blue) depth, 10 m (red) depth and 15 m depth (green) from 29.2 years to 30 years.
A similar trend of seasonal variance over the course of a given year is observed in the pore water samples from field data, although the trends are less distinguished. The fluctuations are most likely due to differences in rainfall, snow depth and temperature year to year. Below are plots of the simulated seasonal trends at 5 m along with pore water geochemistry collected at 5 m (Figures 12 and 13). Additional plots for 10 m and 15 m are in the Appendix (see Figures 26 to 29).
FIGURE 12 - SIMULATED WATER GEOCHEMISTRY VARIANCE AT 5 M FOR THE 29TH YEAR, PLOTTED WITH PORE WATER GEOCHEMISTRY COLLECTED AT 5 M DEPTH.
With large infiltration events there may be some flushing occurring in pore spaces that were previously dry containing some weathering products and evaporite minerals. The model seems to capture this phenomenon and may explain the variable concentrations of water samples collected at the same location since the precipitation and temperature changes fluctuate from year to year. Similarly, some fluctuations in trace metal concentrations may be due to sorption processes. Although sorption processes were not considered in the simulation, sorbed trace metals encountering a change in pH (either from pooling water or the water table) may be desorbed and released into the environment (Kjøller et al., 2004) leading to an increase in pore water concentration. Manganese and iron oxides are well known trace metal sinks and can be quite mobile within the water table. These oxides have large surface areas and readily sorb trace metal ions (Singh et al., 1984; Horowitz 1985; Goldberg, 1958; Krauskopf, 1956).

4.5 Model Calibration Results
Since there is a significant variance in the geochemistry depending on the time of year, the 29.6-year mark was chosen for calibration of the model as this time also corresponds to the time of year where a
majority of pore water samples were collected. More emphasis was placed on data from hole 3-2 for calibration as it had a more complete data set.

4.5.1 pH
The model pH results are very similar to the trend seen in the field observations, falling within the standard deviations of hole 3-2 at all depths, and within the standard deviation of hole 3-1 at 4.2 m. The cover pH is approximately a pH of 1 higher than the rest of the waste rock pile (Figure 14).

**Figure 14** - pH results from the MIN3P simulation (solid blue line) at (from left to right) 29.2 years, 29.4 years, 29.6 years, 29.8 years and 30 years, with water chemistry averages for holes 3-1 (blue triangles) and 3-2 (red squares) with standard deviation error bars. Green circles are pore water geochemistry data points for both holes to show distribution of values.
4.5.2 Alkalinity

Alkalinity proved difficult to replicate, values fall short of the minimum values seen in the field data. It is unclear what is causing the lower alkalinity in the simulation. Changes in mineral dissolution rates had little effect on overall alkalinity. With an average ranging from 47 mg/L to 71 mg/L, the model alkalinity is four to six times lower than values observed in the field which were typically 400-500 mg/L with some occasional outliers at 9.2m exceeding 1000 mg/L (Figure 15).

**Figure 15 - Alkalinity results from the MIN3P simulation (solid blue line) at (from left to right) 29.2 years, 29.4 years, 29.6 years, 29.8 years and 30 years, with water chemistry averages for holes 3-1 (blue triangles) and 3-2 (red squares) with standard deviation error bars. Green circles are pore water geochemistry data points for both holes to show distribution of values.**
4.5.3 Sulfate
Sulfate results from the MIN3P simulation vary depending on the season but fall outside the standard deviation seen in the field data for all but the shallow 4.2 m and 5 m depths. At 29.4 years the influx of melt water can be seen as a pulse with higher levels of sulfate. At 29.6 years levels averaged 1360 mg/L with a maximum of 2429 mg/L at approximately 10 m and levels less than 10 mg/L in the cover. By 29.8 years the pulse is at the water table. At 30 years the model data most closely resembles that of field observations having minimum sulfate levels throughout (Figure 16). The sulfate levels do not indicate the dissolution rates of sulfides are too high, but rather that secondary minerals are likely not consuming excess sulfate in solution as indicated from the saturation indices of jarosite and gypsum.

Figure 16 - Sulfate results from the MIN3P simulation (solid blue line) at (from left to right) 29.2 years, 29.4 years, 29.6 years, 29.8 years and 30 years, with water chemistry averages for holes 3-1 (blue triangles) and 3-2 (red squares) with standard deviation error bars. Green circles are pore water geochemistry data points for both holes to show distribution of values.
4.5.4 Calcium
Similar to sulfate levels, Ca\(^{2+}\) levels were affected by the influx of melt and rain water. Levels fell within the standard deviation of both holes at various times over the course of the 29\(^{th}\) year of simulation. As with sulfate, a pulse can be seen at 29.4 years, arriving at the water table at 29.8 years (Figure 17). At 29.6 years the average Ca\(^{2+}\) concentration was 303 mg/L similar to that of field data, with a maximum of 523 mg/L at the pulse.

![Figure 17 - Ca\(^{2+}\) results from the MIN3P simulation (solid blue line) at (from left to right) 29.2 years, 29.4 years, 29.6 years, 29.8 years and 30 years, with water chemistry averages for holes 3-1 (blue triangles) and 3-2 (red squares) with standard deviation error bars. Green circles are pore water geochemistry data points for both holes to show distribution of values.](image-url)
4.5.5 Magnesium
Magnesium levels in the simulation most closely resembled data from hole 3-1 earlier in the year. At 29.6 years the average Mg\(^{2+}\) concentration is 174 mg/L with a maximum of 303.9 mg/L at ~10 m and fall within the standard deviation of hole 3-1 at 9.2 m and 14.2 m depth. Following the effects of the pulse, concentrations resemble those of hole 3-2 with an average of 90.1 mg/L throughout save for levels in the water table which had a maximum of 300 mg/L (Figure 18).

**Figure 18 -** Mg\(^{2+}\) results from the MIN3P simulation (solid blue line) at (from left to right) 29.2 years, 29.4 years, 29.6 years, 29.8 years and 30 years, with water chemistry averages for holes 3-1 (blue triangles) and 3-2 (red squares) with standard deviation error bars. Green circles are pore water geochemistry data points for both holes to show distribution of values.
4.5.6 Total Iron
The model over-predicts iron levels with a trend of increasing concentration with depth. The iron is primarily $\text{Fe}^{3+}$ with concentrations of $\text{Fe}^{2+}$ at $2.6 \times 10^{-4} \mu g/L$ or lower until encountering the water table. Average levels of total iron at the 29.6-year mark were approximately $133.7 \mu g/L$ with a max of $200.6 \mu g/L$. The effect of rain and melt water influx is less drastic, particularly at deeper depths as the levels do not subside with the passing of the pulse (Figure 19). The elevated concentration of total iron is most likely due to a lack of siderite precipitation in the simulation (discussed later in section 4.6.2). Given this, the model seemingly captures the iron sequestration caused by sulfide dissolution and even captures the gradual increase with depth.

**Figure 19** – Total iron results from the MIN3P simulation (solid blue line) at (from left to right) 29.2 years, 29.4 years, 29.6 years, 29.8 years and 30 years, with water chemistry averages for holes 3-1 (blue triangles) and 3-2 (red squares) with standard deviation error bars. Green circles are pore water geochemistry data points for both holes to show distribution of values.
4.5.7 Nickel
Simulation results for Ni$^{2+}$ were low at 4.2 m and 5 m being out of the standard deviation range but are close to the average values for both holes at other depths. The effect of spring rain and melt water is much more subdued but can still be observed (Figure 20). The average at 29.6 years is 4.48 μg/L with a maximum of 5.51 μg/L falling in the middle of the standard deviation for hole 3-2 at 10 m and 15 m depth, and that of 3-1 at 9.2 m.

![Ni$^{2+}$ Simulation Results](image)

**Figure 20** - Ni$^{2+}$ results from the MIN3P simulation (solid blue line) at (from left to right) 29.2 years, 29.4 years, 29.6 years, 29.8 years and 30 years, with water chemistry averages for holes 3-1 (blue triangles) and 3-2 (red squares) with standard deviation error bars. Green circles are pore water geochemistry data points for both holes to show distribution of values.
4.5.8 Zinc
Zinc values for the simulation were similar to those for hole 3-2 and were within or very close to the standard deviation of that hole throughout the column. At the 29.6 year-mark, the average Zn$^{2+}$ concentration was 5.65 $\mu$g/L with a maximum of 9.87 $\mu$g/L. Hole 3-1 has several outliers skewing its average value data points, however there are a few data points in close proximity to the simulation trend. As with Ni$^{2+}$ the effect of spring rain and melt water influx can be seen but it much subtler Figure 21).

**Figure 21 - Zn$^{2+}$ results from the MIN3P simulation (solid blue line) at (from left to right) 29.2 years, 29.4 years, 29.6 years, 29.8 years and 30 years, with water chemistry averages for holes 3-1 (blue triangles) and 3-2 (red squares) with standard deviation error bars. Green circles are pore water geochemistry data points for both holes to show distribution of values.**
4.5.9 Cobalt
Cobalt values from the simulation are approximately within 1 μg/L of all values attained in field observations. The values are within the standard deviation of hole 3-2 and slightly lower than those of hole 3-1. Concentrations for hole 3-1 are above 1 μg/L with a maximum of 1.77 μg/L. The average CO\textsuperscript{2+} concentration at 29.6 years is 0.46 μg/L and the maximum is 0.62 μg/L (Figure 22).

![Figure 22 - CO\textsuperscript{2+} results from the MIN3P simulation (solid blue line) at (from left to right) 29.2 years, 29.4 years, 29.6 years, 29.8 years and 30 years, with water chemistry averages for holes 3-1 (blue triangles) and 3-2 (red squares) with standard deviation error bars. Green circles are pore water geochemistry data points for both holes to show distribution of values.](image)

4.5.10 Copper
Simulation results for Cu\textsuperscript{2+} were slightly underpredicted with concentrations within the lower limits of the standard deviation of hole 3-2. This discrepancy is likely because the mineral dissolution rate for chalcopyrite was too low. Because of this, concentration changes were too low to observe seasonal
variations. The average concentration for hole 3-1 was 4.21 μg/L save for one outlier with 149.9 μg/L, whereas the average concentration at hole 3-2 was 6.25 μg/L with a maximum outlier at 33.85 μg/L. In contrast, at 29.6 years the average concentration was 1.73 μg/L with a maximum of 2.5 μg/L (Figure 23).

**Figure 23** - Cu²⁺ results from the MIN3P simulation (solid blue line) at (from left to right) 29.2 years, 29.4 years, 29.6 years, 29.8 years and 30 years, with water chemistry averages for holes 3-1 (blue triangles) and 3-2 (red squares) with standard deviation error bars. Green circles are pore water geochemistry data points for both holes to show distribution of values.

4.6 Mineral Dissolution and Precipitation

4.6.1 Geochemical Evolution
While only minor changes occurred from year to year, the model demonstrates a gradual decrease in the production of sulfate and total iron, and a gradual increase in pH over time (Figure 24). The gradual rise in pH and alkalinity indicates carbonate minerals are continuing to buffer acidity. The decrease in
sulfate and total iron production over the course of the simulation are attributed to the decrease in reaction rate due to the weathering of sulfide minerals, and by extension a reduction in their reactive surface areas; a result consistent with the Shrinking Core Model (Figure 24). Sulfate levels remain 2 to 4 four times higher than target averages from holes 3-1 and 3-2. The excess sulfate may be related to the low precipitation of sulfate minerals discussed below in section 4.6.2. The total iron comprised of mostly ferric iron are an average 3 times higher than target levels seen in the sampling data. The pH results after 30 years were very close with only two outliers from hole 3-1 with a pH of ~0.4 higher than the model. Alkalinity remained low averaging 50-60 mg/L. These levels are much lower than those of the sample data which often exceeded 500 mg/L.

The oxygen and ferric iron pathways are described separately to show how they each contributed to mineral dissolution. However, the total mineral dissolution is a sum of the two as they represent the same mineral particle. Mineral dissolution of sulfides was greatest at the top of the column (Table 6).
Beginning with the oxygen dissolution pathway at 1.12 m, primary sulfides pyrrhotite and pyrite were reduced by approximately 6.6 % and 5.21 % respectively. Sphalerite was reduced by 0.05 % while pentlandite and chalcopyrite had very minor amounts dissolving. At 9 m, pyrrhotite and pyrite were reduced by 3.62 % and 2.78 % respectively, while sphalerite was reduced by 0.02 %, and pentlandite and chalcopyrite were reduced by less than a fraction of a percent. Although the volume fractions of sphalerite, pentlandite and chalcopyrite remain at over 99 %, trace metal concentrations indicate sufficient amounts are dissolving. The comparatively low dissolution rates are attributed to low diffusion rates set through the calibration of trace metal concentrations. Volume fraction changes at 17 m remained unchanged for all sulfides. Volume fraction reductions in the ferric iron pathway were only relevant to pyrrhotite, reducing by 0.01 % at both 1.12 m and 9 m indicating the oxidative pathway is the primary means of dissolution.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pyrrhotite</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.12</td>
<td>3.27x10⁻³</td>
<td>3.05x10⁻³</td>
<td>3.27x10⁻³</td>
<td>93.41</td>
<td></td>
<td>99.99</td>
</tr>
<tr>
<td>9</td>
<td>3.27x10⁻³</td>
<td>3.15x10⁻³</td>
<td>3.27x10⁻³</td>
<td>96.38</td>
<td></td>
<td>99.99</td>
</tr>
<tr>
<td>17</td>
<td>3.27x10⁻³</td>
<td>3.27x10⁻³</td>
<td>3.27x10⁻³</td>
<td>100.00</td>
<td></td>
<td>100.00</td>
</tr>
<tr>
<td><strong>Pyrite</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.12</td>
<td>1.46x10⁻³</td>
<td>1.39x10⁻³</td>
<td>1.46x10⁻³</td>
<td>94.79</td>
<td></td>
<td>100.00</td>
</tr>
<tr>
<td>9</td>
<td>1.46x10⁻³</td>
<td>1.42x10⁻³</td>
<td>1.46x10⁻³</td>
<td>97.22</td>
<td></td>
<td>100.00</td>
</tr>
<tr>
<td>17</td>
<td>1.46x10⁻³</td>
<td>1.46x10⁻³</td>
<td>1.46x10⁻³</td>
<td>100.00</td>
<td></td>
<td>100.00</td>
</tr>
<tr>
<td><strong>Pentlandite</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.12</td>
<td>6.48x10⁻⁵</td>
<td>6.48x10⁻⁵</td>
<td>6.48x10⁻⁵</td>
<td>100.00</td>
<td></td>
<td>100.00</td>
</tr>
<tr>
<td>9</td>
<td>6.48x10⁻⁵</td>
<td>6.48x10⁻⁵</td>
<td>6.48x10⁻⁵</td>
<td>100.00</td>
<td></td>
<td>100.00</td>
</tr>
<tr>
<td>17</td>
<td>6.48x10⁻⁵</td>
<td>6.48x10⁻⁵</td>
<td>6.48x10⁻⁵</td>
<td>100.00</td>
<td></td>
<td>100.00</td>
</tr>
<tr>
<td><strong>Sphalerite</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.12</td>
<td>3.43x10⁻⁵</td>
<td>3.42x10⁻⁵</td>
<td>3.43x10⁻⁵</td>
<td>99.95</td>
<td></td>
<td>100.00</td>
</tr>
<tr>
<td>9</td>
<td>3.43x10⁻⁵</td>
<td>3.43x10⁻⁵</td>
<td>3.43x10⁻⁵</td>
<td>99.98</td>
<td></td>
<td>100.00</td>
</tr>
<tr>
<td>17</td>
<td>3.43x10⁻⁵</td>
<td>3.43x10⁻⁵</td>
<td>3.43x10⁻⁵</td>
<td>100.00</td>
<td></td>
<td>100.00</td>
</tr>
<tr>
<td><strong>Chalcopyrite</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.12</td>
<td>1.54x10⁻⁵</td>
<td>1.54x10⁻⁵</td>
<td>1.54x10⁻⁵</td>
<td>100.00</td>
<td></td>
<td>100.00</td>
</tr>
<tr>
<td>9</td>
<td>1.54x10⁻⁵</td>
<td>1.54x10⁻⁵</td>
<td>1.54x10⁻⁵</td>
<td>100.00</td>
<td></td>
<td>100.00</td>
</tr>
<tr>
<td>17</td>
<td>1.54x10⁻⁵</td>
<td>1.54x10⁻⁵</td>
<td>1.54x10⁻⁵</td>
<td>100.00</td>
<td></td>
<td>100.00</td>
</tr>
</tbody>
</table>

Carbonate dissolution occurred primarily at the top of the column. Calcite was reduced by 0.12 % at 1.12 m, was unchanged at 9 m and precipitated at 17 m increasing in volume fraction by 0.06 %. Dolomite was the primary buffering mineral with volume fractions being reduced by 0.95 %, 0.7 % and 0.04 % at 1.12 m, 9 m, and 17 m, respectively. The volume fraction of secondary minerals gypsum, jarosite and siderite remain unchanged throughout the simulation, as did those for anorthite and albite. Ferrihydrite
volume fractions significantly increased by several orders of magnitude at 1.12 m and 9 m, indicating it was precipitating. Its volume fractions remained unchanged at 17 m.

**TABLE 7 - INITIAL AND FINAL VOLUME FRACTIONS FOR CALCITE, DOLOMITE AND FERRIHYDRITE.**

<table>
<thead>
<tr>
<th>Depth (m)</th>
<th>Calcite</th>
<th>Dolomite</th>
<th>Ferrihydrite</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Initial φ</td>
<td>Final φ</td>
<td>Remaining φ%</td>
</tr>
<tr>
<td>1.12</td>
<td>3.50 x 10^{-2}</td>
<td>3.50 x 10^{-2}</td>
<td>99.88</td>
</tr>
<tr>
<td>9</td>
<td>3.50 x 10^{-2}</td>
<td>3.50 x 10^{-2}</td>
<td>100.00</td>
</tr>
<tr>
<td>17</td>
<td>3.50 x 10^{-2}</td>
<td>3.50 x 10^{-2}</td>
<td>100.06</td>
</tr>
<tr>
<td>1.12</td>
<td>4.40 x 10^{-2}</td>
<td>4.36 x 10^{-2}</td>
<td>99.05</td>
</tr>
<tr>
<td>9</td>
<td>4.40 x 10^{-2}</td>
<td>4.37 x 10^{-2}</td>
<td>99.30</td>
</tr>
<tr>
<td>17</td>
<td>4.40 x 10^{-2}</td>
<td>4.40 x 10^{-2}</td>
<td>99.96</td>
</tr>
<tr>
<td>1.12</td>
<td>1.00 x 10^{-10}</td>
<td>3.07 x 10^{-4}</td>
<td>3.07 x 10^{8}</td>
</tr>
<tr>
<td>9</td>
<td>1.00 x 10^{-10}</td>
<td>1.66 x 10^{-4}</td>
<td>1.66 x 10^{8}</td>
</tr>
<tr>
<td>17</td>
<td>1.00 x 10^{-10}</td>
<td>1.00 x 10^{-10}</td>
<td>100.00</td>
</tr>
</tbody>
</table>

**4.6.2 Saturation Index**

A selection of 21 samples from field data were chosen for analysis in PHREEQC to determine the saturation indices (SI) of calcite, dolomite, gypsum, jarosite and siderite. These samples were chosen because of the completeness of their geochemical data. The model saturation indices (SI) for calcite, dolomite, gypsum, jarosite and siderite were the plotted alongside the PHREEQC results for comparison (Figure 25). The PHREEQC SI for calcite indicates it is slightly above saturation at just under an SI of 1. The PHREEQC SI for dolomite is more saturated with values primarily ranging from 0.6 to 1.9. In contrast the model demonstrates an SI of approximately 0 for both calcite and dolomite (Figure 25).

The model SI for gypsum is undersaturated with an SI of -4.5 at the top of the column, decreasing to approximately -8 at 17 m. The PHREEQC results for gypsum are significantly higher with SI values ranging from -1.8 to -0.4. The model SI values for jarosite range from -7.92 to -5.62 in the cover. The SI values decrease with depth following the cover to -38.3 at 17 m. The PHREEQC results are variable and range from an SI of -1.56 to -6.7. Within the cover, the model shows a siderite SI of approximately -2.5, however, it decreases significantly in the waste rock portion from an SI of -8.1 to -9.7. In contrast the PHREEQC results range from SI -2.07 to -3.48 (Figure 25).

The under-saturation of jarosite and especially gypsum is attributed to the low levels of alkalinity and explains the excess sulfate in the model simulations. The low SI of siderite in the model is attributed to little ferrous iron remaining in the pore water for this mineral to precipitate out.
**Figure 25** – COMPARISON OF MODEL SATURATION INDICES (BLUE LINE) WITH RESULTS FROM PHREEQC WATER DATA ANALYSIS (RED CIRCLES) PLOTTED WITH DEPTH
Chapter 5: Conclusion

5.1 Summary
This project attempted to reproduce the effluent discharged by a covered historic waste rock pile at the Detour Gold mine from a theoretical fresh waste rock pile. One of the primary objectives of the project was to examine the geochemical evolution of the waste rock over the course of a 30-year simulation. The MIN3P model implemented hydrological and mineralogical characteristics of similar waste rock piles on site, along with precipitation and irradiance data from a nearby weather station in Kapuskasing, Ontario, to simulate 30 years of exposure to atmospheric conditions. The model also served to examine the effects of a non-reactive cover to reduce oxygen diffusion into the waste rock.

The conclusions of the modeling project are as follows:

1. The model had difficulty replicating the oxygen gas concentrations above 10 m. While atmospheric levels of oxygen were observed at all depths in the field data, average levels were less than the oxygen levels produced in the simulation. It is unclear if this is a result of the chosen gas diffusion coefficient, or due to an oversimplification of the gas transport in the system. For example, advection was not modeled, and the same gas diffusion coefficient was set for both the cover and the waste rock portions. Carbon dioxide levels were similar to average values observed in the field data. Given this and that sulfide dissolution at shallow depths is generating ample iron and sulfate, the cover material in the simulation does not seem to act as a barrier to the passive influx of oxygen.

2. The model shows gradual decreases in sulfate and total iron production accompanied by gradual increases in pH and alkalinity over time as a result of the Shrinking Core Model. Dolomite was the main buffering mineral, with small amounts of calcite precipitating at the bottom of the column. Both calcite and dolomite had less than 1% of their mineral volume fractions reduced. Their saturation indices were close to zero. This bodes well for long term buffering capacity of the system and acid mine drainage does not seem to be an issue in the foreseeable future.

3. The model had difficulty in replicating the alkalinity observed in the field data. The elevated levels of sulfate in the model are likely related to the low saturation indices of gypsum and jarosite found with the PHREEQC analysis, indicating little precipitation is occurring to remove sulfate from the pore water.

4. The model captures the onset of seasonal variations brought about by the change in monthly infiltration rates. Periods of increased infiltration were observed as a pulse of increased
concentration gradually moving through the column, while periods of low infiltration had
concentrations gradually decrease to minimum levels. This variance along with that of real
precipitation and temperature changes from one year to the next can explain the variation seen
in the pore water sample data. Namely, it explains how the concentrations can be so different at
a sampling location even if it is sampled at the same time from one year to the next. This result
suggests long term management of waste rock piles should include a measure to limit the
infiltration of water into the pile.

5. Apart from the alkalinity, sulfate and total iron, the effluent discharged from the simulated
waste rock pile does resemble that of hole 3-2, more so than hole 3-1. This was expected since
more emphasis was placed on matching the concentrations seen in 3-2. The pH and trace metals
fall within the averages of pore water data collected as do Ca²⁺ and Mg²⁺ concentrations.

6. The model indicates the oxidative pathway is the primary pathway for sulfide dissolution. This is
not surprising given the pH of the pore water. Pyrrhotite mineral volume fractions were reduced
by up to 6.6 % at 1.12 m, whereas pyrite was reduced by up to 5.21 %, and sphalerite by up to
0.05 % at the same depth. Pentlandite and chalcopyrite were relatively unchanged however
trace metal results indicate their concentrations are affected by flushing events and therefore
must be dissolving.

5.2 Recommendations for Future Research

Although there were some difficulties with some aspects of the reactive transport model, it nevertheless
was able to replicate much of the pore water geochemistry from hole 3-2, even with a limited data set.
Many of the shortcomings encountered can be addressed onsite or on future projects to produce a
more robust model. Recommendations for such work is provided below:

1. A more detailed sampling profile is necessary to properly characterize a waste rock pile. The
sampling intervals should be much smaller and be located at several locations in order to
maximize data collected in the subsurface as waste rock piles are quite heterogeneous by
nature. If possible, a more rigid sampling regiment should be implemented to capture trends
based on season variation.

2. Tracer testing at several locations on the waste rock pile would provide more accurate residence
times in which to calibrate the hydrological parameters. In addition to providing residence
times, the tracers can be used to locate different flow mechanism that may occur, such as areas
of pooling and preferred pathways during large infiltration events, and movement of groundwater into and out of lower portions of the waste rock pile.

3. The disparity between the Co$^{2+}$ and Ni$^{2+}$ content and the volume fraction of pentlandite in the model highlights the benefit of a detailed mineralogical analysis. Although whole rock analysis did provide a basis for mineralogical data, it alone cannot discern the distribution of sulfide content and metal oxides into their respective minerals. Many trace metals may be locked up in minerals that are not represented by sulfides.

4. Although the gas profile is similar to that of the field observations, the adjustment of the gas diffusion coefficient must be done with caution as it affects diffusion in the reactive transport. Further development of the MIN3P software may eventually incorporate advective transport as well as individual gas diffusion coefficients for specific species.

5. Collection of rainwater will help to characterize the input water used in the simulation. In addition, shallow water sampling may be able to discern what percentage of ions are concentrated in infiltrating water due to evapotranspiration.
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Appendix A

Corrections for Evapotranspiration, Snow Water Equivalent and Sublimation
Evapotranspiration Correction

Infiltration through a soil is a function of precipitation, evapotranspiration and soil properties. Many of the empirical methods used to estimate evapotranspiration were derived from the Penman equation (Penman, 1948):

$$\lambda E = \frac{\Delta (R_n - G) + (\gamma \lambda E_a)}{\Delta + \lambda}$$  \hspace{1cm} (24)

where $\lambda E$ is evaporative latent heat flux (MJ m$^{-2}$d$^{-1}$), $\Delta$ is the slope of the saturated vapor pressure curve, $R_n$ is the net radiation flux (MJ m$^{-2}$d$^{-1}$), $G$ is the sensible heat flux into soil (MJ m$^{-2}$d$^{-1}$) $\gamma$ is the psychrometric constant (kPa °C$^{-1}$) and $E_a$ is the vapor transport of flux (mm d$^{-1}$). To account for daily variations, Monteith (1965) combined the Penman equation with a bulk surface resistance term of vapor flow through a transpiring crop or evaporating soil, $r_{av}$ (s m$^{-1}$). The result is the Penman-Monteith equation, written as:

$$\lambda ET_o = \frac{\Delta (R_n - G) + \left[86,400 \frac{\rho_a C_p}{r_{av}} (e_a^0 - e_s)\right]}{\Delta + \gamma \left(1 + \frac{r_s}{r_{av}}\right)}$$  \hspace{1cm} (25)

Where $\rho_a$ is the air density (kg m$^{-3}$), $C_p$ is the specific heat of dry air, $e_a^0$ is the mean saturated vapor pressure (kPa), $e_a$ is the mean daily ambient vapor pressure (kPa) and $r_s$ is the canopy surface resistance (s m$^{-1}$). Finally, an updated version suggested by Allen et al. (1998), known as the Penman-Monteith (FAO-56) method, utilizes some assumed constants simplifying the equation to:

$$ET_o = \frac{0.408\Delta (R_n - G) + \gamma \frac{900}{T_{mean} + 273} u_2 (e_s - e_a)}{\Delta + \gamma (1 + 0.34 u_2)}$$  \hspace{1cm} (26)

Where $ET_o$ is the reference evapotranspiration rate (mm/day), $T$ is the mean air temperature (°C) and $u_2$ is the wind speed (m/s) measured at 2m above the ground. This equation can be reduced to two components $ET_{wind}$ and $ET_{rad}$:

$$ET_o = ET_{wind} + ET_{rad}$$  \hspace{1cm} (27)
The $ET_{\text{wind}}$ (mm/day) component is made up of three terms; a temperature term, a wind term, and a calculation for vapour pressure. The temperature term $TT$ can be written as:

$$TT = \left[ \frac{900}{T_{\text{mean}} + 273} \right] \cdot u_2$$  \hspace{1cm} (28)

The wind term $PT$ is written as:

$$PT = \frac{\gamma}{\Delta + \gamma(1 + 0.34u_2)}$$  \hspace{1cm} (29)

The vapour pressure calculation is simply $(e_s - e_a)$ where $e_a$ is actual vapour pressure (kPa), and $e_s$ is mean saturation vapour pressure (kPa), calculated based on the air temperature. Therefore, $ET_{\text{wind}}$ is:

$$ET_{\text{wind}} = PT \cdot TT(e_s - e_a)$$  \hspace{1cm} (30)

The final component $ET_{\text{rad}}$ (mm/day) is the radiation component, made up of two terms, $DT$ (delta term), and the net radiation $R_{ng}$ (mm). The delta term is:

$$DT = \frac{\Delta}{\Delta + \gamma(1 + 0.34u_2)}$$  \hspace{1cm} (31)

The net radiation is:

$$R_{ng} = 0.408 \cdot R_n$$  \hspace{1cm} (32)

And so, the $ET_{\text{rad}}$ is:

$$ET_{\text{rad}} = DT \cdot R_{ng}$$  \hspace{1cm} (33)

Where $R_n$ is net radiation (M Jm$^{-2}$ day$^{-1}$) and is the difference between net shortwave radiation and net outgoing longwave radiation. Net daily infiltration $I$ can then be solved by subtracting the evapotranspiration $ET_0$ from total precipitation:

$$I = Rain_{\text{daily(mm)}} - ET_0$$  \hspace{1cm} (34)

Snow Water Equivalent (SWE) and Sublimation Correction
In the spring, an influx of water due to a melting snowpack is not accurately represented by precipitation data. To account for this influx during the month of April, a modified Snow Water
Equivalent (SWE) calculation was used. The standard SWE is dependent on the density of the snow and the snow depth and is calculated as (Sturm et al., 2010):

\[ mm\text{SWE} = \frac{\text{Snow Depth (mm) \cdot Density (kg \cdot m}^3)\cdot 1000}{1000} \]  \hspace{1cm} (35)

The snow type during the spring melt in April is estimated to be very wet due to high rates of melt with a density of 700kg/m$^3$ (Muskett, 2012). Pomeroy and Jones (1996) provides an equation to estimate snowpack loss due to sublimation:

\[ SWE_{sub} = 7.206 + (1.764 \cdot U) - (0.158 \cdot T_{\text{max}}) - (0.176 \cdot RH_{\text{max}}) + (0.191 \cdot P_m) \]  \hspace{1cm} (36)

Where $U$ is the mean monthly wind speed (in m/s), $T_{\text{max}}$ is the mean monthly air temperature (in °C), $RH_{\text{max}}$ is the mean monthly max relative humidity (%) and $P_m$ is the monthly snowfall (mm SWE). The mm SWE infiltration into the soil is dependent on the soil type and porosity (Gray et al., 2001). The soil types are divided into three categories; Unlimited, Restricted and Limited soils. Unlimited soils are dominated by gravity flow and allow most if not all meltwater to infiltrate. Restricted soils have an impervious layer near the ground surface, a common example being frozen soils or an ice lens below the subsurface impeding infiltration. The third category is Limited soils, and they are described as soil where infiltration is dominated by capillary flow dependent on soil moisture content, temperature, and length of time in which infiltration occurs. Since capillary flow is the primary flow mechanism through the waste rock and cover material at Detour Gold, the soil type can be assumed to be a Limited soil type. Net infiltration can then be estimated using the mm SWE curves from Gray et al. (2001) and porosity estimates gathered from field observations.
Appendix B

Additional Figures
Figure 26 - Simulated water geochemistry variance at 10 m for the 29th year, plotted with pore water geochemistry collected at 5 m depth.
Figure 27 - Simulated water geochemistry variance at 10 m for the 29th year, plotted with trace metal data collected at 5 m depth.
Figure 28 - Simulated water geochemistry variance at 15 m for the 29th year, plotted with pore water geochemistry collected at 5 m depth.
Figure 29 - Simulated water geochemistry variance at 15 m for the 29th year, plotted with trace metal data collected at 5 m depth.