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Abstract

Analog beamforming is the process of controlling the amplitude and phase distribution across an antenna array to produce focused EM radiation. There are many ways of accomplishing this, but this thesis focuses on printing techniques to produce beamforming devices. The methods of production used for this work includes 3D polymer printing, PCB fabrication and knife tracing with copper cladding and tape. Three types of devices are designed and fabricated for this work including Luneburg lenses, Butler matrices and ferroelectric varactors. The Luneburg lenses are produced through 3D printing processes and measured in the far-field using with an anechoic chamber. Two different Butler matrices are designed and presented, one is designed at 2.4 GHz on Rogers 3006 substrate and fabricated using a knife tracing printing process. Radiation pattern measurements are made for this matrix in the far-field using an anechoic chamber. The other matrix is designed using lumped components and printed with standard PCB fabrication. Phase and amplitude measurements are made for this matrix with a VNA. Ferroelectric material for the varactors is produced through 3D printing and the electrodes are made from copper tape with knife tracing. A high frequency varactor is produced using knife tracing and measured using 250 um pitch circuit probes for flexible applications.
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\( c \) speed of light in a vacuum \(3.00 \times 10^8\) m/s

\( r, R \) radius m

\( d \) distance m

\( h \) height m
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\( L, \ell \) length m
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\( \varepsilon_r, \varepsilon_{eff} \) relative, effective permittivity
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\( \beta, k_0 \) wavenumber, free space wavenumber \(\text{m}^{-1}\)

\( \lambda_g, \lambda_0 \) guided, freespace wavelength m

\( E \) electric field V/m
Chapter 1

Introduction

Frequency spectrum is an intangible commodity in an ever-growing demand as the number of devices that are communicating wirelessly using EM radiation increa. Several solutions have been employed to address this issue with one of the more recent solutions being the introduction of 5G networks [1]. Fifth generation (5G) cellular networks alleviate strain on the frequency spectrum in two major ways. Moving to unused spectrum directly opens up bandwidth by making new domains accessible, but higher frequency bands also allow for more efficient use of spectrum through the use of phased arrays for beamforming on mobile devices [1][2]. Two factors that impact the performance of phased array systems are 1) the number of radiating elements and 2) their separation relative to their operating wavelength. Since antenna size typically scales linearly with wavelength, operating in a higher frequency band allows an increased number of radiating elements to be spaced optimally for beamforming. By focusing radiation at both ends of a wireless link, adjacent users can reuse frequency domain without interference.

The work presented in this thesis focuses on beamforming methods and their production through convenient printing techniques. While the devices produced in this work operate in the UHF, S and X band frequency ranges, they can be scaled to higher frequencies with smaller resolution. This is particularly true of the Cricut process where the size of trans-
mission lines directly scale with wavelength; for the 3D printing process, higher frequencies may begin to reduce the homogeneity of the cells but higher resolution for the Cricut cutter would be required first to characterize the materials up to the design frequency [3].

One method of beamforming investigated in this thesis is the use of antenna arrays. Radiation from an antenna array can be described as a combination of the individual element patterns and an array factor created by the unique positioning of elements and distribution of phase and amplitude across them. For an $M \times N$ array the array factor can be described by summing over the radiation contributions of each element as [4]

$$AF(\theta, \phi) = \sum_{m,n=0}^{M,N} A_{mn}e^{jk(r'_{mn} \cdot \hat{r})}$$ (1.1)

where $A_{mn}$ is a complex constant relating to the phase and amplitude feeding the $mn^{th}$ element, $k$ is the wavenumber and $r'_{mn}$ is the radius vector from the $mn^{th}$ element to the field point. To increase directivity for an array the number of elements can be adjusted or the phase progression can be tuned with larger numbers in either case typically narrowing radiation lobes. Increasing the number of elements typically results in more loss while larger phase progressions can create undesired grating lobes. Another method of increasing directivity is to use an antenna lens. Devices such as the Luneburg lens have been shown to increase the directivity of radiating elements providing an additional factor to control [5].

Traditional methods of producing electronics often require designs to be sent out for production. This can be a challenge for rapid prototyping as production times can delay the development process. The work presented here demonstrates several methods of rapid fabrication for RF beamforming circuits such as 3D printing and knife tracing with copper tape. Multiple methods of 3D printing exist and have been used in the production of electronics. Two common methods are Fused Deposition Modelling (FDM) and vat photopolymerization [6][7]. FDM involves the deposition of polymer filament while vat photopolymerization involves the hardening of polymer resin through application of a laser against a build plate.
For the work presented here a subset of vat photopolymerization known as stereolithography was used for its high precision and the ability to dope resin with functional materials [8].

1.1 Thesis objectives

The objectives of this thesis are:

1. Characterize the electrical properties of SLA printable resin to allow for the design and production of a 3D printed Luneburg lens antenna for improved gain and beamforming.

2. Introduce an alternative method of circuit fabrication using a CNC knife tracing tool. Design and produce alternative beamforming circuitry such as a Butler matrix through printing or other convenient methods of fabrication.

3. Design and produce 3D printed varactors for circuit tuning.

1.2 Thesis contributions

The work done in this thesis has lead to the following contributions:

1. Characterization of Formlabs resin for SLA printing. The permittivity and loss tangent for resin doped with nano-particles was characterized up to 9 GHz leading to the following publication and submission:


   • B. Deore, K.L. Sampson, T. Lacelle, N. Kredentser, J. Lefebvre, L. S. Young, **J. Hyland**, R. E. Amaya, J. Tanha, P. R. L. Malenfant, H. W. de Haan and

2. Characterization of conductivity for deposited silver ink. Determining the conductivity of printed silver ink at x-band lead to the following publications:


1.3 Thesis organisation

The rest of this thesis is organised as follows:

- Chapter 2 provides background on 3D printing processes.

- Chapter 3 provides details on the characterisation of 3D printed materials and printing methods used in this work.

- Chapter 4 presents the design, simulation, fabrication and measurement of three Luneburg lens antennas.
• Chapter 5 presents the design, simulation, fabrication and measurement of a microstrip line Butler matrix and antenna array followed by a lumped element Butler matrix.

• Chapter 6 presents the design, simulation, fabrication and measurement of ferroelectric varactor circuits.

• Chapter 7 concludes this thesis with a discussion of future work.
Chapter 2

Methods of 3D Printing

Three dimensional (3D) printing has become a popular method for rapid production. There are several common methods of 3D printing by depositing filament through and extrusion device or polymerising a powdered or resin material [9]. In general the methods of 3D printing can be broken in to three main categories depending on the method by which materials are combined: selective binding, selective deposition, and selective solidification [10]. An example of each printer type can be seen in Figure 2.1.

Figure 2.1: Example 3D printers with Formlabs Fuse 1 selective laser sintering printer (a) Formlabs Forb 3B stereolithography printer (b) and Prusa i3 MK3S fused deposition modeling (c) [11][12]
2.1 Selective Laser Sintering

Selective laser sintering (SLS) is a process by which powdered polymer is deposited in thin layers and selectively bonded to the layers below. A laser is a common tool for the bonding of powdered polymer [10]. The SLS printing process is depicted in Figure 2.2.

![Selective laser sintering process](image)

Figure 2.2: Selective laser sintering process [13]

2.2 Stereolithography

Stereolithography (SLA) is a process by which a liquid polymer resin is solidified against a build plate to create a model [10]. The SLA printing process is depicted in Figure 2.3. These printers are a useful tool for printing substrates due to the possibility of doping resins with foreign materials [8].
2.3 Fused Deposition Modeling

Fused Deposition Modeling (FDM) is a process by which a polymer filament is deposited only where material is desired to form a model. When the filament reaches the extruding element it melts enough to be fused to the hardened layer below allowing a model to be built up [14].

2.4 Literature Review

Various methods of 3D printing electronics have been investigated. Some methods focus on dielectrics while others have been able to integrate conductive materials into the substrate to form electrical traces. Some examples of such projects will be reviewed here. Initially a review of dielectric based printing processes followed by some methods of embedding conductors.
2.4.1 Dielectric printing processes

Some processes have used FDM printing to create electronics such as in [15]. This process used FDM to create a spherical Luneburg lens at X band with the density varied across the radius of the lens to create an effective permittivity tapering profile. When fed with an open ended waveguide the combined system was capable of producing a total peak gain of 20.5 dBi (15 dB more than the waveguide without lens). Various other projects have produced similar lenses and a summary of their performance can be seen in Table 2.1.

Table 2.1: Summary of performance for dielectric printing processes applied to the production of Luneburg lenses.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Frequency (GHz)</th>
<th>Gain (dBi)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[15]</td>
<td>8 - 12</td>
<td>20.5</td>
</tr>
<tr>
<td>[16]</td>
<td>7 - 11</td>
<td>18</td>
</tr>
<tr>
<td>[17]</td>
<td>6</td>
<td>21.5</td>
</tr>
<tr>
<td>[18]</td>
<td>26 - 40</td>
<td>20</td>
</tr>
<tr>
<td>[19]</td>
<td>10</td>
<td>15</td>
</tr>
</tbody>
</table>
2.4.2 Conductor embedding printing processes

Various projects have been undertaken to embed conductors into 3D printed substrates and some have also included integrated circuits (ICs) such as shown in Figure 2.6. This project was able to generate the conductive traces using a direct ink writing technology and electrically connecting to surface mount ICs.

Another project used a conductive metal paste characterised in [21] to embed traces within mechanically stretchable substrate [22]. This substrate was then used to produce a strain sensor and embedded oscillator IC as shown in Figure 2.7.

Conductors have also been added to 3D printed substrates through hybrid printing processes where a conductor negative is left embedded within a design and filled with conductive material after printing. This process was used to create a six-sided block substrate with integrated microprocessor, accelerometer, resistors and LEDs [23].
Figure 2.6: Printed lactate biosensor prototype with enzyme-covered electrode and chloridized electrode (a) design concept (b) and prototype with lactate sensor (c). [20]

Figure 2.7: Printed, multi-layer stretchable oscillator circuit using liquid metal paste interconnects, shown in un-stretched and stretched states. The circuit continues to function while being stretched by hand. [22]

Bulk conductive copper has been added to 3D printed substrates with enough resolution to land 0.5 mm pitch QFN components as demonstrated in [24]. This process was able to use conductive copper strips embedded with in the substrate to create connections between layers and a surface land pattern for components. The printed QFN land pattern with 0.5 mm pitch can be seen in Figure 2.9.
Figure 2.8: 3D printed signal conditioning circuit. [23]

Figure 2.9: Top down view of structure where excess foil is folded down to provide a surface mount landing footprint for soldering a 12 pin QFN device with grounded corners (left) and manufacturers recommendations (right). [24]
2.5 Other printing methods

While 3D printing is the main focus of investigation presented in this thesis another significant source of printing used is the Cricut cutter knife tracing tool [3]. A knife tracing tool is useful for rapid prototyping of electronics and can be used to pattern conductors with roughly 300 um resolution. A picture of the knife tracing tool used in this work can be seen in Figure 2.10. This cutter is used in this work for production of ring resonators, Luneburg

Figure 2.10: Cricut Maker knife tracing tool [3]

lens platting covers, some varactor plates, a Butler matrix, and a patch antenna array.
Chapter 3

Characterisation of Materials and Printing

The process of creating electronics through 3D printing is not new, yet many 3D printable materials have, as of yet, undefined electrical properties \cite{25}\cite{26}\cite{27}. This leaves the process of characterisation up to the designer as the first step in a new 3D printing design. For most designs the characteristics of interest are material permittivity ($\varepsilon_r$) and loss tangent ($\tan\delta$), both vary as functions of frequency across the design bandwidth. While some materials have magnetic properties that present a non-unity value for relative permeability, they are not usually printable polymers. As a result the materials characterised for the designs presented here will be assumed to have relative permeability values of one and the permittivity and loss tangent will be the properties of interest.

Materials can be characterised in a variety of ways including measurements of the phase shift and loss across a transmission line, or the phase shift and return loss from an open or short circuited stub; but the most common methods involve measurement of a resonator. There are many ways to make a resonator circuit to determine the dielectric properties of a material, but some of the most popular include T-resonators, split ring resonators and ring resonators coupled either from the end as a series element or from the side as a shunt stub.
While all these methods can be effective, this investigation will focus on the end fed ring resonator for its simplicity and accuracy of characterisation [30].

### 3.1 Ring resonators

A ring resonator is a two port guided transmission line structure that can be used to determine the properties of the dielectric it is mounted on. It is an ideal structure for characterising materials as both the location and shape of the resonance peaks can be used to obtain valuable information about the dielectric constant and the losses of the material [30]. The basic structure of the end fed ring resonator includes two feeding transmission lines coupled to the ring on either side through a gap as seen in Figure 3.1. By coupling to the ring it allows the resonance to be measured while reducing the loading effect of the source and load impedance. A balance must be struck when designing the gap as increasing the coupling capacitance will allow more energy to couple through the circuit while simultaneously increasing the loading effect of the measurement apparatus. This can either reduce the sensitivity to unloaded quality factor or reduce sensitivity to the unloaded resonance [31].

![Figure 3.1: Ring resonator outline and parameters](image-url)
3.2 Calibration method

Calibration for the ring resonator measurements was done using an SOLT (short, open, load, through) calibration. An alternative to SOLT would have been a TRL (through, reflect, load) calibration, but the quality of this calibration depends on the tolerances of the conductor and dielectric dimensions. To remove the added error from manufacturing tolerances the SOLT calibration process was used. The single end terminations were taken from the Agilent 85052D calibration kit as shown in Figure 3.2. To calibrate the through measurement a section of transmission line with the characteristic impedance of the feedlines and twice the electrical length was used. This de-embedding was performed to move the reference point for measurement to the edges of the coupling gaps. Isolation calibration measurements were omitted for this process.

![Image of calibration kit](image)

Figure 3.2: Agilent 85052D 3.5 mm calibration kit short, open and broadband load [32]

3.3 Ring resonator fabrication

Fabrication of the ring resonators was performed using a Cricut knife tracing tool [3]. This is a commercially available tool commonly used for arts and crafts but also happens to have an excellent application for electronics.
By using copper tape as the conductive material the excellent bulk conductivity of copper can be used to produce almost no conductor losses. The cutting and placement of copper tape was done using a low adhesive transfer tape as seen in Figure 3.3. By using the transfer tape as backing to form a decal the rings could be cut and then stuck to the surface of the substrate under test with fine precision and without scoring knife marks around the conductor. This method was used to create rings as shown in Figure 3.4 which depicts a ring resonator on a commercial substrate and a printed control substrate. This process allowed high conductivity copper ring resonators to be placed on delicate 3D printed substrates.

3.4 Measurements and results

Ring resonator measurements were captured as a two port s-parameter measurement on a VNA. An example of a ring resonator being measured on a substrate doped with graphene can be seen in Figure 3.5. The s-parameters were extracted from the VNA for analysis. With the s-parameters characterising the function of the ring resonator the extraction of permittivity and loss tangent data for the substrate was modelled off the process described in [30]. A parallel lumped model of the ring resonator was used to describe its operation during regions of maximum transmission when the circumference of the ring is equal to an integer multiple of a wavelength. A model of the lumped circuit used to model the ring can
Figure 3.4: Copper tape ring resonators deposited on commercial RO3006 substrate (a) and undoped Formlabs control resin (b)

Figure 3.5: Ring resonator VNA measurement setup

be seen in Figure 3.6. This model not only accounts for the parallel resonance behavior of the ring at peak transmission but also the coupling gaps between the ring and the feedlines. These gaps can be seen modelled as gap capacitors $C_g$ and parallel capacitors $C_p$. The values of these capacitors were estimated using an ADS [33] simulation so their effects could be removed from the calculations. To fit the model to the measurements a signal analysis
was done to determine the transfer function of the lumped circuit model. Shunt values L, C, and R were then used as optimization parameters in MATLAB to minimise the square of the difference between the fit function and the measured data using \texttt{fminbnd}. A ring resonator measurement on the control sample along with a function fit to the first resonance peak can be seen in Figure 3.7. This plots shows a clear resonance at 3.2 GHz with some minor ripple possibly due to inaccuracy in the calibration causing the presented impedance to oscillate about 50 Ω. Higher order resonances can be seen with reducing clarity around 6 GHz and 9 GHz. The lumped model was fit to the data at the second and third order resonances as well, but for most substrates no fits were made above the third order resonance. This gives permittivity and loss tangent data at approximately 3, 6 and 9 GHz for the printed substrates.

Once values for R, L and C were determined using the MATLAB [34] fit the permittivity
and loss tangent were found as follows. Knowing the resonance frequency of the ring allows
the effective permittivity to be easily calculated knowing the circumference of the ring is an
integer multiple of the guided wavelength as [30]

$$\varepsilon_{\text{eff}} = \frac{cN}{2\pi rf_{0N}}$$  \hspace{1cm} (3.1)

where $N$ is an integer giving the resonance order and $f_{0N}$ is the centre frequency of the
$N^{th}$ order resonance. To extract the relative permittivity of the substrate from the effective
value found above a another equation relating the two must be used. Calculating the effective
permittivity as [35]

$$\varepsilon_{\text{eff}} = \frac{\varepsilon_r + 1}{2} + \frac{\varepsilon_r - 1}{2}\left[\frac{1}{\sqrt{1 + \frac{12d}{W}}}\right]$$  \hspace{1cm} (3.2)

where $d$ is the dielectric height and $W$ is the trace width allows the relative permittivity
to swept in MATLAB to match the values. This relative permittivity value can then be
assigned to the substrate for the centre frequency of the resonance.

To determine the loss tangent of the substrate, unloaded quality factor was calculated
first. The unloaded quality factor differs from the loaded quality factor in that it neglects
the effects of the loading ports and circuitry. It represents the losses of the resonant circuit
alone. Using the values for $R$ and $L$ from the resonant modelling circuit allows the unloaded
quality factor to be calculated as [35]:

$$Q_0 = \frac{R}{2\pi f_0 L}$$  \hspace{1cm} (3.3)

(although the capacitor could have been used in place of the inductor for this calculation since
the point of operation is at resonance). From the unloaded quality factor, the atenuation
constant of the transmission line can be calculated as [30]:

$$\alpha_T = \frac{\pi N}{Q_0 L}$$  \hspace{1cm} (3.4)
where $L$ is the resonator inductance. From the attenuation constant for the ring transmission line the substrate loss tangent can be calculated as [35]:

$$\tan\delta = \frac{\alpha T c}{\pi \sqrt{\varepsilon_r} * f_0} \quad (3.5)$$

which completes the electrical characterisation of the substrate. A summary of the measured parameters for the printed substrates can be seen plotted in Figure 3.8.

![Figure 3.8: Measured electrical properties of printed substrates with material properties presented in Table 3.1. The loss tangent presented here also includes conductor losses in the copper tape, but these are assumed to be small relative to substrate losses.](image)

<table>
<thead>
<tr>
<th>Label</th>
<th>Doping Material</th>
<th>Percent Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>BD-graphene+BST-T-P114_14_2</td>
<td>Graphene and BST</td>
<td>0.1% and 0.2%</td>
</tr>
<tr>
<td>BD-CUMP-T-P114-13</td>
<td>Copper</td>
<td>0.1%</td>
</tr>
<tr>
<td>BD-graphene-T-P114-4</td>
<td>Graphene</td>
<td>0.1%</td>
</tr>
<tr>
<td>Control</td>
<td>None</td>
<td>NA</td>
</tr>
<tr>
<td>BD-CP-T-P114_31</td>
<td>PDOT ink</td>
<td>0.2%</td>
</tr>
<tr>
<td>BD-iron oxide-T-p114-23</td>
<td>Iron Oxide</td>
<td>0.2%</td>
</tr>
<tr>
<td>BD-P2T-T-P114-19</td>
<td>Piezoelectric Particles</td>
<td>0.2%</td>
</tr>
<tr>
<td>BD-QD-T-P114_36</td>
<td>Silver Selenium</td>
<td></td>
</tr>
<tr>
<td>BD-TiO2-T-P114_25</td>
<td>Titanium Oxide</td>
<td>0.2%</td>
</tr>
</tbody>
</table>

These plots include a variety of doped substrates that were not used for any of the designs presented in this work. The main substrate that was used in the design of the Luneburg
lens antennas, which will be presented later, was the control. This substrate was used for its lower value of permittivity and loss tangent both of which are desirable for the Luneburg lens. A summary of the control substrate electrical properties can be seen in Table 3.2.

Table 3.2: Formlabs Control substrate electrical properties

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Er</th>
<th>Tanδ</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.1 GHz</td>
<td>3.15</td>
<td>0.036</td>
</tr>
<tr>
<td>6.1 GHz</td>
<td>3.17</td>
<td>0.039</td>
</tr>
<tr>
<td>9.1 GHz</td>
<td>2.98</td>
<td>0.046</td>
</tr>
</tbody>
</table>
Chapter 4

Guided Luneburg Lens Design

This chapter will present the design of a 3D printable Luneburg lens. With a homogeneous dielectric material a density variation method will be analysed and used to taper the permittivity of the lens. Finally the printed lens will be presented along with far-field radiation pattern measurement.

4.1 Lens design equations

The core design equation for the Luneburg lens governs the tapering of permittivity across the radius. This tapering can be described as [36]

\[ \varepsilon_r(r) = 2 - \left( \frac{r}{R} \right)^2 \]  (4.1)

where \( R \) is the total radius of the lens. This is a fairly simple design requirement to have the lens permittivity taper across its radius. A more challenging aspect of the design is creating variation in the substrate to achieve this tapering. Various methods have been employed to this effect, including stepping the permittivity with physically distinct materials and tapering the density of a homogeneous dielectric [37][38]. Either of these methods can be effective, but to take advantage of 3D printing for the production of the lens it will be designed with
a single dielectric and the density will be varied to create an effective permittivity gradient.

To taper the density of the dielectric there are a number of geometries available that can accomplish the task. In general the process involves creating air pockets within a substrate and varying the size or number of them to alter the effective permittivity. Some geometry examples of how the density of a substrate can be varied are shown in Figure 4.1. This plot

![Figure 4.1: Dielectric density variation techniques](image)
shows a variety of geometries for density tapering. For this investigation it is desired to have a single cell with uniform dimensions so that it can be easily assembled into a model for printing. This makes a geometry similar to the ones shown in Figures 4.1b,c ideal.

4.2 Simulation and radius impact

To analyse the effect of lens radius on performance, an HFSS model was made as shown in Figure 4.2.

![Figure 4.2: HFSS Luneburg lens model with 6 concentric rings each exhibiting a permittivity value associated with its median radius to create a stepped gradient lens.](image)

4.3 Dielectric cell density

To create a permittivity taper across the radius of the lens there are a number of techniques that have been used. Metamaterials have become a popular choice for creating a permittivity gradient. Some designs have been used to add capacitance to a substrate and increase its
ability to store electrical energy as in [37][40]. Split ring resonators have also been used with transmission lines to simultaneously control the storage of electrical and magnetic energy as in [41][42]. A stepped graded index can be created by placing dielectric shells with varying permittivity concentrically as in [38][43][44]. A stepped graded index can also be created by varying the density of a homogeneous dielectric as in [5][45][46][47]. This method is ideal for 3D printing as a single polymer can be used to create the gradient. Another method that is well suited for printing involves tapering density continuously with radius as in [48][49].
4.3.1 Modelling and simulation

To simulate the cells, an HFSS model was used with a Floquet analysis. Using a Floquet analysis allows the cells to be analysed as an infinite periodic sheet with boundary conditions causing the fields to be replicated from primary to secondary surfaces. A phase shift between the primary and secondary boundaries can be used to simulate an angle of incidence other than perpendicular but for this analysis it will be neglected as the method or parameter extraction presented later will consider a plane wave at broadside. The dimensions of the cell must be large enough for strong printing resolution but small enough to provide a smooth dielectric profile across the lens. In Figure 4.6a the density cell is shown in (a) while the HFSS model with a highlighted pair of primary and secondary Floquet boundaries is shown in (b).

4.3.2 Function fit for block permittivity

To determine the required block density as a function of radius, the S-parameters of the cells were simulated for a range of fill box widths. Since the S-parameters can characterise a
two port device at a given frequency they can also be used to reverse engineer the material properties of a device assuming certain characteristics. In this case the equivalent permittivity of a slab dielectric can be determined using the process shown in [50]. While this process provides a useful estimate of the effective permittivity, it is derived for an incident broadside wave and lossless material. While After determining the effective refractive index and impedance of the cell the permittivity can be found as the ratio of refractive index to impedance:

\[ \varepsilon = \frac{n}{z} \]  

(4.2)

to characterise each unit cell as a function of fill box width. Determining the refractive index and impedance is a more involved process that is described in [50]. One of the core equations for the calculation of characteristic impedance is:

\[ z = \pm \sqrt{\frac{(1 + S_{11})^2 - S_{21}^2}{(1 - S_{11})^2 - S_{21}^2}} \]  

(4.3)

and the determination of refractive index can be defined as:

\[ n = \frac{1}{k_0d} \{[3[ln(exp(ink_0d))] + 2m\pi] - i\Re[ln(exp(ink_0d))]\} \]  

(4.4)
where \( k_0 \) is the freespace wavenumber of the incident wave, \( d \) is the distance across the cell in the direction of wave propagation, and \( m \) is an integer referring to the branch index of the periodic solution for \( \Re\{n\} \).

After extracting the permittivity, an experimental equation was determined to fit the data. After noting that the relationship between effective permittivity and fill box radius was logarithmic in nature, the following equation was used to fit the data:

\[
W_{\text{block}}(\varepsilon_r) = A + B\log(C(\varepsilon_r + D))
\] (4.5)

where the coefficients \( A - D \) are determined through curve fitting.

4.3.2.1 4 mm cells

To curve fit the 4 mm cells, Equation (4.5) was applied to the simulated data using the MATLAB curve fitting toolbox. The data and curve fit can be seen in Figure 4.7 while the function coefficients can be seen in Table 4.1. This function describes the relation between permittivity and dielectric box width yet to map the box width to a value for radius it must

![Figure 4.7: Dielectric fill box width as a function of effective permittivity for 4 mm cells at 10 GHz](image-url)
be combined with the Luneburg lens permittivity equation described previously in Equation (4.1). Combining these equations gives the box width as a function of radius. This is the

Table 4.1: Function fit parameters for 4 mm cells

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>3.066</td>
</tr>
<tr>
<td>B</td>
<td>1.726</td>
</tr>
<tr>
<td>C</td>
<td>1.267</td>
</tr>
<tr>
<td>D</td>
<td>-0.9872</td>
</tr>
</tbody>
</table>

relation which can be used to build a CAD model for the lens by determining the fill box width for each cell. The design equation to give the box width for 4 mm cells making a lens with 4.5 cm radius is

\[ W_{\text{block}}(r) = 3.066 + 1.726 \log(1.267(1.0128 - \left( \frac{r}{45} \right)^2)) \]  

(4.6)

where all dimensions are mm. This equation can then be used through scripting to build a printable file for the lens and can be seen plotted in Figure 4.8.

![Graph showing dielectric fill box width as a function of lens radius for 4.5 cm radius with 4 mm cells at 10 GHz](image)

Figure 4.8: Dielectric fill box width as a function of lens radius for 4.5 cm radius with 4 mm cells at 10 GHz
4.3.2.2 2 mm cells

To curve fit the 2 mm cells, Equation (4.5) was applied to the simulated data using the MATLAB curve fitting toolbox. The data and curve fit can be seen in Figure 4.9 while the function coefficients can be seen in Table 4.2. This function describes the relationship between permittivity and dielectric box width; yet to map the box width to a value for radius it must be combined with the Luneburg lens permittivity equation described previously in Equation (4.1). Combining these equations gives the box width as a function of radius. This is the relation which can be used to build a CAD model for the lens by determining the fill box width for each cell. The design equation to give the box width for 2 mm cells making a

Figure 4.9: Dielectric fill box width as a function of effective permittivity for 2 mm cells at 10 GHz

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1.404</td>
</tr>
<tr>
<td>B</td>
<td>0.9463</td>
</tr>
<tr>
<td>C</td>
<td>1.846</td>
</tr>
<tr>
<td>D</td>
<td>-1</td>
</tr>
</tbody>
</table>

Table 4.2: Function fit parameters for 2 mm cells
lens with 4.5 cm radius is

\[ W_{\text{block}}(r) = 1.404 + 0.9463\log(1.846(1 - \left(\frac{r}{45}\right)^2)) \]  

(4.7)

where all dimensions are mm. This equation can then be used through scripting to build a printable file for the lens and can be seen plotted in Figure 4.10.

![Graph of Dielectric Box Width vs. Lens Radius](image)

Figure 4.10: Dielectric fill box width as a function of lens radius for 4.5 cm radius with 2 mm cells at 10 GHz

The simulated equation for 2 mm cells can also be combined with the Luneburg lens equation using 6 cm as the radius to give

\[ W_{\text{block}}(r) = 1.404 + 0.9463\log(1.846(1 - \left(\frac{r}{60}\right)^2)) \]  

(4.8)

as the relationship between radius and cell fill box width. This equation can be seen plotted in Figure 4.11.
Figure 4.11: Dielectric fill box width as a function of lens radius for 6 cm radius with 2 mm cells at 10 GHz

4.3.3 CAD model generation

To build CAD models for printing a Python script was created and executed using the "Run Script..." command in HFSS. Generation of the file was initiated through the "Record Script To File..." command then altered to create the required geometry. An example of the Luneburg lens CAD model generated using the Python script can be seen in Figure 4.12. For the logistics of the printing process the model was broken into quarters to fit on the printer build plate.

4.3.4 Physical implementation

Printing of the lens antennas was performed by the Security and Disruptive Technologies group at the National Research Council Canada. Three different variants of the lens were printed, 2 and 4 mm cell width versions with a 4.5 cm radius, and a 2 mm cell width version with a 6 cm radius. All three lenses can be seen before plating with copper in Figure 4.13. Each of these lenses were printed in quarters and glued together to form the complete lens. The lens with 4 mm cells printed with excellent resolution and separation across the radius.
For the 2 mm cells some merging can be observed in the centre of the lens along with some structural issues towards the perimeter. All three lenses were plated with copper tape as seen in Figure 4.14.

### 4.3.5 Measurement and results

Far-field measurements were made using the anechoic chamber at Carleton University. Measurements were calibrated using an H-1498 standard gain horn antenna; the gain values for which were taken from [51]. The chamber was setup with a transmit horn antenna, operational range from 1 to 18 GHz, closest the door as seen in Figure 4.15. Calibration measurements were made at the three primary frequencies spanning x-band from start to middle to end (8, 10 and 12 GHz) by measuring the radiation pattern of the gain standard horn and comparing to the known gain plots. The difference between the measured and known gain can be used as a correction factor taking into account all the losses in the measurement setup. For the correction factor peak values were used both from the measured and known gain plots and the difference was used to determine the correction factor. Each correction factor can be seen in Table 4.3. These values can then be used to convert anechoic
Figure 4.13: Assembled Luneburg lens antennas before plating. The 2 mm cell versions of the lens are seen to experience some merging between adjacent fill boxes due to the resolution of the curing laser. Merging between the cells occurs for gaps less than 400 µm.

Figure 4.14: Assembled Luneburg lens antennas plated with copper tape
chamber measurements to antenna gain values in units of dBi. This process can also be done by measuring the loss of all cables and calculating the free-space path loss, but it is more efficient and reliable to calibrate the losses with a gain standard.

Another calibration measurement performed for the Luneburg lens antennas involved the inherent waveguide gain. Since the waveguide used to feed the Luneburg lens itself has gain measuring it separately allows the lens gain to be isolated. Replacing the gain standard horn with the waveguide as seen in Figure 4.16 allowed the radiation pattern to be measured.

Table 4.3: Anechoic chamber gain correction factors

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Measured</th>
<th>Known</th>
<th>Correction Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 GHz</td>
<td>-47.7 dB</td>
<td>11.0 dBi</td>
<td>58.7 dB</td>
</tr>
<tr>
<td>10 GHz</td>
<td>-50.8 dB</td>
<td>11.0 dBi</td>
<td>61.8 dB</td>
</tr>
<tr>
<td>12 GHz</td>
<td>-53.0 dB</td>
<td>11.5 dBi</td>
<td>64.5 dB</td>
</tr>
</tbody>
</table>
Figure 4.16: Anechoic chamber measurement setup for the waveguide feed

After calibrating the waveguide radiation pattern using the correction factors in Table 4.3 the gain values in dBi can be seen in Figure 4.17.
Figure 4.17: Far-field radiation pattern measurements for the waveguide connector compared with HFSS simulation
A main lobe of radiation can be seen at each frequency with a summary of the peak gain values in Table 4.4.

Table 4.4: Waveguide radiation peak gain summary

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Peak Gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 GHz</td>
<td>6.5 dBi</td>
</tr>
<tr>
<td>10 GHz</td>
<td>5.8 dBi</td>
</tr>
<tr>
<td>12 GHz</td>
<td>7.9 dBi</td>
</tr>
</tbody>
</table>

4.3.5.1 Lens with 4 mm cells and 4.5 cm radius

Three different frequency measurements at 8, 10 and 12 GHz were made for the 4 mm cell lens with 4.5 cm radius. To combine the lens with the waveguide feed, the former was placed on a cardboard shim to align the waveguide between the conductive plates of the lens as seen in Figure 4.18. Far-field measurements were captured for this setup and are compared with simulation, waveguide feed and 2 mm cell lens in Figure 4.20.

Figure 4.18: Anechoic chamber measurement setup for Luneburg lens antenna with 4.5 cm radius and 4 mm cells
4.3.5.2 Lens with 2 mm cells and 4.5 cm radius

Three different frequency measurements at 8, 10 and 12 GHz were made for the 2 mm cell lens with 4.5 cm radius. To combine the lens with the waveguide feed the former was placed on a cardboard shim to align the waveguide between the conductive plates as was done for the 4 mm cell lens with 4.5 cm radius. This setup was used to measure the radiation pattern of the lens antenna and waveguide combined. A comparison of these measurements with simulation, waveguide feed and 4 mm cell lens can be seen in Figure 4.20 and a summary of the peak gain values are presented in Table 4.5. To better visualise comparisons between the radiation patterns the data from Table 4.5 can be seen plotted in Figure 4.19. Across the

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Lens 4 mm</th>
<th>Lens 2 mm</th>
<th>Lens Sim.</th>
<th>WG Meas.</th>
<th>WG Sim.</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 GHz</td>
<td>7.9</td>
<td>7.8</td>
<td>9.6</td>
<td>6.5</td>
<td>5.4</td>
</tr>
<tr>
<td>10 GHz</td>
<td>8.1</td>
<td>3.2</td>
<td>10.4</td>
<td>5.8</td>
<td>6.7</td>
</tr>
<tr>
<td>12 GHz</td>
<td>10.8</td>
<td>8.7</td>
<td>13.2</td>
<td>7.9</td>
<td>7.6</td>
</tr>
</tbody>
</table>

Figure 4.19: Peak gain plots to visualise the radiation pattern comparison with 4.5 cm radius lenses

three frequencies the Luneburg lens with 4 mm cells shows the best measured performance and consistently outperforms the waveguide baseline by roughly 2 dB. While this is less
than the gain increase of the simulated lens at roughly 4 dB, it is still demonstrates how 3D printing can be used to generate a lens capable of focusing RF radiation in the x-band.
Figure 4.20: Comprehensive 4.5 cm radius Luneburg lens comparison with simulation and waveguide radiation
4.3.5.3 Lens with 2 mm cells and 6 cm radius

Three different frequency measurements at 8, 10 and 12 GHz were made for the 2 mm cell lens with 6 cm radius. To combine the lens with the waveguide feed the former was placed on a cardboard shim to align the waveguide between the conductive plates of the lens as seen in Figure 4.21. This setup was used to measure the radiation pattern of the lens antenna and waveguide combined. The results can be seen in Figure 4.23 compared with simulation and radiation from the waveguide and a summary of the peak gain values are presented in Table 4.5. To visualise the data a plot of the peak values for all compared radiation patterns can be seen in Figure 4.22. From the plots it can be seen that the performance of the lens is worse than simulated by roughly 7 dB and displays very similar peak gain as the waveguide radiation pattern. This indicates that the lens is redundant and is not impacti

![Image of anechoic chamber measurement setup for Luneburg lens antenna with 6 cm radius and 2 mm cells](image.png)

Table 4.6: Peak gain values in dBi for each of plotted measurements in Figure 4.23

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Lens Meas.</th>
<th>Lens Sim.</th>
<th>WG Meas.</th>
<th>WG Sim.</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 GHz</td>
<td>3.1</td>
<td>10.1</td>
<td>6.5</td>
<td>5.4</td>
</tr>
<tr>
<td>10 GHz</td>
<td>4.0</td>
<td>13.0</td>
<td>5.8</td>
<td>6.7</td>
</tr>
<tr>
<td>12 GHz</td>
<td>8.5</td>
<td>14.3</td>
<td>7.9</td>
<td>7.6</td>
</tr>
</tbody>
</table>
Figure 4.22: Peak gain plots to visualise the radiation pattern comparison with 6 cm radius lenses

the radiation. Since the increased radius should improve performance based on the theory, the issue must be with the construction of the lens. A future comparison should be done with a 6 cm radius lens using 4 mm cells for better resolution.
Figure 4.23: Comprehensive 6 cm radius Luneburg lens comparison with simulation and waveguide radiation
Chapter 5

Butler Matrix Design for Beam Steering

The Butler matrix is a passive beamforming device capable of providing a unique phase progression across its array ports for each input (beam) port [52][53][54][55]. This allows an antenna array to form a main lobe of radiation with orientation dependant on the beam port. A general block diagram layout of the Butler matrix can be seen in Figure 5.1. The Butler matrix design process is further broken up into sub-components: phase shifters, crossovers, and hybrid couplers. These devices work together to accept a signal applied to one of the four beam ports and distribute it evenly across the array ports with a unique phase progression corresponding to a given beam port. Each of the beam ports creates a unique phase progression $\Delta \theta$ (See Table 5.1) which determines the orientation of the main radiation lobe generated by the antenna array. Table 5.1 shows the relationships between the phases at the input and output ports of the Butler matrix. These phases progressions result in the specified beam direction for the main radiation lobe.

For this investigation two methods of creating a Butler matrix for passive beamforming will be investigated. The first method involves the use of transmission lines which are commonly used for this type of design [52][53][54]. Transmission lines are an excellent de-
Figure 5.1: Layout of the Butler matrix design. Ports 5 - 8 present their signals to the associated patch antenna in the array. [56]

Design choice as they can provide low loss on high quality substrates and produce a design proportional in size to an antenna array both being dependant on wavelength. A second method which is often less utilised involves the use of lumped passive elements [57][58]. An advantage of lumped components is that their size is less coupled to wave length allowing for a more compact matrix design at low frequencies. Two disadvantages of the lumped design however are that components are often lossy compared to transmission lines and have a self resonant frequency that can impede high frequency designs.

5.1 Transmission line matrix

In this section a transmission line Butler matrix and patch antenna array will be designed using ADS for Rogers RO3006 substrate at a centre frequency of 2.4 GHz. Fabrication of the matrix was done using a Cricut knife tracing tool, a drill press and soldering iron.

Design of the components was completed individually for a 50Ω system. For a transmis-
Table 5.1: Relative phases and beam directions across the Butler matrix. [56]

<table>
<thead>
<tr>
<th>Beam Direction</th>
<th>Port 1</th>
<th>Port 2</th>
<th>Port 3</th>
<th>Port 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Port 5</td>
<td>135°</td>
<td>45°</td>
<td>90°</td>
<td>0°</td>
</tr>
<tr>
<td>Port 6</td>
<td>90°</td>
<td>180°</td>
<td>-45°</td>
<td>45°</td>
</tr>
<tr>
<td>Port 7</td>
<td>45°</td>
<td>-45°</td>
<td>180°</td>
<td>90°</td>
</tr>
<tr>
<td>Port 8</td>
<td>0°</td>
<td>90°</td>
<td>45°</td>
<td>135°</td>
</tr>
<tr>
<td>Phase ∆θ</td>
<td>-45°</td>
<td>135°</td>
<td>-135°</td>
<td>45°</td>
</tr>
</tbody>
</table>

Using Equations (3.2) and (5.1) initial values can be determined that ignore coupling between sections and parasitic loading at transitions. To more accurately capture the physical properties of each component, an EM simulator can be used to generate a numerical model. Numerical models are a useful design tool that can capture many effects which are imprac-

\[ Z_0 = \begin{cases} \frac{60}{\sqrt{\varepsilon_{eff}}} \ln \left( \frac{8d}{W} + \frac{W}{4d} \right) & \text{for } W/d \leq 1 \\ \frac{120\pi}{\sqrt{\varepsilon_{eff}}} \left[ W/d + 1.383 + 0.667 \ln(W/d + 1.444) \right] & \text{for } W/d \geq 1 \end{cases} \]
tical to describe analytically. For the matrix design presented here initial values will be calculated and simulated using a schematic model before translating to an EM model for final tuning. A combined EM model of the assembled matrix will then be simulated before adding a patch antenna array.

5.1.1 Hybrid coupler design

The hybrid coupler is a common RF component that is characterised by an even splitting of power between two output ports with $90^\circ$ phase shift between them. A common hybrid coupler topology uses microstrip transmission lines to create the desired splitting and phase shift [35]. This method is practical at high frequencies when the required line lengths are small and many lumped components are close to self-resonance. The required transmission line parameters of a hybrid coupler are shown in Figure 5.2.

\[
\begin{array}{ccc}
Z_0 & Z_0/\sqrt{2} & Z_0 \\
\lambda/4 & & \\
Z_0 & \lambda/4 & \lambda/4 & Z_0 \\
Z_0 & Z_0/\sqrt{2} & Z_0 \\
\lambda/4 & & \\
\end{array}
\]

Figure 5.2: Branch-line hybrid coupler [35]

5.1.2 Simulation

To design the coupler a model was made in Keysight ADS using schematic microstrip components as shown in Figure 5.3. The microstrip dimensions were calculated using the design equations presented at the beginning of this section.

While microstrip equations can be used to calculate the properties of an isolated section of line, adjustments must be made after incorporating into a circuit. Most notably the loading
effect of the shunt capacitance introduced by the T-section of transmission line. This loading capacitance has a tendency to add an additional phase shift that can increase the effective length of the transmission line. To counteract this effect the lengths of each transmission line were shortened through tuning until achieving the appropriate matching and phase shift at 2.4 GHz. This tuning process makes use of the ADS models for each transmission line section but does not account for the interaction between sections. These interactions can be captured by an EM model as shown in Figure 5.4. After tuning the transmission line lengths of the EM model the final lengths can be seen shown alongside the the initial LineCalc values in Table 5.2. The line widths were kept constant through the tuning process as the design
equations for characteristic impedance are generally robust, while the line lengths were tuned to account for the miniaturization effects of capacitive loading. The final simulated phase difference at the output, transmission, isolation and input reflection parameters can be seen in Figure 5.5.

![Figure 5.5: Simulated output phase difference (left) and transmission/reflection/isolation magnitude (right)](image)

Table 5.2: Hybrid coupler initial and final transmission line dimensions

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Initial</th>
<th>Final</th>
</tr>
</thead>
<tbody>
<tr>
<td>W50</td>
<td>1.86 mm</td>
<td>1.86 mm</td>
</tr>
<tr>
<td>L50</td>
<td>14.77 mm</td>
<td>13.57 mm</td>
</tr>
<tr>
<td>W35</td>
<td>3.34 mm</td>
<td>3.34 mm</td>
</tr>
<tr>
<td>L35</td>
<td>14.33 mm</td>
<td>13.14 mm</td>
</tr>
</tbody>
</table>

5.1.3 Crossover design

A simple approach was taken for the crossover design with one section of transmission line connecting to the bottom layer through a set of vias and crossing under the other section of transmission line. The initial design can be seen below in Figure 5.6. This design uses two direct paths between ports to reduce the overall size of the matrix. Other designs have been produced using back to back couplers to produce the crossover effect without the need to via through to the bottom layer [53]. The port to port connection through the vias was tuned
for an insertion loss of less than one dB, yet the throughput on the single layer connection struggled. While the connection through the vias transitioned from a microtrip line to a coplanar microstrip on the lower layer, the top conductor encountered a discontinuity in the ground plane while crossing over the lower conductor. To counteract this discontinuity two ground strips were added beside the top conductor to form a coplanar microstrip making the discontinuity less disruptive. The added ground strips can be seen added to the model in Figure 5.4. With the added continuity of the coplanar ground strips the insertion loss for both paths were brought below one dB as seen in Figure 5.8.
5.1.4 Phase shifter design

For the proper phase progression of the Butler matrix it is required that the phase shifter provide a 45 degree phase shift relative to the phase shift of the crossover. Looking at the phase shift for the crossover in Figure 5.8 it can be seen to be 126 degrees and 132 degrees for the top plane and through via paths respectively. A phase shift across the shifter of approximately mean(126, 132) + 45 = 174 degrees is required. A simple meandered section of transmission line was used to provide the phase shift (see figure 5.9) with the length of the meander tuned to achieve the required phase shift value.

5.1.5 Patch antenna design

As a microstrip antenna the patch is an ideal array element to use with a Butler matrix. Without disruption of continuity each patch can be connected to its appropriate array port.
Figure 5.10: Simulated phase shift (left) and transmission/reflection magnitude (right) with a transmission line matched to the characteristic impedance of the design, in this case 50Ω. A patch antenna radiates through the constructive interference of fringing fields separated by half a wavelength [4]. To accomplish this the length of the patch should be half a wavelength at the desired frequency of operation. Since the incident wave is travelling along the surface of the antenna it will be impacted by the dielectric substrate below the patch. To account for this the effective permittivity of the substrate must be calculated given the relative permittivity of the substrate and antenna dimensions [59]. The effective permittivity can be found using equation (3.2). The width of the patch is a less critical design parameter relative to the length and can take on a range of values impacting the impedance and bandwidth of the antenna [4]. For this design the antenna width was determined as [60]

\[ W = \frac{c}{2f_0\sqrt{\frac{\varepsilon + 1}{2}}} \]  

(5.2)

where \( c \) is the speed of light in a vacuum and \( f_0 \) is the centre frequency of the design. With the width and effective permittivity of the patch antenna determined its length was found as [60]

\[ L = \frac{c}{2f_0\sqrt{\varepsilon_{\text{eff}}}} - 0.824h \left( \frac{\varepsilon_{\text{eff}} + 0.3}{h} + 0.264 \right) \left( \frac{\varepsilon_{\text{eff}} - 0.258}{h} + 0.8 \right) \]  

(5.3)
where the second term is an experimental fill factor to centre the resonant frequency. Using this method to design a patch antenna at 2.4 GHz on Rogers RO3006 substrate with relative permittivity 6.15 and thickness 1.27 mm the length and width of the antenna were calculated to be 25 and 33 mm respectively.

Since a patch antenna is an open circuit at the edge except for parasitic capacitance it will have the largest magnitude of electric field at this location. Using a transmission line model for the patch the impedance should be seen to reduce moving away from the edge as described by [35]

\[
Z_{in} = Z_0 \frac{Z_L + jZ_0\tan\beta \ell}{Z_0 + jZ_L\tan\beta \ell}
\]

where \(Z_0\) is the characteristic impedance, \(Z_L\) is the load impedance, \(\beta\) is the phase constant and \(\ell\) is the length along the transmission line. This equation is derived using a single value for voltage across the entire width of a transmission line. Since a patch antenna is typically much larger than the transmission line feeding it this assumption will not necessarily hold true yet it still gives a good indication that the impedance of the antenna should be lower towards the centre.

To match the input impedance of the antenna to 50Ω an inset was added and experimentally swept to find the optimal match. An EM model of the patch was build in ADS and swept as seen in Figure 5.11. After sweeping the inset length a value of 9 mm was found to be optimal. The input reflection coefficient with these parameters can be seen in Figure 5.12.
5.1.6 Matrix phase and amplitude performance

Assembling the matrix as an EM model allows the phase and amplitude between the beam array ports to be verified before connecting the antenna array. An ideal matrix would split power evenly across the four array ports for a transmission magnitude of -6 dB. Between the array ports the phase progression should be constant and consistent with Table 5.1. The
matrix EM model can be seen placed in a testbench in Figure 5.14. The input impedance

![Figure 5.14: EM model and testbench for the assembled transmission line matrix without array](image1)

match for each port can be seen in Figure 5.15. Array ports 6 and 7 are the best matched at 2.4 GHz but all ports are below -20 dB return loss at the centre frequency. This match can be considered almost ideal with less than 1% of power being reflected from each port. For the transmission magnitudes Figure 5.16 shows a range of roughly 2.5 dB from -5.25 dB to -7.75 dB. The highest transmission occurs between ports 1 to 5 and 4 to 8 as these have the shortest paths and do not have to traverse either crossover. The least transmission

![Figure 5.15: Simulated input reflection for the transmission line matrix](image2)
occurs between ports 4 to 6 where the signal crosses two hybrid couplers, adjacent then diagonally, a phase shifter and one crossover through the via section. Phase progressions

Figure 5.16: Simulated transmission magnitude for the transmission line matrix

across the matrix are dependant on the input port as shown in Table 5.1. On the left-hand plot in Figure 5.17 the phase progression from port 1 can be seen clustered about 45° while the phase progression from port 2 can be seen clustered around -135°. On the right-hand side the phase progressions from ports 3 and 4 can be seen clustered about 135° and -45° respectively. With an even distribution of power across array ports and consistent

Figure 5.17: Simulated phase progression for the transmission line matrix

phase progressions the matrix can be expected to produce clearly defined radiation lobes in conjunction with an antenna array.
5.1.7 Beamforming capability

To simulate the Butler matrix and patch antenna array a finite element method (FEM) simulation was used with a convergence criteria of Delta error = 0.02. The simulated results were plotted in the far-field with cross sectional cuts taken across theta to display the beamforming of the antenna array. In Figure 5.18 the beamforming for each beam port is presented with ports 1 and 4 producing beams at -15° and 15° as indicted in Table 5.1. Ports 2 and 3 produce radiation lobes at obtuse angles as theoretically predicted except they occur at ± 60° rather than ± 45°. This could be due to the comparatively large phase progression spread from ports 2 and 3 relative to ports 1 and 4.

![Beamforming graphs](image)

Figure 5.18: Fabricated and populated lumped Butler matrix
5.2 Fabrication and measurement

Fabrication of the matrix was performed with a Cricut cutter and board of Rogers RO3006 substrate [61]. With the Cricut cutting the outline in the cladding for the top conductor the via holes were made with a drill press for the crossover and to ground the sides of each SMA connector (Figure 5.19). After tracing the outline in the top conductor and drilling the vias the cladding was removed manually and the bottom conductor was scored by hand to create clearance for the transmission line sections in the bottom section of the crossovers (Figure 5.20). Via filling was done by soldering a bare wire in each hole to ensure conductivity. The input reflection was measured using a VNA calibrated with a single port open, short load.
procedure. Calibration kit Agilent 85052D was used to provide the appropriate terminations [32]. To measure the input reflection of the matrix it was connected to the VNA as seen in Figure 5.21. Unused ports were terminated with 50Ω to ensure proper loading. With the matrix connected input reflection measurements were recorded for each port. The results were then compiled and can be seen in Figure 5.22. Matching can be seen to be -5 dB or better and port 3 is particularly well matched at less than -20 dB at 2.4 GHz. Looking at the reflection coefficient the location of best match seems to be 2.5 GHz with all ports
close to or better than -10 dB return loss. Despite this potential shift in matching far-field radiation measurements were made at the design frequency of 2.4 GHz. Far-field radiation measurements were made using the anechoic chamber at Carleton University. The chamber measurement setup can be seen in Figure 5.23. Calibration of the chamber was performed using the H-1498 standard gain horn antenna to account for system losses as was done for the Luneburg lens measurements [51]. Anechoic chamber gain measurements for the matrix can be seen in Figure 5.24 plotted with simulated radiation patterns taking into account tolerances on the via drilling process. Simulations are performed with each of the vias in turn disconnected and then for all the vias disconnected. The nominal simulation results with all vias connected are also shown. Based on the simulations there is a large amount of variability that can be introduced by poor connection of the through hole vias. Yes this is not enough to fully capture the effects present in the physical measurements.

Comparing these results to the predicted values from Table 5.1 Port 2 produces the radiation lobe most consistent with the predicted theory. From Port 1 the beam peak can be seen outside of 50° while it should be at 15°. Port 2 as well produces a beam centered just outside 50° compared to the predicted value of 45° but the peak gain value is suppressed to just over 0 dBi. Port 3 produces a main lobe of radiation about 20° from broadside with the opposite polarity compared to the predicted value of 45°. Port 4 can be seen to produce
two radiation peaks with one close to broadside and the other close to 50°. Given that the predicted value is 15° the central value is reasonably close. To further investigate the beamforming, the antenna array could be removed so that the array ports could be measured with a VNA. This would allow the phase progression and transmission magnitudes to be investigated and potentially reveal some fabrication flaws.

While there is still work to do making this process capable of generating reliable results the matrix fabrication shown here demonstrates that it is capable of creating radiating elements with some degree of beam steering. One change to make to the design to more closely...
reflect the quality of the CNC knife tracing process would be to redesign the crossover to a planar design eliminating the need to drill through hole vias and cut the bottom conductor by hand.

### 5.3 Lumped element matrix

While a transmission line Butler matrix can produce beamforming with very low loss its size can become cumbersome at low frequencies. When the frequency of operation is sub-GHz the space saving of a lumped matrix may make it a desirable alternative. In this section a Butler matrix will be designed using lumped components at a centre frequency of 915 MHz.

#### 5.3.1 Hybrid Coupler

For the lumped coupler a compact design was used where the symmetry of the device is exploited to remove any connection to the ground plane [62]. Removing the ground connection is beneficial as through hole vias can be bulky and introduce parasitic inductance. Removing them allows the device to be more compact and improves the ability to model with a simple schematic simulator. A schematic of the coupler can be seen in Figure 5.25. For proper operation the values of inductance and capacitance must be chosen to preserve the impedance match while splitting power between the output ports with a 90° shift between

![Compact quadrature hybrid coupler](image-url)

Figure 5.25: Compact quadrature hybrid coupler [62]
them. For this design the lateral circuit connections between Ports 1 and 4 (also 2 and 3) are effectively high pass creating a phase shift between Ports 2 and 3 where Port 3 is leading for a signal applied at Port 1. A redesign of the circuit around a lateral low pass filter topology would result in the opposite phase progression and would match the phase progression of the transmission line matrix but it will be shown that the phase shifter can simply be redesigned for the phase to lead at the output and still produce a functional Butler matrix. The values of inductance and capacitance were chosen for the design as [62]:

\[
L = \frac{Z_0}{2\pi f_0}
\]

(5.5)

\[
C = \frac{1}{Z_0 2\pi f_0}
\]

(5.6)

where \(Z_0\) is the characteristic impedance for the match and \(f_0\) is the centre design frequency. These equations were used to determine initial values which were then tuned in ADS. To increase the accuracy of the simulation an EM model of the coupler footprint was made based on an 0402 device footprint. Schematic components for the inductors and capacitors were then placed between the pads to create an EM co-simulation. This method allows the component values to be tuned with the simulation speed of a schematic model but with the added parasitics and coupling of the EM footprint. With the EM co-simulation the initial values of L and C were tuned to produce the results seen in Figure 5.26. From the initial values both L and C were reduced slightly through tuning as seen in Table 5.3. For the transmission line circuit the phase at Port2 tends to lead the phase at Port3 for an input signal from Port1. Yet for the lumped coupler the opposite holds true and the signal at Port3 leads. For the matrix design this does not pose a major challenge as the topology of

<table>
<thead>
<tr>
<th>Component</th>
<th>Initial Value</th>
<th>Final Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
<td>8.70 nH</td>
<td>8.2 nH</td>
</tr>
<tr>
<td>C</td>
<td>3.48 pF</td>
<td>3.3 pF</td>
</tr>
</tbody>
</table>

Table 5.3: Initial and final component values of the lumped element hybrid coupler
the phase shifter can be changed to produce a leading phase shift rather than a lagging one.

### 5.3.2 Phase Shifter

The design requirements for the phase shifter are to provide a 45° phase shift while preserving 50Ω impedance at the input and output ports. Some simple phase shifter layouts that could meet these requirements include π and T networks in either high or low-pass configuration. Since a phase shift of 45° is required with a leading polarity a high-pass circuit should be used. To chose between the π and T network topologies the circuit assembly should be considered. Two considerations for design are:

- capacitors are typically easier to solder than inductors as the later often has a polymer coating that is easy to melt and delicate pads that can be difficult to contact
- soldering components to ground is more time consuming since ground planes often make effective heat sinks.

Based on these considerations the high-pass T-network is most convenient to assemble since it requires only one inductor and one connection to ground. A schematic of the high-pass T-network phase shifter used for the design can be seen in Figure 5.27. To set the initial
component values for the phase shifter design, equations from [63] were used. The capacitors for the phase shifter were calculated as:

\[ C = \frac{1}{2\pi f_0 Z_0 (\cot(\theta) - \csc(\theta))} \]  \hspace{1cm} (5.7)

and the inductor value was calculated as:

\[ L = -\frac{Z_0 \csc(\theta)}{2\pi f_0} \]  \hspace{1cm} (5.8)

where \( Z_0 \) is the design impedance, \( f_0 \) is the centre frequency, and \( \theta \) is the effective electrical length of the phase shifter, in this case -45°. With the initial values calculated, a model of the phase shifter was made in ADS for tuning. As done for the coupler, an EM model of the footprint was made for simulation to account for the parasitics. With the schematic components simulated along side the EM footprint, the component values were tuned resulting in the circuit performance as seen in Figure 5.28. The initial and final tuned values for the phase shifter can be seen in Table 5.4.

Table 5.4: Initial and final component values of the lumped element phase shifter

<table>
<thead>
<tr>
<th>Component</th>
<th>Initial Value</th>
<th>Final Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
<td>12.3 nH</td>
<td>11.0 nH</td>
</tr>
<tr>
<td>C</td>
<td>8.4 pF</td>
<td>7.7 pF</td>
</tr>
</tbody>
</table>
Figure 5.28: Phase shift (left) and transmission/reflection (right) for the lumped element phase shifter

5.3.3 Crossover

For the crossover design a simple approach was taken utilising the second conductor plane and through hole vias. Given the low frequency of operation, the electrical lengths of the crossover branches were considered negligible; although it can be seen in Figure 5.29 that they are about 10°. The size of the crossover was set to provide enough spacing at the input ports for the SMA connectors to be soldered side by side. A square geometry was used so that the lines would cross each other at a perpendicular angle and minimise the coupling.

Figure 5.29: Lumped crossover simulated electrical length (left) and transmission magnitude (right)
5.3.4 Layout Simulation

To verify the operation of the circuit as a whole before fabrication, an EM model was made with all components as seen in Figure 5.30. As for the constituent parts, the assembled circuit was simulated with a co-simulation model involving an EM footprint and schematic components placed between the pads. This method of simulation could allow a final tuning to be done on the circuit (although for this design the values found during the component designs were found to be sufficient). The simulated transmission parameters of the matrix can be seen in Figure 5.31. In this simulation the phase progression for each input port can be seen to follow that described in Table 5.1 except that the signs are reversed. This is to be expected since the lagging phase shifts of the transmission line matrix are leading in the lumped variant. In addition to the transmission parameters of the matrix, its input reflection was also simulated and plotted as seen in Figure 5.32. It can be seen that all ports are matched to better than -15 dB at the centre frequency of 915 MHz.
Figure 5.31: Simulated phase progression (left) and transmission magnitude (right) taking into account the tolerance on each of the components. In this case ±2% for the inductors and ±0.1 pF for the capacitors.

Figure 5.32: Simulated magnitude of reflection coefficient from beam (left) and array (right) ports

5.3.5 PCB Assembly and Measurement

Assembly of the lumped matrix was done manually using a microscope and soldering iron. Components for the matrix were chosen based on their nominal value and tolerance to ensure operation close to the simulated design. A summary of the components selected for the design can be seen in Table 5.5. Another important parameter to consider for component selection

<table>
<thead>
<tr>
<th>Component</th>
<th>Nominal Value</th>
<th>Tolerance</th>
<th>Manufacturer</th>
<th>Part Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_{coupler}$</td>
<td>8.2 nH</td>
<td>±2%</td>
<td>Delta Electronics</td>
<td>0402HP-8N2EGTS</td>
</tr>
<tr>
<td>$C_{coupler}$</td>
<td>3.3 pF</td>
<td>±0.1 pF</td>
<td>Johanson Technology</td>
<td>500R07S3R3BV4T</td>
</tr>
<tr>
<td>$L_{shifter}$</td>
<td>11 nH</td>
<td>±2%</td>
<td>Delta Electronics</td>
<td>0402HM-110EGTS</td>
</tr>
<tr>
<td>$C_{shifter}$</td>
<td>7.7 pF</td>
<td>±0.1 pF</td>
<td>KEMET</td>
<td>CBR04C779B5GAC</td>
</tr>
</tbody>
</table>
Figure 5.33: Fabricated and populated lumped Butler matrix

is the self resonant frequency. While this figure was not available for all components selected it is important to operate well below the SRF for component values to be as quoted and consistent.

The components were assembled on the PCB and can be seen with both top and bottom views in Figure 5.33. Care was taken to ensure that all components were properly soldered by returning heat to the initial solder pad of each component and ensuring it was not floating. This is an important step, especially for capacitors, as their contact cannot easily be verified with a multimeter. To measure the matrix it was connected to a VNA for two part S-parameter measurements as shown in Figure 5.34. All ports not connected to the VNA were terminated with 50Ω loads to ensure proper loading for the circuit. A total of 16 separate two port measurements were made with each of the beam and array ports being connected to VNA ports 1 and 2 respectively (in turn). This gives a complete characterisation of the transmission and reflection characteristics of the circuit for comparison with the simulated circuit. A collection of the measured transmission magnitudes can be seen in Figure 5.35. Interestingly for this measurement there is one weak output signal for each of the beam ports. For the low transmission, from beam ports 1 and 2 to array port 5, a possible explanation could be an issue with the phase shifter. Possibly a poor solder joint or a component slightly melted by the iron during soldering. But if this were the case it should also affect the transmission from either of these beam ports (1 and 2) to port 7. For the low transmission
Figure 5.34: VNA measurement setup for the lumped Butler matrix with terminations to port 7 from beam ports 3 and 4 an explanation could be that the signal must traverse both crossover circuits. Since the crossover circuits represent a discontinuity either from the vias or a disruption in the ground plane, this could explain the low transmission, yet it would not explain why numerous other signals traverse the crossovers without significant issue.

Uneven distribution of power across the array ports can cause distortions in the far-field beamforming but a far more important parameter for the matrix is the phase progression. Since the phase progression determines the locations of constructive and destructive interference if all array elements are adding together they can still form a coherent beam even if they providing different power levels. Plots of the phase progression for each beam port can be seen in Figure 5.36. Notably the phase progressions do not hold to a consistent grouping as simulated. Ports 1 and 4 show the most correspondence with their predicted values of 45° and -45° respectively while the phase progressions for Ports 2 and 3 overlap with those from Ports 1 and 4, and do not represent their predicted ±135°. A likely cause for this is that some components are approaching SRF and are displaying erratic values. To address this in a future design more attention could be made when picking the components to ensure a high SRF that is at least double the frequency of operation. This could be particularly
important for the inductors which can resonate with the parasitic capacitance between coils at small sizes. Possibly using larger 0603 inductors could raise their resonance and improve performance.

The final measurement to present for the lumped matrix is return loss from each port. Measured reflections in dB can be seen in Figure 5.37 where ports 2, 4, 6 and 8 show excellent matching at -15 dB or better while ports 1, 3, 5 and 7 show more return loss between -10 and -5 dB. While these values indicate that the majority of power is transitioning through the ports it is likely that they could be improved by different component selection as discussed above.
Figure 5.36: Phase progression across array ports for each of the beam ports

Figure 5.37: Measured magnitude of reflection coefficient from beam and array ports
Chapter 6

Ferroelectric Varactors

Ferroelectric materials have become a viable solution for microwave circuits requiring tunability [64]. One device that can benefit directly from a tunable dielectric permittivity is a capacitor. Typical varactor applications involve active semiconductor devices that introduce noise (particularly 1/f noise) into a system [65][66]. A ferroelectric varactor derives its tunability from the permittivity of the substrate rather than the size of the depletion region. For a parallel plate capacitor with capacitance [67]

\[ C = \varepsilon \frac{A}{d} \]  

(6.1)

the value is linearly dependant on the permittivity \( \varepsilon \) and the coefficient of the relation is determined by the plate area \( A \) and gap between them \( d \). A linear relation is advantageous for tuning as it allows for simple relations between input voltage and tuning parameters. To preserve the linear relation, a ferroelectric substrate should be chosen that also exhibits a linear response over the tuning range of interest. An effective ferroelectric for this purpose is Barium Strontium Titanate (BST). This ferroelectric material has a large nominal permittivity with a linear tuning range; it is also 3D printable [68][69].

An ideal application for ferroelectric varactors is integration into a tunable bandpass filter on flexible electronics. With flexible substrates such as PET becoming popular for wearable
electronics [53][70][71] it is ideal to make as much of the supporting electronic circuit flexible as well. Printed ferroelectric materials can exhibit flexibility making them an ideal candidate for flexible, wearable electronics [68].

6.1 SMA connected varactors

The varactors were designed to interface with the VNA for measurement through SMA connectors for convenience. With a frequency rating up to 18 GHz 5mm SMA connectors make an ideal choice for many RF and microwave applications.

6.1.1 Simulation and modeling

An em model of the varactors was created in HFSS for simulation. The model used a commercial Rogers substrate for the feeding lines and to provide some mechanical stability to the device. With two 50 Ω transmission lines feeding parallel plates as shown in Figure 6.1 with the BST doped substrate insulating them. This varactor model provides a challenge to measuring the capacitance between the parallel plates, mainly the shunt parasitic capacitance to ground through the Rogers substrate. To extract the series capacitance of the parallel...

Figure 6.1: HFSS model of SMA connected varactor with RO4350 dielectric ($\varepsilon_r = 3.66$, $\tan\delta = 0.0035$) used for the base substrate and a tunable substrate with variable permittivity and loss tangent used for the dielectric between the varactor plates.
plates they were modelled as a pi network with an admittance matrix as [72]

\[
Y = \begin{bmatrix}
y_{10} + y_{12} & -y_{12} \\
-y_{12} & y_{20} + y_{12}
\end{bmatrix}
\] (6.2)

where the admittance parameters have a circuit representation as in Figure 6.2. Converting the measured S-parameter matrix to a Y-parameter admittance matrix allows the series admittance to be extracted as the negative of either \(Y_{21}\) or \(Y_{12}\). Since the VNA measures

![Figure 6.2: Pi-network model for reciprocal two-port device [72]](image)

the S-parameter matrix of a network it is useful to write the conversion to Y-parameters for determining the series admittance. The series admittance can be written as [35]

\[
y_{12} = -Y_{21} = Y_0 \frac{2S_{21}}{(1 + S_{11})(1 + S_{22}) - S_{12}S_{21}}
\] (6.3)

where \(Y_0\) is the characteristic admittance used as reference for the measurement of S-parameters. This measurement provides a complex number as a function of frequency for the admittance that can be modelled using lumped components. The real component can be modelled by a resistance while the imaginary component could be modelled as either inductive or capacitive. For this analysis a capacitor will be used as the reactive component. It should be noted that any negative values of capacitance will simply indicate that the reactance is inductive at the given frequency. Based on the admittance circuit model in Figure 6.3 the capacitance can be extracted as

\[
C = \frac{\Im\{y_{12}\}}{\omega}
\] (6.4)
and the quality factor as

\[ Q = \frac{\Im{y_{12}}}{\Re{y_{12}}} \tag{6.5} \]

where \(y_{12}\) is the admittance as calculated in Equation (6.3).

\[ \Re{y_{21}}^{-1} \quad \Im{y_{21}}/\omega \]

Figure 6.3: Capacitive admittance model with values derived from admittance parameters

### 6.1.2 Fabrication and measurement

The varactors were fabricated using the Cricut cutter knife tracing tool and copper tape. This method allows the copper tape to be cut with precision and aligned by hand with the ferroelectric material placed between the plates (Figures 6.5, 6.9). To calibrate the VNA before measuring the varactors a through section of transmission line as seen in Figure 6.4 was fabricated to remove the impact of the feedlines. A two port SOLT calibration was then performed using the Agilent 85052D 3.5 mm calibration kit as shown in Figure 3.2 and the through line. The calibration process was performed with RF bias tees on either port to allow a DC bias to be placed across the ferroelectric. A variable 25 V DC power supply was connected in series with a fixed 30 V supply to provide the bias. This allowed a sweep to be done from 0 V (or unbiased) to a maximum of 55 V. While this is a substantial bias range compared to many conventional semiconductor varactor circuits, it does not relate equivalently to the ferroelectric device. With a thickness of 350 um the electric field strength biasing the substrate can be calculated as:

\[ E = \frac{V}{d} = \frac{55V}{350\text{um}} = 157kV/m \tag{6.6} \]
for a maximum value compared to nominally unbiased. It has been shown that a BST doped substrate can achieve a tuning range of 63% for an applied electric field range of 1.4 MV/m [69]. Given that this range is roughly nine times what is achievable with the setup presented here, a tunability of roughly 7% can be expected. This tunability range depends on the substrate itself as not all doped substrates have the same concentration of BST nanoparticles. For the varactors presented here the density of BST doped by weight was 75%. 

Figure 6.4: Through line for SMA connected varactor calibration

Figure 6.5: SMA connected varactor with a 3 mm plate width
6.1.2.1 Measurement of 3 mm varactors

Measurements were made with the DC power supplies connected for the unbiased points as well to add consistency. Starting with the unbiased measurement, the DC power supply was left powered down and the 2-port S-parameter data was measured for the 3 mm varactor. After measuring the unbiased data point, the bias was increased to 30 V by turning on the power supply with the 30 V bias supplying the voltage and the variable 25 V supply set to 0 V. Before measuring the S-parameters, a DMM was used to measure the voltage across the plates to ensure the appropriate value was applied. The S-parameters were then measured for this (30 V) bias point. Finally, the variable supply was set to 25 V for a total voltage across the plates of 55 V. This value was confirmed with a DMM before the S-parameter data was captured for this (55 V) bias point.

To convert the measured S-parameter data to capacitance and quality factor data for the varactors, Equations (6.4) and (6.5) were used in conjunction with Equation (6.3). The capacitance can be seen plotted in Figure 6.6 with two distinct frequency ranges for readability. At low frequencies below 100 MHz the capacitance was measured at 680 fF which can be back simulated to fit by tuning the properties of the ferroelectric. In Figure 6.6b

Figure 6.6: Capacitance comparison between simulation and measurement for 3 mm SMA connected varactors using the HFSS model for simulation from Figure 6.1 ($\varepsilon_r = 3.4$, $\tan\delta = 0.25$)
the HFSS simulation data can be seen fit to the measured data. To fit the simulated data, permittivity and loss tangent were tuned manually until a fit was achieved. This process resulted in ferroelectric values of $\varepsilon_r = 3.4$ and $\delta = 0.25$ which indicates the BST is not being polarised and contributing to the substrate permittivity, and it is simply adding a significant source of loss. To display the tunability of the varactor, two frequency points were used to plot the capacitance as a function of bias as seen in Figure 6.7. For each of these points the percentage tunability can be calculated as 0.9% at 230 MHz and 1.4% at 417 MHz. These values are significantly lower than the roughly 7% of expected tunability derived from literature. It is also notable that a value of 3.4 for permittivity was used to back simulate the capacitance while a reported value in the hundreds was found leading to 63% tuning at a 1.4 MV/m bias range [69]. To further compare the simulated HFSS model with measurement, the quality factor was calculated and plotted as seen in Figure 6.8. For the full frequency range to 10 GHz, the quality factor was considered negative at points where the varactor became inductive. This could be remedied by taking the absolute value of the imaginary component of admittance in Equation (6.5) but the investigation here is focused on the capacitive regions.

Figure 6.7: Capacitance as a function of DC bias voltage for 3 mm SMA connected varactors
Figure 6.8: Quality factor comparison between simulation and measurement for 3 mm SMA connected varactors using the HFSS model for simulation from Figure 6.1 ($\varepsilon_r = 3.4$, tan$\delta = 0.25$)

### 6.1.2.2 Measurement of 5 mm varactors

Fabrication and measurement of the 5 mm varactors was done using the same procedure as for their 3 mm counterparts. Measurements were made with the DC power supplies connected for the unbiased points as well for added consistency. Starting with the unbiased measurement the DC power supply was left powered down and 2-port S-parameter data was measured for the 5 mm varactor. After measuring the unbiased data point the bias was increased to 30 V by turning on the power supply with the 30 V bias supplying the voltage and the variable 25 V supply set to 0 V. Before measuring the S-parameters a DMM was

Figure 6.9: SMA connected varactor with a 5 mm plate width
used to measure the voltage across the plates to ensure the appropriate value was applied. The S-parameters were then measured for this 30 V bias point. Finally, the variable supply was set to 25 V for a total voltage across the plates of 55 V. This value was confirmed with a DMM before the S-parameter data was captured for this 55 V bias point.

To convert the measured S-parameter data to capacitance and quality factor data for the varactors Equations (6.4) and (6.5) were used in conjunction with Equation (6.3). The capacitance can be seen plotted in Figure 6.10 with two distinct frequency ranges for readability. At low frequencies below 100 MHz the capacitance was measured at 1.18 pF which

![Figure 6.10: Capacitance comparison between simulation and measurement for 5 mm SMA connected varactors using the HFSS model for simulation from Figure 6.1 (\(\varepsilon_r = 3.4\), \(\tan\delta = 0.25\))](image)

can be back simulated to fit by tuning the properties of the ferroelectric. For this back simulation the substrate properties were left as found from the 3 mm simulation since both varactors contain identical substrate. In Figure 6.10b the HFSS simulation data can be seen fit to the measured data. To display the tunability of the varactor two frequency points were used to plot the capacitance as a function of bias as seen in Figure 6.11. For each of these points the percentage tunability can be calculated as 2.9% at 230 MHz and 3.0% at 417 MHz. These results show closer agreement with the predicted results from literature yet the back simulated vales for permittivity and loss tangent are still low and high respectively [69].
To further compare the simulated HFSS model with measurement, the quality factor was calculated and plotted as seen in Figure 6.12. For the full frequency range to 10 GHz, the quality factor was considered negative at points where the varactor became inductive. This could be remedied by taking the absolute value of the imaginary component of admittance in Equation (6.5) but the investigation here is focused on the capacitive regions. For the SMA connected varactors, some tunability was found but less than expected. With such
a low tunability coupled with a low quality factor it will likely be challenging to incorporate these devices into a functional circuit. Having a low resonant frequency also presents a challenge to using these varactors above 100 MHz. While the tunability design challenges most likely need to be investigated from a material science perspective, the low resonant frequency can be addressed through an electrical analysis. An approach to increasing the resonant frequency is shown in the next section through miniaturisation and probing.

### 6.2 Probed varactors

To increase the resonant frequency of the varactors, their plate area and feed lengths were reduced to minimize the parasitic inductance resonating with the capacitance. The ground plane was also removed from below the varactor to reduce the shunt parasitic capacitance. While SMA connectors are a versatile tool for transitioning signals to a device, they require a section of transmission line to feed a device. This transition can introduce enough parasitics to disrupt a sensitive measurement. To increase the sensitivity of measurement, the varactor was redesigned to be measured with a Picoprobe as seen in Figure 6.13 with 250 um pitch and GSG configuration. An EM model in ADS was used as seen in Figure 6.14 with a coplanar ground plane spaced for probe landing. The plate radius was reduced to 300 um and the feedlines were made 500 um (see Figure 6.14). For fabrication the Cricut cutter was used to trace out the varactor plates from copper tape. With such tight tolerances, all pieces

Figure 6.13: P-style GGB model 40a Picoprobe diagram [73]
Figure 6.14: ADS EM varactor model with 600 um plates. The entire substrate is made variable for this model to capture the effect of the tunable ferroelectric.

were cut individually and aligned by hand under a microscope. Cutting the ground plane with the Cricut was not possible due to the narrow gap which required the co-planar ground to be cut manually with a knife under a microscope. To assemble the varactor, a piece of structural Rogers RO4350 dielectric without cladding was used to assemble the device [74]. With the bottom plate and ground plane placed on the RO4350, the ferroelectric was placed above the bottom plate followed by the top plate as seen in Figure 6.15. To measure the

Figure 6.15: Microscope image of BST varactor and Picoprobes landed for measurement

varactors a probing station was used connected to a VNA and power supply for DC bias as seen in Figure 6.16. A variable 25 V power supply was used to provide the DC bias across the plates. Rather than use external bias tees at the probe ports, the power supply was connected through the VNA internal bias tees. The rest of the measurement process was
Figure 6.16: Varactor probing station with VNA, DMM and 25 V variable DC power supply performed with the same methodology used for the SMA connected varactors with the DC power supplies connected for the unbiased points for consistency. Starting with the unbiased measurement, the DC power supply was powered on with the output set to 0 V while 2-port S-parameter data was measured with the VNA. After measuring the unbiased data point, the bias was increased to 10 V and verified across the varactor plates with a DMM before measuring the S-parameters for the 10 V bias point. Finally, the variable supply was set to 25 V and confirmed with a DMM before the S-parameter data was captured for the 25 V bias point.

To convert the measured S-parameter data to capacitance and quality factor data for the varactors, Equations (6.4) and (6.5) were used in conjunction with Equation (6.3). Comparing the measured results to the simulation using ferroelectric substrate values $\varepsilon_r = 3.4$ and $\tan\delta = 0.25$, a reasonable likeness can be seen for the capacitance value at sub-GHz frequencies in Figure 6.17. At higher frequencies the physical varactors resonate just below 11 GHz.
Figure 6.17: Capacitance comparison between simulation and measurement for probed varactors using the ADS model for simulation from Figure 6.14 ($\varepsilon_r = 3.4$, $\tan\delta = 0.25$) while the simulated varactors display no resonance up to 20 GHz. This could be due to the extra rounding in the feedline and ground plane causing additional parasitic capacitance at the input and output port.

The simulated quality factor shows a similar low frequency peak as the measured values in Figure 6.18 yet remains in the GHz range and does not display a resonance. It has been shown that printed material doped with BST can be used to make RF capacitors yet more
investigation could be done to improve the tunability and loss of the substrate. Figure 6.17 shows that the resonant frequency of the varactors can be brought above 10 GHz using the copper tape process yet the noise and variability in these measurements makes the results seem less reliable compared to those presented for the larger SMA connected varactors. The results presented in this chapter demonstrate that 3D printing and the CNC knife tracing process can generate capacitors for use at sub-GHz frequencies. Figures 6.6 and 6.10 show that the 3 mm and 5 mm plate width varactors show stable capacitance around 6.7 pF and 1.2 pF respectively but more work should be done to improve the tunability of the substrate and resolution of the copper traces to make these capacitors tunable at GHz frequencies.
Chapter 7

Conclusions and Future Work

7.1 Conclusions

The electrical properties of SLA printable resin were characterised and used to produce three Luneburg lens antennas. These lenses were measured to improve the gain of a radiating element producing a beamforming effect, although more work needs to be done improving the reliability of the measured results. It was also shown that CNC knife tracing with a Cricut cutter and copper tape can be used to take advantage of copper’s high bulk conductivity on delicate substrate materials for characterization of polymer and production of ferroelectric varactors.

The Luneburg lens was able to produce beamforming in x-band, in particular the 4.5 cm radius lens with 4 mm cells showed an increase in peak gain of 2.9 dB at 12 GHz over the bare waveguide. While these results are encouraging there is a great deal of noise and ripple present in the measurements which should be smoothed before increasing confidence in the measured results.

Cutting a microstrip Butler matrix with the knife tracing tool demonstrated how quickly a beam steering circuit can be made with relatively simple tools. Although the design should be limited to planar fabrication in future to eliminate disruption from poor contact creating
through hole vias and undefined tolerance cutting ground plane copper by hand. While the peak gain of the array was limited to 0.79 dB, some degree of beam steering was observed as a function of input port.

Design and assembly of the lumped element Matrix showed an alternative method for producing a four element phased array ideally suited to sug-GHz frequencies. The measured values for this design are still well outside what can be be accounted for by component variations. As the control design produced by standard PCB manufacturing it would seem that the most likely cause for error would be in the assembly and soldering of the board. Repeat copies should be assembled and checked for consistency as some level of damage or inconsistency among the components seems to be the only explanation for sure a large discrepancy.

Production and analysis of the ferroelectric varactors showed that capacitive circuits can be produced using 3D printing and CNC copper knife tracing. More work needs to be done on the substrate itself to improve tunability and the resolution of the knife tracing and assembly process needs to be improved to increase the self resonant frequency making the circuits appropriate for use at higher frequencies. A combination of these improvements could produce flexible varactors for use in GHz applications.

7.2 Future work

7.2.1 Luneburg lens antenna

While the Luneburg lens antennas improved gain of the feeding waveguide in the measurements that were taken, there is more work to be done removing variability in the measurements. One analysis would be a more thorough investigation into the impact of cell geometry on the performance of the lens. While a simple box cell was used for this design, the symmetric nature of the lens along the z-axis would make a cell design utilizing this geometry ideal. Rather than creating a box cell it could be made rectangular with solid walls along the
z-axis. This would allow for higher density at a given box width making the gaps between fill boxes necessarily larger. This could help with the merging issues experiences for the 2 mm cells.

### 7.2.2 Microstrip Butler matrix

Further work on the microstrip matrix should include an investigation of the S-parameters across the device by removing the array and measuring at the array ports. This could provide some valuable insight for troubleshooting the radiation pattern. A design should also be manufactured on a single layer to more accurately reflect the capabilities of the CNC cutting process rather than be obscured by the tolerances of manual alignment for drilling and cutting of the bottom conductor.

### 7.2.3 Lumped Butler matrix

Another board should be assembled for the lumped matrix to compare with the existing model. It seems that the errors present for this circuit are too significant to be explained by tolerances and therefor might be the result of damage somewhere on the board. Assembly of an additional unit would allow for comparison to find consistencies or potentially validate the simulated results.

Another lumped matrix could be designed using a more advanced IC technology such as CMOS. This would allow far more control over the lumped components involved and the whole circuit could be simulated to extract the S-Parameters at the frequency of interest. A CMOS IC would be significantly more expensive than surface mount components on FR4 but could allow the frequency of operation to be significantly increased.
7.3 Ferroelectric varactors

To improve on the varactors, an investigation should be done into the printed BST. Examples in literature have shown a high permittivity and tuning range from doped BST nano-particles [68]. Increasing the tunability of the substrate is important for making the capacitor circuits tunable varactors. In addition to investigating the printed BST chemistry the varactors could be designed to reduce the gap between electrodes for increased bias at low voltage levels. A combination of more sensitive substrate material with a stronger electric field bias would be a large increase to varactor’s tunability with bias voltage.

These capacitors should also be integrated into a flexible device for application demonstration. As a flexible device they would be an ideal candidate for integration into wearable technology. In conjunction with a printed inductor the capacitors could be used to generate a bandpass input filter for a transceiver or to impedance match a flexible antenna.
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