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Abstract

The fifth-generation (5G) mobile telecom network has been a focal point of research amongst the community in recent times. Features and characteristics like dynam- iciity (which enables the dynamic allocation of resources to stakeholders on a need basis), low latency, higher network capabilities etc., makes 5G attractive to telecom operators. But as is the case with any new technology, new threats have emerged and made their way into the ecosystem. Therefore, we have a need to evaluate these threats and evaluate the state of security of 5G deployments. Security metrics provide a pathway to quantitatively measure the security posture of an environment by taking these new threats into account. Existing literature contains a plethora of security metrics proposals designed for different system setups. We need to analyze if and how existing security metrics can be applied to a 5G environment. As such, this thesis aims to do a state-of-the-art survey to explore the diverse set of security metrics in literature, understand the process of deriving security metrics. We then employ this knowledge to investigate the factors that hinder the usage of existing security metrics in a 5G environment, identify solutions from existing academic proposals on how to address those factors, propose an adapted security metrics approach to address the multi-ownership nature of 5G and discuss the design and analysis of Argus-5, a tool designed to verify the feasibility of the adapted security metrics approach and simulate various scenarios.
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Chapter 1

Introduction

The fifth-generation (5G) of telecom networks has created lots of discussions in industry and academia by offering flexibility and higher performance, unseen in the previous generations. According to the 2021 Ericsson mobility report [28], the number of 5G subscriptions worldwide will cross 500 million this year, more than doubling from 2020 and in 2022, number of 5G subscriptions will be more than 1 billion, 2 years less than what it took 4G to reach that number. This statistic is a testament to the popularity of 5G. Some of the unique features offered by 5G include, but are not limited to, dynamicity [106], which is achieved through network slicing [48] and multi-edge access computing [133]. 5G also attributes a higher data rate [79], about 10-100 times more capability than existing 4G networks and low latency, which can accommodate high-performance use cases like industrial applications and massive IoT applications [52]. We also have multiple stakeholders sharing the same platform, as opposed to the traditional single-ownership model of the previous telecom networks.

1.1 Problem Statement and Motivation

It is evident that 5G brings in a whole new template, concerning performance, ownership model and network landscape. However, with the new benefits, new threats have also emerged. Therefore, we have a need to identify these threats and evaluate the state of security of 5G environments. Hence, we dive into the world of security metrics and see if we can come up with an adapted security metrics for 5G. However, security metrics has been a long debated topic, with opposing views such as security metrics is a weak hypothesis [137]. On the other hand, we also come across supporting arguments that while security metrics may not be comprehensive, we still need some metrics to decide which components to go for, some basis for comparison. We can consider an example: if a system administrator has two deployment scenarios, A and
B and if he has to choose which deployment to proceed with, some data is needed for comparison. Is A more secure than B?

This dilemma can be solved through some metrics. In this case, it would have been difficult to come up with an answer without taking some metrics into account. Although there might be some skepticism regarding security metrics, we still need it to make decisions regarding deployments, security patches etc. To better understand why we need metrics, we can draw an analogy from the insurance sector: in the case of insurances, the insurance companies need to collect data like age, weight, health history, and combine all these to come up with a metric value to adjust premium for the insurance policyholder.

Some curiosity might also arise regarding the need for an adapted security metric approach because we could simply take existing metrics and apply it to 5G. There are several security metrics designed for simple to complex IT environments but the issue is: there might be gaps which may hinder the applicability of existing security metrics. We attempt to identify the gaps between 5G and existing security metrics and what are the challenges that show up when we try to apply existing security metrics to a 5G/NFV environment. For example, existing security metrics are designed to evaluate individual systems. However, 5G is a collection of several systems belonging to different stakeholders. Also, 5G/NFV demonstrate a layered structure, with the physical infrastructure at the bare bottom, and the network functions hosted on top of the physical layer and the relations between these layers are not as simple or straightforward as the technicalities between them prevent data sharing, which complicates the process of deriving the metric. We can set a local component as a target but then it needs to consider the effect of surrounding stakeholders, which is difficult due to the trust boundaries.

Figure 1.1 shows a simplified overview of the 5G environment, which is one possible deployment scenario of 5G.

An observation from Figure 1.1 is that 5G shares a similar layered nature like public cloud infrastructures. An argument could be made that since 5G shares lots of similarities with cloud, 5G security could share similar issues faced by cloud security, hence cloud security metrics could also be a possible candidate to be applied to 5G
environments. While that statement is partially true, there are two factors that also need to be addressed when considering applicability of cloud security metrics in 5G environments:

- Telecommunication networks brings in attack vectors \[60, 72, 120\] such as attacks originating from the base stations, which are not seen in cloud (more discussion in Chapter 4 Section 4.3)

- Cloud security partially applies to 5G as there exists a choice to deploy 5G infrastructure on top of public cloud infrastructure i.e., cloud provider hosting the physical infrastructure at the bottom, while communication service providers and virtual operators rent the cloud infrastructure to deploy network functions as well as provide services to end users. Although they share similar characteristics, aspects such as multi-ownership are more widely formulated in 5G due to the established business implications. However, the multi-stakeholder dilemma has not been addressed in cloud as well. While cloud security issues mostly focuses on co-residency problems, such as how VM placements could be manipulated to gain side-channel advantages (from the adversary perspective, more discussed in subsection 3.4.7), multi-stakeholder dilemma has not been
visible in academic proposals centering around cloud security metrics, therefore allowing no such security metrics derivation in a cloud environment.

Hence, the adapted security metrics approach to be discussed in our thesis, could also be used for cloud, as a use case.

1.2 Contributions

This thesis makes 3 contributions: a security metrics survey, a proposal to adapt existing security metrics for 5G and a tool to validate the proposed adaptation. Details as follows:

**Contribution 1:** We conduct a survey into the state-of-the-art of security metrics. This survey has two components:

- We investigate the process of metric derivation: identifying the risks that arise from vulnerabilities and other weaknesses in the system, quantifying the risks, model the attacks that may occur from exploiting the vulnerabilities, aggregate the quantified values and derive the metric.

- We investigate the gaps between the existing security metrics and the 5G telecommunication network

**Contribution 2:** We propose some potential solutions to the identified gaps between the existing security metrics and 5G, including the details of our novel proposal of Modular Security Metrics, an adapted security metric approach to address the multi-ownership nature of 5G.

**Contribution 3:** We discuss the design and purpose of Argus-5, which facilitates the generation of graphs, containing representation of resources present in a 5G network with modular support and simulation pertaining to calculation of security scores.

1.3 Thesis Outline

The rest of the thesis is organized as follows:
• **Chapter 2**: Provides a brief discussion of 5G/NFV technologies and terminologies.

• **Chapter 3**: (Contribution 1) Conducts a survey of the state-of-the-art of security metrics and identifies the gap between existing security metrics and new-generation telecom networks.

• **Chapter 4**: (Contribution 2) Proposes potential solutions from the existing academic proposals for the identified gaps between existing security metrics and 5G, as well as propose Modular Security Metrics.

• **Chapter 5**: (Contribution 3) Demonstration of Argus-5, an automated resource graph and attack graph generation tool for 5G, that can accommodate various simulation parameters and scenarios.

• **Chapter 6**: Presents the simulation results done by the proposed tool, Argus-5.

• **Chapter 7**: Concludes the thesis and discusses future directions of this research.
Chapter 2

5G Preliminaries

In this section, we provide brief descriptions of technologies and terminologies related to 5G. We take a look at the technologies like network slicing, network function virtualization, software-defined networking etc. The technologies and terminologies defined here will be used in the following chapters.

2.1 5G Architecture

Compared to the traditional single owner model of previous generation of telecom networks, 5G utilizes a multi-ownership model. Each stakeholder is hosted in a shared platform, separated from each other for privacy and security. While the previous telecommunication generations provided static allocation of resources to the service seeking entities, 5G employs a more dynamic nature, which allows 5G operators to allocate resources to users dynamically according to the need, thanks to network slicing and multi-access edge computing. This flexibility and performance boosting capabilities and dynamicity effectively turn the 5G space into a multi-party play i.e. we have multiple stakeholders in a common platform, sharing the space. At the bare bottom, we have the Cloud Service Provider (CSP), who own the hardware and the infrastructure. Communication service providers act as the operator and rent the infrastructure from the cloud vendors and deploy their network functions within. The mobile virtual network operators (MVNO) rents the virtual network from the CSPs and provide service to the consumers or end users. The flexibility of 5G environment and platform sharing is achieved by deploying a clear boundary between the application logic and the network infrastructure through Network Function Virtualization (NFV) and Software-defined Networks (SDN).
2.2 Components in a 5G system

The 5G system design is service-based, unlike prior generations [86]. Architectural elements are described as network functions that offer their services via interfaces of a common framework to any network functions that are allowed to access the given services when permitted. Every network function can use Network Repository Functions (NRF) [119] to learn about the services provided by other network functions. This architectural model was designed to allow deployments to make use of the newest virtualization and software technologies, as well as principles like modularity, reusability, and self-containment of network activities.

The 5G System (5GS) will have three main components as defined below:

- 5G Radio Access Network (5G-RAN)
- 5G Core Network (5GC)
- User Equipment (UE)

2.2.1 5G Radio Access Network and 5G Core Network

5G-RAN. A 5G Radio Access Network (RAN) uses 5G radio frequencies to provide connectivity to User Equipment (UE) such as mobile device, such as a cell phone, tablet, or modem, to deliver services and applications. The RAN consists of various types of equipments including small cells, network towers, base stations known as next generation NodeB (gNB) and dedicated in-building and home systems that connect mobile users and wireless devices to the main core network.

5GC. The composition of the 5GC, also known as Network Functions, have been significantly simplified to enable various data services and requirements, with the majority of them being software-based so that they may be altered according to need. The 5GC consists of the following key network functions:

- The Access and Mobility Management Function (AMF) acts as a entry point for the UE connection such as personal devices, applications etc and oversees authentication, connection, mobility management between the serving network and device. It receives connection and session related information from the UE.
• Session Management Function (SMF) is selected by the AMF for managing the user sessions.

• The User Plane Function (UPF) transports the data (user plane) between the User Equipment (UE) and the external networks.

• The Authentication Server Function (AUSF) allows the AMF to authenticate the UE and grant access to the 5GC.

• Unified Data Management (UDM) function is used for accessing subscription information of the UE.

2.2.2 User Plane and Control Plane

User Plane and Control Plane are part of the 5GC and have been separated in 5G Control and User Plane Separation (CUPS) strategy introduced in the 3GPP specification 14 [74], for flexible placement of User Plane Functions (central, closer to the RAN, etc.). CUPS dissociates Packet Gateway (PGW) control and user plane functions. This allows the data forwarding component (PGW-U), an equipment in the 4G LTE evolved packet core which connects the LTE network to other packet data networks, to be decentralized and mapped to the UPF for the 5G Core. The user plane function consists of a single entity User Plane Function (UPF). It combines functionality from previous EPC Serving-Gateway (S-GW) and PDN-Gateway (P-GW) [58].

The Control Plane in 5G consists of two components - AMF and SMF and the User Plane in 5G consists of UPF.

2.3 Network Slicing

Network slicing is one of the defining features of 5G. Network slicing allows the separation of multiple virtual networks, by slicing the physical network into several virtual networks on a per-service basis [32], operating upon the same physical hardware. These slices can each be allocated to different purposes, increasing performance and
efficiency. The slices can be configured separately depending on their purposes, allowing the operators to modify spectrum capacity, coverage in dynamic nature. A network slice is composed of a collection of network functions and settings that are combined together for a specific use case or business model [150].

2.4 Multi-edge Access Computing (MEC)

As a result of the advent of cloud computing, edge computing [57] moves application hosting from centralised data centres to the network edge, bringing customers and the data generated by apps closer together. Edge computing is widely regarded as one of the most important pillars for achieving the rigorous Key Performance Indicators (KPIs) [126] of 5G, particularly in terms of low latency and bandwidth efficiency. MEC is a set of cloud services that run at the network’s edge and execute certain tasks in real-time or near-real-time that would normally be handled by centralised core or cloud infrastructures. MEC brings computational capacity closer to the end user, enabling applications and services that require special connectivity, such as ultra-low latency. MEC functions by transferring data from the cloud to the user. Data does not have to travel as far when certain processing capabilities is moved out of the public cloud and closer to the end user and end devices, which means it may be processed faster. It allows for the acceleration of content, services, and applications by boosting their responsiveness. MEC is critical in enabling telecommunication operators to deliver on their 5G promises by significantly reducing latency, increasing connection speed, enhancing network security, and improving quality of service to end users by bringing computing and processing closer to where data is generated and analysed, as well as where real-time decisions are made.

2.5 Network Function Virtualization (NFV)

NFV is a key enabler in 5G. The goal behind NFV [95], [42], [146] is to decouple actual network equipment from the functions that execute on it. This means a network function, such as a firewall, can be routed to a service provider as a software instance. Many different types of network equipment can then be consolidated into servers of
increased capacity, switches, and storage, which can be hosted in data centres. A service can be decomposed in this way into a series of Virtual Network Functions (VNFs), which can then be implemented in software operating on one or more industry standard physical servers. The VNFs can then be moved and instantiated at multiple network locations, for example, to introduce a service targeted at clients in a certain geographic location, without having to buy and install new hardware. NFV enables service providers to have more flexibility to further open up their network capabilities and services to users and other services, and the ability to deploy or support new network services faster and cheaper, which leads to better service quality.

2.6 Software-defined Networks (SDN)

Software-defined networking (SDN) \[61\] is designed to make networks more flexible and agile. SDN is an approach to separate network control and forwarding planes, which enables network control to be directly programmable and the bottom infrastructure is abstracted for applications and network services. The main idea behind SDN is to move the control structure away from network hardware. This will enable external control of data through software entity, termed as controller. The controller is placed between hardware and applications. Essentially, in 5G networks \[117\], the administrators will then be able to manage the networks and introduce new services or changes. The enriched ability of 5G SDN is to provide network virtualization, automation, and create new services on top of virtualized resources. The 5G SDN architecture is dynamic and easily manageable through external controls, making it perfect for the dynamic, high-bandwidth nature of 5G use cases.

2.7 Isolation: Technical and Institutional

In the typical cloud scenario, to ensure that none of the hosted parties can access data of another party, the parties are isolated from one another, both technically and institutionally. What isolation refers to is blocking the flow of information from flowing over from one party to another. Technical isolation, referring to modes of isolation through use of technology, either software or hardware, can be achieved
by leveraging the Trusted Computing technologies such as Intel SGX [113], Intel Virtualization Technologies (VT-x) [136], Intel Virtual Machine Extension (VMX) [46], AMD-V [19], role-based access control (RBAC) [29] etc. Institutional isolation is achieved by the parties entering into mutual agreements and rules/regulations defined by various standards, that ensure the providing party is not able to access data of the service seeking party.

2.7.1 Technical isolation technologies

We take the example of Intel SGX to demonstrate how technical isolation leverages such technologies to attain its goals. Intel’s Software Guard Extensions (SGX) [113] is the latest addition to the domain of trusted computing technologies, which aim to solve the secure remote computation problem by leveraging trusted hardware in the remote computer. The trusted hardware establishes a secure container, and the remote computation service user uploads the desired computation and data into the secure container. The trusted hardware protects the data’s confidentiality and integrity while the computation is being performed on it. An enclave (secure container) in SGX only includes the computation’s private data and the code that operates on it. For example, users could upload encrypted photographs to a cloud service that does image processing on private medical images. The encryption keys would be sent by the users to software running within an enclave. The code for decrypting images, the image processing method, and the code for encrypting the results would all be stored in the enclave. Outside the enclave, the code that receives and saves the encrypted images reside.

2.8 Multi-tenancy in Cloud

In cloud computing, multi-tenancy allows customers to share computing resources in a public or private cloud [6]. The data of each tenant is kept separate from those of other tenants. The structure of multi-tenant clouds can be compared to that of an apartment building. Within the agreement of the entire building, each resident has access to their own apartment, and only authorised individuals are allowed to enter the specific units. However, utilities such as water, power, and common rooms
are shared by the entire building. In cloud computing, multi-tenancy makes a larger pool of resources available to a broader group of individuals without compromising privacy or slowing down applications. Cloud computing’s virtualization of storage locations offers for greater flexibility and accessibility from practically any device or location. Multi-tenancy ensures efficient usage of system resources, but also gives pathway to potential attack vectors, as discussed in later sections. Multi-tenancy in cloud computing allows for flexibility and ease of access to resources by making a pool of resources available to a group of tenants without fixed and dedicated allocation, without sacrificing privacy and security or slowing down applications.
Chapter 3

Risk Assessment and Security Metrics in IT Environments

Cyber threats are evolving every day. Attackers are constantly looking for new ways to attack individuals and organisations alike. It’s becoming easier for amateur hackers to access high-level malicious software, with the seemingly growing popularity of “malware as a service” [24]. Malware as a service refers a paid service that rents out botnets solely for the purpose of propagating malware. Available through the dark web, it is essentially a complete package of malware software and servers that is ready to deploy instantly – and, more troubling fact, MaaS is simple enough for amateurs to use. MaaS is just one example of a growing number of threats that are emerging everyday, threatening the security ecosystem. Hence, cybersecurity must evolve as well. Evolving security must deal with present day threats as well as account for new risks that might show up in the future. Risk management is of utmost importance so as to minimize potential losses. The risk management cycle may involve risk identification, risk mitigation/transfer, and risk monitoring. This is where security metrics come into play. In all phases of the cycle, we need to be able to quantitatively understand the risk [141]. Metrics are needed to ensure that mitigation techniques deployed are also fulfilling their intended purposes. Without quantitative data, it would be difficult to understand the level of risks as well as design mitigation techniques for each risk. In the words of Lord Kelvin, a distinguished British mathematical physicist and engineer, “when you can measure what you are speaking about and express it in numbers, you know something about it” [13], which shows that risk quantification provides us a better insight regarding how to handle the risk. To understand the nature of security metrics and risk quantification, we looked into existing literature to examine several different surveys conducted on different domains of security metrics. Pendleton et al. [104] conducted an extensive survey on System Security Metrics, based on the understanding of attack-defense interactions, and focused on how a system security
state can evolve as an outcome of cyber attack-defense interactions. HU et al. \[44\] conducted a survey of attack graph based network security metric, showing extensive work on how metric models are introduced and then proceeding to highlight security metric models based on attack graphs. Wu et al. \[143\] conducted a survey on the security of mobile ad hoc network (MANET), showing the risk assessment process of MANET. Ramos et al. \[112\] conducted survey on network security metrics (NSMs) based on models, that allow to quantitatively evaluate the overall resilience of networked systems against attacks. After examining several surveys, we observed that they were limited by dimensionality, which is to say that the focus of the surveys were only on one or two specific categories (system, network etc) of security metric. To the best of our knowledge, we did not find any surveys that were comprehensive or covered multiple fields of metrics. Since IT systems consist of several sub-components, such as various softwares, network protocols, rule set, configuration policies etc, each having their own metrics to determine security, a survey is needed that would cover the state-of-the-art of security metrics from multiple angles and not limited by dimensionality, but rather cover the discussion based on multiple risk factors such as vulnerabilities, policy issues etc, which will help in a better understanding of these metrics. It is important to not be limited by dimensionality because risk is relative to the observer and is a subjective thing - it depends upon who is looking, hence it is beneficial to look at it from all angles to get a comprehensive view of perceived security. We use this as a motivation to conduct a new survey of security metrics. The goal of this survey will be to examine security metrics in relevance to risk management: identifying risks, measuring risks, quantifying the risks, modelling the attacks possible through the exploitation of the risks and finally derive the metric.

3.1 Risks in Cybersecurity

Risks refer to the possibility of incurring loss, which can be in terms of data, monetary loss, loss of goodwill etc. In large-scale systems, risk is defined as a triplet \[21\]: the specifics of what can go wrong, the likelihood that this event will occur, and the consequences when the risk is exploited by outside threat, and this triplet can be expressed as threat $\times$ vulnerability $\times$ consequence. To expand on the triplet, threat
can be defined as any circumstance or event with the potential to adversely impact organizational operations through unauthorized access, data modification etc. NIST defines vulnerability as weakness in a system, system security procedures, internal controls, or implementation that could be exploited or triggered by a threat. Risks can originate from vulnerabilities, architectural weaknesses, misconfigurations etc. Consequences can be defined as the aftermath of exploitation of such risks. Consequence dictates the cost (loss) faced by the victim of such exploits, which occur typically in the form of data loss, loss of financial value etc. Logically, a clear and quantitative way of expressing and measuring risks is needed so that it can be properly judged, along with all other implications, to facilitate proper decision making. This decision making influences how the risks are mitigated and monitored, for example a risk with higher severity would call for a faster response than a risk with low severity. The quantitative requirement can be fulfilled by security metrics, which can act as indicators on how successful the risk management has been. Security metrics present a set of analytics that can potentially help system administrators to tailor the risk management to their own needs.

3.2 Understanding Security Metrics

The quantitative demand of cybersecurity risk management can be fulfilled by using security metrics. As threats and risks emerge, system owners and organization divert funds and resources to manage and mitigate them. However, there remains a dilemma regarding the effectiveness of the risk and threat mitigation techniques.

- Do I need to divert more resources to patch the threats?
- How is the security level after the latest rounds of patches?
- How does a new software or component installation affect the security of the deployment?
- How vulnerable am I to any future attacks?
- How many security controls do I need to place to be safe?
Security metrics helps answer all these questions by helping to quantify the risks. A metric refers to assigning a value to an object while measurement is the process of estimating attributes of an object. According to Yee et al. [145], security metrics are needed to:

- Provide quantitative analysis of security measures.
- Support decision making processes such as where to divert more resources etc.
- Assist in the maintenance and compliance of security policies as defined by the security experts (how often do users need to change their passwords).
- Gradually improve the security posture of the environment and increase the capability of facing threats more effectively.

In the later sections, we will attempt to break down the derivation process of security metrics: how to measure risks, factors associated with measuring risks, how to model the risks in a quantified manner and derive the metric.

### 3.3 Measuring Risks for Security

The attempt to measure the level of security of a computing environment (e.g., a computer) is naturally complicated by the wide scope and is not derived purely based on established scientific methodologies. If security was more scientific in nature, security could be analyzed, just as performance is analyzed, and security metrics could be systematically derived and predicted, just as performance metrics are derived and predicted. This is further aggravated by the fact that security metrics are often based on assumptions but very little comparison done against empirical data [137], as opposed to formal scientific experiments done and tested on several test subjects based on established scientific methodologies, with comparison and verification done with data. Additionally, the security metrics premise is centred around the actions and behaviour of human adversaries, which are unpredictable in nature [23]. According to Stolfo et al. [129] and Yee et al. [145], there are two reasons for the distance between security metrics and science:
• Security metrics must be easy to comprehend, yet when reduced to their simplest form, they fail to represent the essence of what is happening in the actual world. There is a disconnect between mathematical security metric derivations and real-world implementations. RSA implementations, for example, are frequently broken due to side channels (such as timing and power consumption), inadequate random-number generation, insecure key storage, and programming errors, despite mathematical derivations demonstrating the algorithms’ resilience.

• It is vital to comprehend attacker ingenuity in devising new attacks, in order to comprehend the security of a computer system. These calls for measurements that presume the attacker is capable of launching any attack, which are difficult to design because we’d have to know about every possible attack. However, we will never know all of the methods an attacker can corrupt the system, therefore it is difficult to fully cover all attack vectors.

To facilitate our security metrics discussion, we consider two directions in our survey:

• Generic security metrics, the security level of the computing environment, as opposed to application-specific goals. We are interested in the likelihood of an attack compromising the owner-expected behavior of the environment. However generic security metrics are not quite straightforward because owner-expected behaviour will differ from one system to another. What might be expected by one owner of a system might be a security threat in another system. To understand how the owner expects their system to behave, a threat model must be defined, which encompasses what the owner considers an ideal behaviour and what behaviour inside the environment is considered a threat or suspicious.

• Relative security, which compares how secure one system is compared to some other system or measurements. As long as we cannot model in all the factors affecting security as in an ideal case, there will be no absolute security. For example, as mentioned by Dambra et al. [23], prediction can be complicated if future attacks are from sophisticated and motivated adversaries (unpredictable).
Still, the purpose and usefulness of current security metrics lie in the fact that they provide a basis for comparison. For example, a metric might be able to measure how much more secure a system $f'$ is than a system $f$, where $f'$ is some transformation of the original system. For security, we could note that a system with $m$ independent defenses is $f(m)$ times more secure. Conversely, a system that accepts $m$ times as many different inputs will be $g(m)$ less secure. In a different vein, we can scale a module’s relative security value by a function that depends on the module’s development and testing environment.

### 3.3.1 Threat Model for Security Metrics

Before identifying risks and develop security metrics, the threat model of the system comes into question as what risks are going to be evaluated is going to depend on what the owner considers as “threats”. Security metrics programs are often based on assumptions like there is a secure way to manage any system, and the task of security management is to maintain that state. Security metric values and percentages are difficult to interpret without a defined threat model that answers the question “Secure against what?” It would be impossible to tell whether specific attacks are stopped, to estimate the number of hosts that may be compromised for a specific threat type, or to assess whether different defensive tactics, such as patching known vulnerabilities more quickly, can significantly lower risk.

A good threat model must establish the following:

- what security conditions must be observed to determine the risk of an attack
- how to compute the risk of an attack on the basis of observed security conditions
- how to prioritize the risk of an attack across network entities, such as persons, devices, and accounts
- how to design the network so that it is easy for network administrators to take actions that mitigate risk and to eliminate security conditions that enable attacks
It is observable that traditionally the threat models exclude platform owners and there exists limited definition of insider threat \[12\], which leads to widely believed notion that threats and attacks generally originate from outside the network to compromise resources inside the network, underestimating the threats posed by the insiders such as the owners, users \[93\].

### 3.3.2 Scope of Risk Measurements

Along with the threat model, the scope of risk measurements should also be defined when calculating the metric. The scope of measuring risks depends on the goals of the administrator. While measuring risks, we have to take into account the life cycle of a deployment, to understand at what point the metric becomes relevant for use. Any system undergoes several cycles of design, development, testing and then gets deployed. Each of the stages of this cycle have their own criteria of management. The system life cycle begins with a blueprint, consisting of infrastructure design. The system is then programmed by software and hardware components and deployed in an environment. Once the system has been deployed we are able to collect real data regarding the security. Data can also be collected in run-time. In this life cycle, security metrics are concerned with blueprint and deployment data only. The reason behind this is security metrics requires static data to compute as well as dynamic computation requires constant monitoring of the system, which can call for additional resources and can be expensive for the owner of the environment. Data collected during blueprint or design phase can be used to improve or optimize the deployment scenario and data collected during deployment can be used to optimize security controls and patches. One thing to note here is that security metric is always concerned with the future i.e., we use data available in present to compute metrics, and predict what might happen in future, indicating risks and potential loss factors. We have computer forensics to uncover incidents that happened in the past. We use detection systems such as intrusion detection to detect security events happening in the present or vulnerability detectors to detect vulnerabilities present in the system/network. We use these data to compute the metric for future. When an actual attacker takes advantage of the vulnerabilities to mount the attack, an
exploit happens. Measuring exploits/attacks (through forensics) does not directly indicate risks, as the bad consequence has already happened. Nonetheless, it does provide statistical and analytical information as to what is (not) likely to happen in the future.

3.4 Identifying the Risks

The first step to measuring security is to identify the sources of the risks. This starts by marking the areas in the system that are vulnerable or open to intrusion by the attacker. In the following subsections, we continue to investigate the sources of risks and losses.

3.4.1 Attack Surface

Attack surface can be defined as the exposed interfaces of the system that are visible to the outside world, which can be used by the attacker to enter into the system. It is a widely held notion that “the smaller the attack surface, the more secure the system”. The way the system is designed and set up already determines where/how it can be attacked. For instance, a system taking input may be potentially more vulnerable than a system taking no input, as it needs to sanitize input properly.

As a well known security evaluation method, attack surface utilizes the intrinsic properties from a system, i.e., the resources an attacker could use to compromise this system. Manadhata et al. proposes a three-dimensional attack surface metric based on the attack vectors from Windows systems, i.e., channel, method and untrusted data item. Intuitively, channel represents possible ways to connect to the system, method refers to functions that could be exploited by attackers, and untrusted data item means data sources that could be manipulated by attackers. The combination of the three types of resources indicates the risk level in one system. Thus, reducing attack surface would intrinsically enhance the security level of a system. Even if a system does not have inherent vulnerabilities, its attack surface contributes largely to the possibility of exploitation by attackers. If any attacker successfully mounts an attack through the exposed interfaces, system resources can be modified using these interfaces and thus any resource that is accessible through these exposed
interfaces are also part of the attack surface, even if they are not directly visible to the outside network. If a system has a large number of exposed interfaces, it contributes to the factor of attackability i.e., how likely the system is to be attacked through these exposed surfaces. Securing a system against such attacks would be to decrease the attack surface of the system. Decreasing the attack surfaces require changes in configurations of the system. Any changes to the environment must be compared to the previous version to make sure it is more secure than the previous deployment. Manadhata et al. [89] took such attack surfaces into account and proposed an attack surface metric to measure the security level of different versions or deployments. Furthermore, Manadhata et al. [88] made use of their attack surface metric to show how attack surface of two different versions can be judged by comparing their attack surface, using two open source FTP Daemons as use cases. As decreasing attack surfaces is considered one of the major defenses against such approaches, Kurmus et al. [69] demonstrated that by tailoring the kernel, it is possible to reduce the attack surface by 50-85%. Although this might not be directly related to the attack surface reduction in a generic cloud environment, but this demonstration serves as an example that how attack surfaces are a chief contributor in the overall security of a system, that by making. Sun et al. [132] devised a new protection scheme that utilises a clear distinction between Internal Attack Surface (IAS) and External Attack Surface (EAS) and thus causing an expansion in the EAS with fake network and software vulnerabilities to purposely confuse the attacker from identifying the real attack surface.

The attacks making use of interface-induced vulnerabilities typically interact with the software by connecting to a channel (e.g., socket) or invoking a method (e.g., Application Programming Interface) offered by the software or sending/receiving data items to/from the software. The methods, channels, and data items are considered as resources. An entry-point exit-point framework [89] was introduced to identify relevant resources, where an entry point is a method for receiving data from the environment, and an exit point is a method for sending data to the environment. Each resource may or may not contribute to a software’s attack surface. The contribution of a resource to the software’s attack surface is the likelihood that the resource can be abused to launch attacks, where the likelihood depends on the privilege needed
for using the resource. The potential damage caused by the abused resource is called damage potential. On the other hand, an attacker needs to make efforts to have privileges to use resources. This metric is specific to an environment, implying that one can compare the attack surfaces of two different versions of the same software running on the same environment. This metric is measured by an absolute scale. Attack surface is not defined dependent on software vulnerabilities. Reducing the attack surface (e.g., uninstalling a software) does not necessarily improve security [97]. Putting the interface-induced vulnerabilities into the context, a desirable metric would be the susceptibility of a software system to certain attacks according to a threat model, perhaps through how the exercise of attack surface is dependent on the features of attack surfaces.

Although the attack surface concept initially focuses on a signal system or software application, researchers have expanded the effort to explore network-level attack surface. We believe the attack surface of a cloud/NFV/5G environment could serve as a general indication of the security level of such large/complex systems. Various researches have shown how the novelty and flexibility of 5G has led to the rise of new attack surfaces [68], [66].

### 3.4.2 Software Vulnerabilities

While attack surface determines how a system can be attacked, a system can already have vulnerabilities, directly contributing to what the attacker can exploit to mount a successful attack, once gaining entry through attack surfaces. Attack surfaces describes how exposed (through entry/data extraction points to the system) someone is to an attack while vulnerabilities are weaknesses that expose the risk (possible exploits by the attacker) such as improper inputs leading to the bug in a software to be activated, giving escalated privilege to the attacker. The relation between attack surface and vulnerabilities is that to gain entry through the attack surface, the attacker must make use of some vulnerability, for example, a door can be an attack surface (entry point to the building), but to break in through the door, the lock must have a vulnerability that will aid the attacker to compromise the lock security and open the door. The software vulnerabilities are an indication of what has already gone wrong.
inside the system, for example, a software with bug in its code, which has now allowed the attacker to utilize race conditions to gain advantage and execute their agenda with escalated privilege. Any system’s Achilles’ heel is the dormant vulnerabilities that lie inside it, waiting to be exploited. We might have vulnerabilities that appear with changes in attack patterns, that might not have been factors of concern before. For example, a system with all its code well protected would not be considered vulnerable, until the advent of the return-oriented programming (ROP [18], targeting the stack) and data-oriented programming (DOP [51], targeting data objects). Therefore over time, an attack vector of the attack surface may become a vulnerability inside the system, due to improvements of attack techniques. The risk of vulnerability exploitability can be assessed based on two software properties - attack surface entry points and how many components inside the software can be reached/accessed through those entry points [147]. If a vulnerability is found in one of the entrance points or in a function that is called directly or indirectly by the entry points, it is reachable. The damage potential-effort ratio in the attack surface metric, as well as the existence of system calls judged risky, can be used to assess the possibility of an entry point being used in an attack. Because of the growth of the open-source software community, enormous amounts of software code are now available, allowing machine learning data mining tools and other adversaries to leverage rich patterns within software code and mount exploits [78]. Some vulnerabilities can be exploited anytime, regardless of the environmental or deployment factors. Some vulnerabilities need suitable configurations to become active and exploitable for example, Load Value Injection (LVI) attacks on Intel CPU, which is a micro-architectural attack that allows an attacker to inject their own values into the victim’s code. The data injection can either be instructions or memory addresses, allowing the attacker to obtain data from Intel SGX. A vulnerability’s properties can be studied to find out how that vulnerability can be exploited. Vulnerabilities discovered in a system can naturally be an indicator of the system’s security level. A naive way to do so could be counting the number of vulnerabilities. However, not all vulnerabilities pose equal threats to the system. Each vulnerability has its own severity level, determined by its technical nature and indicative of how much risk it poses to that particular system
and thus it becomes important to identify a security metric for that environment. Chandra et al. [17] proposed a framework for identifying the suitable security metric for a software system and if unavailable, develop a security metric for the environment. Researchers have also made applications of neural networks to understand vulnerable coding patterns and semantics, which can work as indicators of potential software vulnerabilities [78].

3.4.3 Vulnerability Chaining

While individual vulnerabilities pose security threats in their stand-alone condition, several vulnerabilities, existing in different components, can be chained together to perform an attack, i.e., attack path. Contrary to the popular perception that only vulnerabilities with high severity pose danger to the system, the chaining of vulnerabilities can combine several low-severity vulnerabilities to create greater damages. A low-severity vulnerability can aid the attacker in getting access to important resources, with which then the attacker mounts bigger attacks. Wang et al. [140] demonstrated a probabilistic security metric that joins all the vulnerabilities in the system and gives a score in the form of probability, outlining which path can be taken by an attacker. Jajodia et al. [53] proposed a topological analysis on how several vulnerabilities can be chained together to mount an exploit.

3.4.4 Protocol Problems

For systems that rely on various protocols such as network, security etc, it introduces additional attack vectors due to protocol vulnerabilities. It is important that the target network/system’s protocols have weaknesses in order to carry out a successful assault. These are different than software vulnerabilities because they are not application specific bugs or issues with the code but rather flaws with the protocols being utilized. These flaws are primarily due to two factors [144]. One is the protocol design technique, which will have an influence on the nodes that are executing that protocol if it is attacked. The other stems from the nefarious usage of a legitimate protocol.

Types of network protocols includes:
• Communication protocols are basic data communication tools like TCP/IP and HTTP

• Security protocols like HTTPS, SFTP etc.

• Management protocols maintain and govern the network through protocols such as ICMP and SNMP.

There are several other protocols that govern communications such as industrial communication protocols, such as the IEC 61850 and ModBus protocols [118]. We have seen numerous attacks that have been mounted based on issues with various protocols. Wagner et al. [138] showed an attack where a ClientHello message of SSL 3.0 is modified to look like a ClientHello message of SSL 2.0. This would force a server to rollback to the more vulnerable SSL 2.0. Brumley et al. [14] outlined a timing attack on RSA based SSL/TLS. The attack extracts the private key from a target server by observing the timing differences between sending a specially crafted ClientKeyExchange message and receiving an Alert message inducing an invalid formatted PreMasterSecret. Even a relatively small difference in time allows to draw conclusions on the used RSA parameters. Sosnovich et al. [127] revealed a series of attacks using fundamental protocol vulnerabilities of OSPF, a very widely used protocol for Internet routing, which can harm routing in huge networks with complex topology. Several weaknesses were discovered by INL researchers during examinations of the cybersecurity of real-world process control system and among the most important findings of the cybersecurity evaluations are weak authentication and integrity checks in industrial communication protocols [67]. Between control servers and field devices such as remote terminal units (RTUs) and between other control system components, industrial communication protocols have been found to use inadequate authentication and integrity checks, and in some cases no integrity checks at all [118], which can and have led to attacks such as man-in-the-middle attack, dns spoofing, protocol specific memory corruption etc. Various research proposals regarding attack modelling often fail to address protocol issues as one of the weaknesses and was addressed by Stan et al. [128], where the authors extended MulVAL’s (a popular attack graph generating tool) attack modelling to include protocol vulnerabilities.
3.4.5 Policy Issues and Misconfigurations

Even a well protected system will sometimes be compromised due to misconfigurations and/or issues in the policies that govern security, access, operations etc. For example, firewalls are deployed to filter traffic between trusted and untrusted parts of a networks, as well as to monitor their incoming and outgoing interaction with other networks. However, any misconfigured policies in the firewall’s rule set will result in unauthorized data gaining access to the system and leading to compromise. By taking such misconfigurations into account, Cuppens et al. [22] proposed a set of algorithms, that assist in the management of policy misconfigurations. The proposal relies on the analysis of the interactions between the filtering rule sets and rewrite a new rule set free of any potential misconfigurations. Access-control policy misconfigurations that cause requests to be erroneously denied can result in wasted time, user frustration, and, in the context of particular applications (e.g., health care), very severe consequences [8]. To capture such changes in policies, Abedin et al. [2] introduced Policy Security Score, a method of analyzing and assigning scores to security policies, by analyzing and comparing different versions of policies and examining their vulnerabilities. Another potential issue is that devices from different vendors may require different methods of configuration [92]. Inevitably, when the size of the network increases, it becomes increasingly complex to manage so many different set of policies or rule sets, catered to each of the equipment designed by distinct vendors, which could lead to inconsistent rule matching between different policies, resulting in allowing wrong traffic to enter the network [84], [41]. Haddad et al. [40] demonstrated several approaches to validate the use of a common language for defining access control policies between all network devices in order to avoid conflicts and inconsistency.

3.4.6 Human Angle of Security Metrics

While vulnerabilities can arise from technical issues, there remains one missing angle: the user of the system itself. Matsumoto et al. [91] presented the malicious administrator problem in Software-Defined Networks, in which one or more network administrators attempt to sabotage routing, forwarding, or network availability by misconfiguring controllers. We discuss two types of user vulnerabilities, as described
by Pendleton et al. \cite{104}, in terms of:

- users’ reasoning bias
- users’ analytical limitation

How prone the user is to phishing attacks or insider threats is a common example of vulnerabilities exposed by the user’s reasoning bias, while weak passwords are frequently the result of limited human memory. An attacker can simply crack a weak password, causing the authentication process to fail. Phishing vulnerability is frequently influenced by human reasoning bias or personality factors \cite{122}. The user’s online behaviour is also linked to malware vulnerability. Malware is more likely to infect users who frequently install multiple applications. Furthermore, if consumers visit a lot of websites, they are more vulnerable to malware infection \cite{71}. It would be beneficial if we could measure how vulnerable a particular user is to cases of social engineering. It is vital to analyse the key aspects a user relies on to make security decisions, such as the user’s disposition, personality, or prejudices, in order to evaluate the overall risk produced by a collection of individual vulnerabilities. Although little research has been done on this topic, it is critical to analyse the relationships between a user’s vulnerability and his or her reasoning biases or personality features. Investigating the impact of users’ personality traits, reasoning biases, can be utilised to create defence mechanisms to mitigate the user’s susceptibility.

### 3.4.7 Inherent Weaknesses

In addition to software vulnerabilities, a system might have other weaknesses, which make it vulnerable to attacks. One such example could be the co-residency problem in cloud computing, where malicious users utilize side channels, vulnerabilities and extract private information from virtual machines co-located on the same server. When it comes to a virtualized environment, the traditional model of independent computing systems interconnected with communication channels may not apply as is. In cloud, resources are no longer stand-alone, they are more connected and hence have threats emerging from multiple angles. Ristenpart et al. \cite{114} showed that it is possible to map the internal cloud infrastructure and deliberately place a malicious
VM onto the same physical server the target VM is likely to reside on. Having placed the malicious VM co-resident with the victim VM, they showed preliminary results on a variety of cross-VM attacks such as denial of service (DoS), and side channel attacks such as remote keystroke monitoring via timing inference and others.

Hasan et al. [45] conducted and analyzed the co-resident attacks and corresponding defense strategies, with respect to benign and malicious VMs and the VM Monitor (VMM). Han et al. [43] analyzed commonly used VM allocation policies to investigate co-residency attacks and observed that server’s configuration, oversubscription and background traffic have a large impact on the ability to prevent attackers from co-locating with the targets. Miao et al. [94] proposed the security-aware VM placement approach (SecVMP) to minimize co-residency and mediate conflicts between tenants for proactively mitigating co-resident attacks in cloud. Caron et al. [16] proposed a security metric designed for cloud environments and using this metric, came up with optimized placements of VMs in line with user security requirements, which include a list of adversaries the user wants to avoid being placed in the same physical machine within avoiding co-residency attacks. Alhebaishi et al. [4] modeled cross-layer and co-residency attacks in the NFV stack and used optimized VM placement to mitigate such attacks.

3.4.8 Zero Day Vulnerabilities

Zero-day vulnerabilities are another category of vulnerabilities and play an important factor in analyzing the security posture. Zero-day vulnerabilities are weaknesses that have been discovered by the vendor/researcher as well as the adversary, but not yet reported. Reported vulnerabilities have scores associated with them (to be discussed in later sections) which helps in quantifying risks, while zero-day vulnerabilities do not have any severity ratings, making it difficult to quantify. Radhakrishnan et al. [111] conducted a survey of zero-day malware attacks, demonstrating how malware developers make use of such malware to bypass security mechanisms. Bilge et al. [11] performed an empirical study of zero day attacks, where they identify 18 vulnerabilities exploited before disclosure, of which 11 were not previously known to have been employed in zero-day attacks. Wang et al. [142] proposed a security metric to
address this issue, where instead of attempting to rank unknown vulnerabilities, the metric counts how many such vulnerabilities would be required to compromise the target; a larger count implies more security because the likelihood of having more unknown vulnerabilities available, applicable, and exploitable all at the same time will be significantly lower. Li et al. [76] proposed a metric to measure the system’s resilience against zero-day attacks, which is the minimum effort required by zero-day exploits to compromise a system and then apply this metric to evaluate different defense countermeasures to decide with defense mechanism can be deployed by the system against zero-day attacks.

3.5 Ecosystem of Security Metrics

Once we understand how to identify the threats and sources of risks, the next step would be to quantify the risks and derive the metric that reveals the security posture of the environment. This process involves:

- Set up the threat model
- Collect risk information from the environment.
- Quantify the risks.
- Model the attacks using the collected data.
- Aggregate the quantified values and classify.

Since state-of-the-art analysis tools and framework only take into account information regarding software vulnerabilities, the risk information input from the system are generally software vulnerability data, obtained by using vulnerability scanners in the system. However, several existing proposals also deal with inputs of other categories. For example, when a company wants to conduct security audit to determine the compliance of the employees with security guidelines, such security guidelines then become an input for the metric calculation, and several such frameworks for security audits [99], [26], [105] have been proposed in existing literature. Some security
proposals also depend on actively taking operator or administrator knowledge as input to build attacker models and adjust attacker capabilities when modelling attacks, terming such inputs as “Attacker Skill Level” [64]. Some security evaluators [63] also take service dependencies as well as malefactor models as input to compute the metrics.

For subsequent discussion, we only consider software vulnerabilities as relevant risk information input for the metric computation, as they are more widely used in existing security proposals.

3.5.1 Input Collection

The first step to determining the security posture of the environment is to scan for any weakness that exists in the environment. Multiple inputs are required from the environment for the metric derivation. Examples of inputs include:

- Vulnerability data using scanners such as Open Vulnerability Assessment Language (OVAL) [70] or Nessus [142], which scans for vulnerabilities in a network and then maps them to NVD database [53] for CVSS score. We also need to scan for problems with the protocols being utilized by the target system and the policies enforced by the system. We can also analyze software source codes or binaries to discover software vulnerabilities or program bugs leading to attack surfaces as well as potential vulnerability exploits [50]. This could also represent the data collected from an individual node in the network or intra-node inputs.

- Network metadata such as network definition or descriptor files to understand the network topology [142], which contributes to how the attack is carried out such as the Coremelt attack [131], which relies on the attacker’s knowledge of the target network topology. These topology information dictates the connectivity of all such individual nodes in the system/network and hence we could call these input as inter-node input data.
3.5.2 Quantifying Vulnerabilities

While it is important to understand the sources of risks i.e., understanding different vulnerabilities as well as other sources, it is equally important to quantify them to make them usable in risk assessments and metric derivation. Such quantification can be represented using metrics such as the Common Vulnerability Score System (CVSS) \cite{cvss}, and DREAD \cite{dread}. CVSS scores are the most widely used system to rank vulnerabilities and thus many academic proposals are centred around this scoring system. CVSS scores are considered as an essential input to security metrics. Singhal et al. \cite{singhal} proposed a system where CVSS scores are one of the inputs taken for security metrics calculation. Keramati et al. \cite{keramati} proposed a CVSS-based security metrics that takes in CVSS scores as inputs to calculate the impact of exploiting the vulnerability. Wang et al. \cite{wang} proposed a security metric to measure the trustworthiness for software systems, using the Common Vulnerabilities and Exposures (CVE) and the CVSS. Jiang et al. \cite{jiang} proposed VRank to address the limitation of certain scoring systems such as the CVSS which fails to consider contextual information, a very unique characteristic of Service Oriented Architecture (SOA). VRank not only considers the inherent properties like exploitability, but also takes into account the context of the vulnerability, e.g., what roles the service plays and how critical the vulnerability is to the security objective of the service.

While almost all vulnerabilities are seen from a technical point of view, e.g., the direct damage they can cause to the system, an important aspect remains obscure, i.e., the economic aspect. Vulnerability scoring systems such as the CVSS do not take into account the economic loss that can be caused when a vulnerability is exploited. Security budget is limited in industry thus software vulnerabilities need a set approach when it comes to patching. To this end, Ghani et al. \cite{ghani} employed the Multiple Criteria Decision Analysis (MCDA) methods to prioritize existing vulnerabilities and proposed a cost factor analysis for the economic damage of successful vulnerability exploitation. Fruhwirth et al. \cite{fruhwirth} showed a method to improve vulnerability prioritization by combining CVSS scores with a context dimension, which means that each vulnerability can possess different severity levels depending on the context of its existence. Thus, patching a vulnerability in one deployment context
might not be as urgent as in another deployment context. Alternative to CVSS, we also have Industrial Vulnerability Scoring System (IVSS) \([30]\), which takes into account the impact of vulnerabilities in an industrial environment as opposed to an IT environment. IVSS acts as a calculation mechanism and the metrics and factors it considers are: Base Severity Level (BS), Base Exploitation Level (BEX), accessibility, impact, and consequences. IVSS calculates the base score and IVSS final score, by aggregating all previous values.

3.5.3 Modelling and Aggregation

After the vulnerability information have been collected, it is necessary to model the attacks to see what sort of attack paths can rise from exploiting these vulnerabilities. In the context of security metrics, attack graphs and attack defense trees are two examples on how such modellings are done. Nodes may represent states of attacks/defenses while edges can show the transition of states. An overall security indicator can be derived, e.g., by solving the shortest path problem.

Attack Graph

There have been various types of attack graphs (AG) proposed since its first proposal by Phillips and Swiler \([108]\). Despite the types, the nodes of an attack graph generally represent exploits (of vulnerabilities, e.g., software bugs) and conditions (e.g., certain privilege of a resource). Conditions leading to exploits are pre-conditions and conditions as a consequence of exploits are post-conditions. Edges (transitions) connecting nodes form different attack paths. An attack graph always concerns a target, the ultimate post-condition, which all attack paths lead to. In order to clearly convey the vulnerabilities and how it can be exploited, all the paths that are available to the attacker are shown. The attack graph contains many nodes with edges acting as connections between them to show the direct influence/control that one aspect of the system may have on the other. The nodes are representative of the many aspects of the system, such as each physical device that the user uses to interact with the system, the databases that store sensitive information, and the firewalls that defend against unwanted access along with others. The graph is shown in a way such that the
user can use one exploit present in one of the nodes and directly or indirectly control a group of nodes/systems. The attack graph is an effective tool to study the chained effects of multiple exploits on the same or different systems. With the existence of multiple exploits being present in a network of systems, the attacker is present with opportunities to employ one attack path in which the attack deems reasonable to use. Since the attack graph is often filled with multiple of the same attack paths, in order to clarify the options that the attacker has present, there are also options of breaking up a huge graph of interconnected nodes and edges into simple non-cyclic paths where it is clearly shown how an attack can be carried out.

**Attack Defense Tree**

A slightly different graph technique is the attack defense tree (ADT) [62], which describes the exploits from the perspective of the attacker’s goal. The root of the ADT represents the attacker’s ultimate goal, and down the branches the ultimate goal is to iteratively break down to sub-goals till the leaves. To also capture the defense perspective, the main difference between an attack graph and an ADT is that the ADT has both attack nodes and defense nodes. While AG and ADT have seemingly fundamental differences, it is also possible to combine them to model attacks. Enoch et al. [27] proposed a composite analysis for network security metrics. Their proposed Hierarchical Attack Representation Model (HARM) consisted of a two layer model in which the upper layer, made of attack graphs represents the network reachability information and the lower layer, made of attack trees, representing the vulnerability information.

**Aggregation**

There are various aspects which could reflect the security of an individual/single system such as its authentication mechanism, its network setup (any vulnerable ports), its access control policies and so on. We can aggregate all these aspects to reveal the security aspect of that system termed as single-system aggregation. When we have a collection of those systems (a network), we need multi-system aggregation, which refers to aggregating values from several individual systems/entities to one single
value (by setting a node as a target) to represent the security state of the network. This single value represents the security state of that node i.e., how vulnerable that node is to an exploitation. All present works of security metrics involve assigning a target and then aggregate towards that. However, an owner or stakeholder might be interested to know the security state of the environment without having a set target (when the target is not just one component but any component inside the system). Such targeted aggregation can be done in the following ways:

- **Structural metrics**: These metrics use the structure of the attack graph to aggregate the security properties of individual systems in order to quantify network security. Each entity in the network is assigned a probability of exploitation and these probabilities are then aggregated to quantify the security state. Examples include Attack-graph based probabilistic security metrics [140], based on Bayesian Networks [34]. The Shortest Path (SP) [100] metric measures the shortest path that an attacker needs to reach the target. The Number of Paths (NP) [100] metric measures the total number of paths that the attacker needs to reach the target. The Mean of Path Lengths (MPL) metric [77] measures the mean of the length of all paths to the target in an attack graph.

- **Time-Based Metrics**: An owner might also be interested to quantify security in terms of time i.e., how quickly the network can be compromised. Some examples are Mean Time to Breach (MTTB), Mean Time to Recovery (MTTR) and Mean Time to First Failure (MTFF).

### 3.5.4 Automating the Process of Metric Derivation

Input collection and graph generation are a time-consuming and error-prone process. The target system needs to be thoroughly analyzed for any potential bug or flaw that an attacker may exploit, i.e., vulnerability scanning. In order to correctly identify an exploit, a database to compare with is usually involved (e.g., the NVD database). The challenge increases as the number of systems/nodes/VMs increases as it leads to a more complex environment. There have been academic/industrial projects and tools that aim to facilitate or automate this process, such as DOCTOR [135], MulVal
Meta Attack Language (MAL) and OpenSCAP covering automated vulnerability scanning, input collection and graph generation.

- **MulVAL**: MulVAL is a network vulnerability analysis framework and reasoning system that conducts multihost, multistage vulnerability analysis. For analysis, MulVAL employs Datalog as the modelling language (bug specification, configuration description, reasoning rules, operating-system permission and privilege model, and so on). The scanning is done using current vulnerability databases and the output is fed in Datalog and sending it to the MulVAL reasoning engine. Once the data is gathered, the analysis, which takes the form of attack graphs, may be scaled up for networks with thousands of workstations.

- **DOCTOR**: The DOCTOR architecture includes a correlation engine that may infer attack occurrences and notify orchestration components based on the micro-detector alerts exposed. MulVAL now has new rules for Named Data Networking (NDN) and NFV settings, added by DOCTOR, allowing it to do proactive security analysis based on the evaluation of attack graphs. The authors then devised and tested specialised detection algorithms capable of detecting the major attack scenario they are considering against NDN. The DOCTOR architecture can consider all possible attacks, and the DOCTOR Security Orchestration can provide a variety of defences.

- **OpenSCAP**: OpenSCAP is an implementation of Security Content Automation Protocol (SCAP), a way for automating vulnerability monitoring, measurement, and policy compliance evaluation of systems deployed in an organisation utilising specified standards, such as FISMA (Federal Information Security Management Act, 2002) compliance.

- **Meta Attack Language (MAL)** presents a formal method by designing a domain-specific attack language, that enables the semi-automated generation as well as the efficient computation of very large attack graphs. The attack languages are designed based on the generic characteristics of particular domains such as

1[https://www.open-scap.org/features/scap-components/]
e.g. the man-in-the-middle attacks in IT networks). Attack language designed based on generic features could then be applied to any instance of that domain for security analysis.

In recent times, Machine Learning (ML) techniques have also become prevalent in helping with automating some parts of the process of calculating the security metrics. Saman et al. [152] presented Elimet, a framework that collects information from different sources and analyzes how the security goals are being met against a set guideline and a generic security metric to calculate security measure estimates of every security state. To begin with, Elimet observes actions taken by system users against different security incidents and accordingly adjusts the calculated security value. If, at any stage, sufficient information could not be gathered regarding system actions, Elimet requires manual input from system users. In the last stage, Elimet compiles a ranking of counter measures that the system administrators can deploy against security threats. Rizi et al. [115] made use of vector embeddings and trained a deep learning model to approximate the shortest paths distances in large graphs. Pope et al. [109] proposed the usage of Hyper-heuristic Techniques (HHT) to produce graph-level security metrics, by employing hyper-heuristic machine learning techniques, which are trained on network attack simulation training data. The security metrics can then serve as an approximation for simulation when measuring network security in real time. Francia III et al. [33] used Machine Learning techniques to predict the security status of automotive vehicles, where the inputs to the model were known vulnerability attributes of the automotive vehicles.

We summarize the different tools and approaches available for modelling, aggregation and automation in Table 3.1. The table is an attempt to list primitives related to security metrics. These primitives represent the factors involved in deriving or approximating security metrics using various tools: collecting data such as vulnerability information, representing or modelling attacks, aggregating the data, deriving the metrics, automating parts of this process to reduce complexity or human interaction etc. The table lists the interactions of the state-of-the-art security metrics tools and proposals with the primitives. Each row represents the interaction between the particular primitive and the proposals. The first column lists the security metrics
primitives and the subsequent columns lists the tools and proposals.

- In second row first column, we have the Data Collection primitive. The rest of the columns in the second row lists if the tools or proposals have data collection involved in the execution of the said tool or proposal.

- In the third row, we have the Information Repository primitive. This primitive represents if the tools/proposals interact with any information repository like National Vulnerability Database (NVD), Common Vulnerabilities and Exposures (CVE) or Common Platform Enumeration (CPE).

- In the fourth row, we have the Attack Representation primitive. This primitive represents if the tool/proposal uses any formal language or framework for attack modelling or representation. For example, MulVAL uses Datalog language to formally model attacks.

- In the fifth row, we have Aggregation primitive. This primitive represents if the tool/proposal employs any category of aggregation of attack paths or patterns.

- In the sixth row, we have Metrics or Approximation primitive. This primitive represents if the tool/proposal outputs any metric value or approximates any particular metric like shortest path etc.

- In the final row, we have Machine Learning primitive. This lists the tools/proposals that employ machine learning techniques to automate security analysis or assessment.

The checkmark (✓) represents whether the tool or proposal makes use of the corresponding primitive, for example, MulVAL interacts with NVD, which satisfies the Information Repository primitive. For data collection primitive, we break it down further by determining if the collection is done automatically (A) or manually (M) given as input by human intervention.

To the best of our knowledge, the process of automating some parts of metric derivation gained popularity with the advent of Nessus in 1998. Although it was not the first security scanner of its type, Nessus was the first widely-accepted open
source scanners while its peers were locked behind commercial paywalls. Gradually, many more academic proposals regarding automation were made, such as the OVAL scanner, MulVAL (based on Nessus) etc. Most of these tools/projects are results of academic research, with the exception of Nessus, OpenSCAP and DOCTOR. Nessus started off as an academic proposal and later turned into an industrial product. OpenSCAP and DOCTOR can be termed as hybrid, with joint contributions from both industry and academia. Apart from Nessus and OpenSCAP, none of the existing automation tools and projects are actively maintained or updated, which makes it doubtful regarding the applicability of these tools in modern day systems, barring some exceptions such as Stan et al. [128] recently extended MulVAL’s ruleset to incorporate a wider range of protocol vulnerabilities, which were originally missing in MulVAL’s ruleset and model attacks in advanced communications such as wireless communications etc. Machine Learning (ML) approaches have gained traction in recent years, employing real-time learning of network characteristics, attack patterns etc., making them more useful to be used in variety of modern day systems. Such machine learning proposals have been discussed in Subsection 3.5.4 and summarized in Table 3.1. Although we have not identified one single tool or proposal that could
achieve full automation of all primitives, ML approaches seem as the most promising
option to fulfill that criteria, due to the volume of recent proposals working to address
the issue of automation.

3.6 Challenges and Benefits

While significant researches have been done on security metrics for various environ-
ment setups, it has also continued to receive skepticism and criticism. Security is
difficult to measure in practice due to their inherent existence of uncertainty. The
uncertainty can be derived from multiple reasons. First, unknown attack behaviors
are hard to be accurately predicted by a defender. For example, vulnerabilities are
dynamically discovered while an attacker may identify some zero day vulnerabilities
unknown to the defender. Moreover, the defender is uncertain about what exploits
the attack possess. Some attacks are never detected by the defender. These indi-
cate that uncertainty is inherent to the threat model the defender is confronted with.
Verendel [137] presented arguments that “quantified security is a weak hypothesis”
because the validity of results was not clear due to the lack of statistical evidence to
either support or contradict them. The skepticism rose because of the lack of security
data to validate the methods used to derive quantified metrics. It is also difficult
to measure security because of the direct correlation between security and context.
What is not harmful in one context might be a security issue in another context [107].
Some might also argue that it is very difficult to encapsulate security with just one
quantified value.

However, despite the criticisms, security metrics helps us answer several questions.
Some decision making processes rely on just a number to determine which path to
take when numerous possibilities exist (such as multiple potential deployments at
hand) [10]. Security metrics also help with prioritizing which vulnerabilities to patch
when its not possible to patch them all. When it comes to security control placements,
security metrics are vital because only through quantification are we able to identify
the most vulnerable sections of the system [7]. Every organization strives for a more
efficient system, and security metrics can provide insights on how to make the system
for efficient in terms of security measurements [7]. Economically, a company stands to
gain more by using different sets of security metrics to their security posture updated against most potential exploits, as without security metrics it is hard to predict what the company tends to lose or gain from an upcoming security change, as wrong changes could end up costing millions to fix [15]. Added to the economic benefits, an organization also saves itself from loss of sensitive data, which could have spiralling effects such as affecting stock market prices [134] and future goodwill of the company.

3.7 Current Proposals regarding Security Metrics

A system could be individual/standalone or an interconnection of several systems. This is significant because one entity in an interconnected system has the ability to influence the security of its neighbouring entities present. For example, Computer B might not have any vulnerabilities but because Computer A does and Computer B is connected to Computer A, B is also at the risk of attacker incursion. Existing state of the art covers both these systems (standalone and interconnected). Depending on such setup and scopes (what we want to measure etc.), various security metrics proposal exists. Rodes et al. [116] presented a novel framework for assessing security arguments to generate and interpret security metrics that eliminates the needs of engineers to figure out what to measure for each system and instead provides comprehensive documentation of all evidence and rationales for justifying belief in a security claim about a software system. Ahmed et al. [3] proposes a novel security metric framework that identifies and quantifies objectively the most significant security risk factors, which include existing vulnerabilities, historical trend of vulnerability of the remotely accessible services, prediction of potential vulnerabilities for any general network service and their estimated severity and finally policy resistance to attack propagation within the network. Cheng et al. [20] proposed a new approach for aggregating CVSS scores in a way so that the semantics is not lost during the aggregation process in a network security metrics. Discussion regarding aggregation are done in a later section. LeMay et al. [75] defined the ADversary View Security Evaluation (ADVISE) method, where the approach is to create an executable state-based security model of a system and an adversary that represents how the adversary is likely to attack the system and the results of such an attack. It is important for well designed
software systems to meet certain Quality-of-Service (QoS) requirements, such as reliability, availability and performability. At the same time, most such software systems are network accessible through public networks, such as the Internet. As a result, these applications and systems have become prone to security intrusions. Madan et al. [85] systematically analyzed how to quantify security attributes of software systems and have them at par with the QoS requirements. In the last decade, cloud computing has undergone rapid expansion and systems are being deployed/hosted more and more in cloud, including recent telecommunication technologies like 5G. Hence, it is also important to take a look at the existing literature to investigate the existing security metrics touching the cloud. Alhebaishi et al. [5] conducted a comprehensive threat modelling for cloud, which will aid cloud providers in better evaluating the risks in cloud infrastructures. Le et al. [73] provided a review of capability maturity models and security metrics for cloud and proposed a cloud security capability maturity model (CSCMM) that extends existing cyber security models with a security metric framework. Liu et al. [82] proposed a framework, in which a module measures executables running in virtual machines (VMs) and transfers the values to a trusted VM and a comparison is done between those values to a reference table containing the trusted measurement values of running executables, which then verifies the executable/s status. To evaluate multi-tenancy threats in the cloud, Madi et al. [87] introduced multi-level distance metrics based on compute, physical and network distances, taking into account the level of resource sharing between tenants. The metrics are reliant upon the deployment and configuration of the cloud so as to make it easier for the cloud provider to evaluate the risks.

3.8 Gaps between the State-of-the-Art Security Metrics and Emerging Technologies

Despite the various models of security metrics, there are some places which the current security metrics have not yet touched. For example, the Fifth-Generation (5G) technologies are rapidly expanding but there are no security metrics that have been tailored for application in a 5G environment. We take a look at the gaps preventing the application of existing metrics to 5G environments. While it is difficult to
encompass all the gaps, we discuss some of them to showcase that the gaps do exist.

3.8.1 Gap 1: Threat Model Shift

Existing security metrics models consider the infrastructure owner to be trusted [4]. But as we have already seen from the structure of 5G environments, we have a combination of several stakeholders/owners and there exists a mutual distrust about one another. Stakeholders, by nature, can be malicious in nature or curious, for example, wants to take a peek what sort of data other stakeholders are holding or simply careless not to implement own security measures, which in turn affects the security of other parties. A customer (owner of user equipment in a 5G environment) might become affected or malicious in nature and affect the whole environment. Thus, we need to revisit this assumption that owners can be trusted and modify existing security metrics to fit in this new threat model.

3.8.2 Gap 2: Input Collection Barriers

When peers are connected and can influence each other’s security, security metric computation needs data from all involved parties. However the input collection here is not straightforward as the stakeholders are isolated from one another through technical and institutional techniques (as discussed in 5G Preliminaries chapter) which prevents data collection, which in turn affects the security metric computation. Existing security metric proposals, by default, consider that the information required for security metric computation is either available or easily accessible through usage of various tools such as scanners etc. Such information barriers then pose a significant challenge because the information collection requirement stated by the security metrics cannot be fulfilled due to the conflicting scenario, where the security metric approach considers information to be already available but the barriers block the information from being accessible.

3.8.3 Gap 3: Localized Security Metrics

A stakeholder, for example a virtual operator, might want to evaluate the level of security of their own environment. We need a multi-system aggregation with the
virtual operator set as target. We can also perform a single-system aggregation just by taking the components of the virtual operator into account, but that would not be sufficient as the virtual operator is part of a larger network, and will have threats incoming from other systems surrounding it, for example, from the MEC or from RAN. The key thing to note here, is that we have a target which is local to the computing stakeholder but the threats are going to be global i.e., they can be from other stakeholders such as the cloud service provider or the MEC module as well.

3.8.4 Gap 4: Dynamicity

One of the defining factors of 5G is its ability to dynamically allocate resources to entities in the network that require additional resources. For example, a network slice might be assigned to a stakeholder dynamically or a VM might be spawned, which affects the topology of the environment and in turn, affects the attack paths, which may have been different previously. Security metrics only takes into account static data as it is expensive to monitor data continuously, requiring resources which some organizations might not be willing to budget for. Hence it becomes difficult to compensate for the dynamic data and thus affects the security score, as it won’t reveal the actual scenario.

3.9 Survey Summary and Discussion

As we conclude the survey, we want to summarize the contents of the survey. Our goal was to conduct a survey that would avoid any limitation regarding the dimensions and instead take a holistic look into the domain of security metrics. We wanted to explore the topic of security metrics from the perspective of risk management, irrespective of setting or setup of the system being studied on such as single systems, networked setup etc. This enabled us to explore many diverse threats and risk assessment techniques, that would have been otherwise not possible if we were limited by a scope. Figure 3.1 summarizes all the topics that have been discussed and covered by this survey, demonstrating the process of how to derive security metrics, as part of a bigger umbrella encompassing the risk management process.

Some key lessons from the survey:
Figure 3.1: Summary of the Survey
• Every security metrics proposal must define a comprehensive threat model as the process of deriving the metrics depends on what the owner considers as “threat”.

• Security metrics proposals must also consider “human users” as a widespread source of threats as in our exploration we have observed most proposals consider “technical” vulnerabilities or weaknesses to compute metrics and ignore threats introduced through the action of the users.

• State-of-the-art security metrics tools and frameworks must do more extensive work to consider inputs other than software vulnerabilities during security metrics analysis as the threat landscape span much wider.

• Despite some drawbacks, security metrics have significant advantages that could benefit everyone: from the owner to the end-user and everything in between.

• Existing security metrics must be adapted to make it applicable in a 5G/NFV environment.

We pursue some of these takeaways in the future direction of our research.
Chapter 4

Addressing the Gaps

Based on the gaps identified in the previous chapter, we want to see how we can overcome those. We looked into existing literature to import some solutions that can be used to address the gaps.

4.1 Gap 1: Changes in Threat Model

Because of the threat model shift, trusting a potentially malevolent or curious third-party with access to one’s own resources for input collecting is difficult. We also cannot rely on self-reporting i.e., expect another stakeholder to honestly report the data in an un tarnished manner. For example, a dishonest supplier may simply report inaccurate software versions to hide security flaws in his environment. When mutual confidence is eroded, hardware help becomes more vital, especially for more privileged parties, such as cloud service providers, provided that hardware vendors are still trusted. There have been multiple works to protect VNF executions and its data through hardware assisted models \[102,123\], such as Intel SGX. Hence, when we do not trust the data supplied by other parties, we leverage hardware support to do the collection for us.

4.2 Gap 2: Data Sharing through Information Digest

To address Gap 2, data could be reported in such a way that not too much is revealed, just enough for the requesting party to use in security metric computation, to bypass the information sharing barriers, termed as Information Digest, where the entire information is boiled down to contain essential details only and a digested version is generated. For example, a stakeholder might want to know how a VM is created. So instead of exposing the original operation logs, an infrastructure provider may expose
meaningful semantics for the guest, e.g., VM create, init, start and terminate. Local security score based on metrics like bayesian network or shortest path could be shared with the interested party instead of the whole metric derivation process to safeguard own security.

We also have standardization to help us in this process. Standardized protocols designed by various agencies like NIST [39, 49] unifies what data can be collected and in what format so that there exists a parity amongst the stakeholders. For example, if different parties use different metrics (one party uses bayesian and one party uses shortest path) to derive their score, aggregation of those scores become impossible.

We want to acknowledge an issue here: information barriers installed to ensure privacy, pose considerable challenge to security metric computation, causing a security vs privacy dilemma. While keeping things private, the security computation gets hampered. If we favour security, privacy is hampered. However, in this process, critical data might not be shared, which doesn’t reveal the actual condition of the party supplying the information, hence affects everyone in the environment. Information Digest provides a viable solution to this dilemma: instead of exposing everything and losing privacy, we summarize and reveal certain or essential details (such as local security score), keeping the privacy intact to a certain degree. The falloff here is that this won’t reveal the actual security scenario as a lot of details are being removed or shortened, however this is the trade-off between privacy and security that will help to ensure some security (as opposed to having no security by having 100% privacy).

4.3 Gap 3: Modular Security Metrics (MSM)

To address the issue of localized metric computation, we propose Modular Security Metrics (MSM), an adapted security metric computation approach based on ownership boundaries. We divide the entire environment into different modules, where each module belongs to distinct owners such as the cloud provider or virtual operator. Each module is capable of independently computing their security scores by considering risk factors present in their own module. The target module first sets the target component and computes their security score. The other modules in the environment perform a similar operation and compute their security score. The scores from the
neighbouring modules are then shared with the target module, who aggregates all the individual scores into one compound value. This will achieve two-purposes: first, it will allow the local owner to compute the security of their own environment and second, they will also be able to take into account the attack paths that are coming from other owners.

Modular Security Metric is based on attack graphs. At first, we perform an initial threat analysis of the 5G landscape to study the threat scenarios and possible attack paths, as shown in Figure 4.1.

![Figure 4.1: 5G Threat Landscape](image)

The threat scenario can then be utilized to compute an attack graph for the whole environment, with ownership boundaries, referred to as modules, pertaining to different stakeholders. For demonstration purposes, we will assume UDM is the attacker’s target component. By observing the threat scenario of 5G, we consider three possible attack paths for our demonstration purpose.

- From a user equipment connected to the MEC module. An UE can connect to the MEC module for various applications such as IoT applications etc. The UE compromises a MEC-hosted IoT application, and the UE then exploits the core network’s UALCMP (User Application LifeCycle Management Proxy). An
attack path is constructed if the UALCMP is co-located on the same VM as the target VNF.

- From the base station, referred to as gNB in 5G, which are spread throughout several locations to provide signal coverage. Such base stations are generally physically accessible to the public and the attacker can compromise the base station with little resistance \[148\]. gNBs, which are part of 5G-RAN, have direct connections to the 5G core through interfaces. Hence, a compromised gNB leads to a direct attack path to the UDM.

- From the internet. Some VMs in the environment will have internet connectivity and based on protocol vulnerabilities and/or software vulnerabilities discussed in previous section, an attacker can gain access to the environment. For example, AUSF, responsible for authentication in 5G network, can have accessibility to the internet. Once connected to internet, it can form attack paths through the N13 interface to the UDM.

The components in 5G environment are connected via interfaces, as characterized by 3GPP Release 15 \[1\], for example, we have N2 interface connecting gNB with AMF, N13 interface connecting AUSF with UDM. These interfaces also contribute to the formation of the attack paths, as they serve as the connection between components.

Based on the attack originating points and the connections between the components, we generate the attack graph, as shown in Figure 4.2. We assign some arbitrary probability values to the vulnerabilities in the attack graph, for demonstration purposes. This probability values (assigned as number inside the boxes) represent the likelihood that an attacker will be successful with the exploit. The graph is divided into separate modules (boxes marked by dark black solid lines) based on ownership boundary.

Notations used in the attack graph are described as follows:

- \(\langle \text{root}, \text{gNB1} \rangle\): refers to a pre or post condition, having root privilege in gNB1.

- \(\langle \text{N2}, \text{gNB1}, \text{AMF} \rangle\) refers to scenario where by exploiting the N2 interface, \(\langle \text{root}, \text{gNB1} \rangle\) can lead to \(\langle \text{root}, \text{AMF} \rangle\) with the probability of \(p() = 0.5\).
Figure 4.2: Attack Graph based on Ownership boundary
We use Bayesian Networks (BN) and Shortest Path (SP) metrics to derive the quantified security value $P()$, a cumulative probability of an attacker following the attack paths and executing the exploit. We calculate $P()$ with the Bayesian conditional probability using individual $p()$s, done by Frigault et al. [34].

Our goal is to enable the virtual operator module owner to be able to calculate the security value for UDM using the BN and SP metrics.

As is the nature of attack graphs, it consists of pre-conditions, post-conditions, connected by exploits. Normally this is straightforward. We have a pre-condition, leading to the exploit, which leads to the post-condition. However, when it comes to MSM, we have boundaries separating modules/owners. This leads to the scenario where we have exploit nodes that have a pre-condition belonging to one module (such as a Virtual Infrastructure Manager (VIM) that belongs to Cloud Service Provider) and the post-condition belonging to another module (such as a UDM belonging to Virtual Operator). We term these nodes as Border Exploit Points (BEP). In terms of data transfer needed for metric computation, this is where the data exchange happens between the two parties. The pre-conditions of the BEP are termed as External Conditions (marked as blue) and post-conditions of the BEP are termed as Internal Conditions (marked as red). The modules compute their own security score based on their attack graphs and data handoff happens through the BEP. This process happens in three steps.

**Step 1: Local Attack Graph**

The target module (Virtual Operator in this case) at first identifies all the nodes (AMF and UPF) that are connected to the neighbouring modules. The virtual operator sets UDM as the target and the internal conditions as the sources and computes its own attack graph. The virtual operator then calculates its local security value using BN:

$$P(\langle \text{root, UDM} \rangle) = \text{Bayesian}(N)$$

where $N$ represents the local graph of the virtual operator. The virtual operator derives a score of $P(\langle \text{root, UDM} \rangle) = 0.73$ based on the conditional probability table.
of the network, as demonstrated by Frigault et al. [34]. For the SP metric, the virtual operator receives a score of \( \text{Path}_{\text{min}}(\langle \text{root}, \text{UDM} \rangle) = 1 \). The other modules compute their local attack graph in a similar manner, setting the external conditions of the BEP as their targets.

**Step 2: Connecting the attack graphs through Static Exit Points**

Once each of the modules compute their local attack graphs, the attack graphs must be connected to each other to transfer data through projection, where the external scores are passed along through the interfaces that connect the components to one another. Static exit points refers to the static connection channels between the different modules, for example, N2 interface connecting gNB1 and AMF. The term “static” here denotes the connections that are not changing or constant. These static connections or exit points are responsible for the BEP between the two modules. Once the virtual operator receives the scores of other modules through the static exit points and constructs the BEP and assigns probabilities. For example, from the RAN owner, the virtual operator receives \( \langle \text{root}, \text{gNB1} \rangle \) gets \( P(\langle \text{root}, \text{gNB1} \rangle) = p(vul) = 0.1 \), and its shortest path is 1. Once the scores are received from other modules, the virtual operator updates the calculation by taking the external scores into account.

\[
P_{\text{static}}(\langle \text{root}, \text{UDM} \rangle) = \text{Bayesian}(N_{\text{static}}) = 0.17
\]

where \( N_{\text{static}} \) refers to the new graph where the local graph is connected to attack graph of other modules through static channels.

The SP metric \( \text{Path}_{\text{min}}(\langle \text{root}, \text{UDM} \rangle) \) is still 1 as the shortest path from the AUSF to UDM is 1.

**Step 3: Connecting the attack graphs through Dynamic Exit Points**

In addition to the static channels, there exists the dynamic connectivity through which the modules can be connected. The Cloud Provider (CP) provides physical machines (VMs) to host the VNFs of the virtual operator. The placement of the VNFs in different VMs can render different scores due to the fact that not all VMs
have the same security score. For example, the CSP might choose to host UDM in one VM and AMF in another, or might choose to host UDM and AMF both in one VM. The virtual operator then probes different placements to see which placement will lead to optimal security score. Since there are four components: AMF, SMF, UPF, UDM, it leads to 16 possible combinations in a VM (VMn in this case), it leads to 16 possible combinations, as shown in Figure 4.3.

Figure 4.3: Possible placements inside VMn

A key thing to note here is that the virtual operator will not have the knowledge about the actual placement combination as the Cloud Provider won’t divulge that information, leading to loss of information, whose significance will be discussed in details in a later section.

**Final Metric**

After the static and dynamic connections, eventually the virtual operator arrives at the final metric computation, which is:

$$P_{\text{Consolidated}}(\langle \text{root}, \text{UDM} \rangle) = \max_{i=1,2,3,\ldots,n} (P_{\text{static,dynamic}}(i))$$

where $P_{\text{static,dynamic}}(i)$ is calculated with $\text{Bayesian}(N_{\text{static}})$ combined with the 16 placement combinations ($N_{\text{dynamic}}(i)$).

Since each placement will lead to different scores, the virtual operator chooses the maximum value from the static and dynamic computation, depicting the least secure scenario, which will help the virtual operator to understand its security posture better. Hence the score stands at:
\[ P_{\text{Consolidated}}((\text{root}, \text{UDM})) = 0.153 \]

The SP metric is: \[ \text{Path}_{\min}((\text{root}, \text{UDM})) = 1. \]
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Argus-5: Automated Resource and Attack Graph Generator and Simulator for 5G and beyond

While we validated MSM through manual calculation as we formulated the theory, we needed a tool for generation of large number of graphs and perform the calculation in an automated manner, as we wanted to perform MSM calculation on a sufficiently large amount of graphs, of different sizes, so that we could test its validity and see how it performs against the best or optimal scenario and other measures and also have a look at the pattern by which the graph changes as we alter different conditions and topology. We looked into existing literature to identify tools that could accommodate our simulation parameters and conditions. Some of the main features we were looking for is support for modules, support for layered resource graph generation to represent the different layers existing in the current 5G environment, and be able to convert the resource graph to an attack graph by connecting the vulnerabilities present in the network. We examined resource generation tools like:

- Waxman [96], one of the first topology generators which produces random graphs based on the Erdos-Renyi random graph model.

- Tiers [25] is a multi-tier network topology generator that generates models imitating the structure of the Internet.

- Inet [55] is a resource generator, reproducing the connectivity properties of Internet topologies.

- KOM ScenGen [47] is a topology generator that supports the manual and automatic creation of experimentation scenarios for network research from the topology creation over traffic generation to evaluation.
After careful examination of various such resource generation tools, we were unable to identify any such tool that satisfied all the requirements and features we were looking for. This lead us to design our own tool, to support different parameters and scenarios. Hence, we introduce Argus-5, an automated resource and attack graph generator and simulator for 5G and other networks. In the following sections, we propose the design and implementation of our tool. Our goal was to come up with a multi-scenario tool, i.e., we want to have a tool that can support various scenarios and use cases, in addition to MSM validation. The tool generates resource graph (a graph consisting of all the resources, each represented by a node, in the network and their connectivity) and converts the resource graph to an attack graph by drawing out paths containing vulnerabilities present in the network and uses Bayesian calculation and Shortest Path approach to derive the security scoring.

5.1 Design Choices

The tool is designed based on Python programming to make use of the extensive libraries that support the design of the networks, such as Pandas to handle the dataframes required to preserve data, PySMILE to do the Bayesian calculation, NetworkX to visualize the graphs. This tool has been designed with one main feature in mind: scalability. We want to be able to simulate networks on a large scale to encapsulate various scenarios and don’t want to be limited by the capacity of the number of nodes or modules. One design challenge of scalable networks is performance, which is to say that as we scale up, there is a possibility the system might fail to keep track of the nodes or lose performance in terms of generation time. It is easier to simulate and keep track of 10 nodes than 100 nodes or 1000 nodes. To handle this issue of node information loss and keep easier track of nodes, we treat each node as an individual object and bind them to modules. We also divide our tool into various sub modules so that each module has independent task and can be called on independently. This also helps in scalability as each part has their own goal and hence performance doesn’t become an issue, which would have been rather problematic if everything was done in one place.

1In Greek mythology, Argus is a giant with multiple eyes
5.2 Graph Generation Parameters

To generate our graphs, we make use of parameters that control the graph generation features and allow us to introduce certain restrictions to facilitate various test cases.

**Percentage of secure/unsecure nodes.** We define secure/unsecure nodes based on the probability of their vulnerabilities. We assume that nodes containing vulnerabilities with probabilities less than 0.39 are considered secure. This assumption is based on the fact that vulnerabilities with CVE score less than 3.9 are considered to have low severity. So we set 0.39 (derived from converting 3.9 into a severity percentage by performing 3.9/10, where 10 is the highest severity) as the secure threshold. This parameter controls what percentage of nodes can be secure. For example, with a parameter value 0.6, 60% of the nodes will have vulnerabilities less than 0.39 assigned to them. This secure/unsecure approach allows us to simulate what is the impact on the overall metrics as we scale secure nodes up and down. An infrastructure owner might be interested in simulating the scenario where a certain portion of the resources in the network are secure through defensive mechanisms like security patches etc.

Two simplifications need to be acknowledged here:

- The secure threshold of 0.39 is based on our assumption. We chose this simplification as a way to demonstrate probable scenarios where an administrator might be interested to simulate security posture after patching a set of vulnerabilities (we assume patching here refers to having less severity than before as a result of a firewall or software patch etc).

- While there exists repositories (such as NVD, CVE) that assign severity scores to vulnerabilities, we do not have any universal database with a collection of vulnerability probabilities. We have CVSS scores, obtained by combining several base metrics, representing the severity of the vulnerability. However metrics like Bayesian require a single probability value assigned to each node/vulnerability for calculation. Hence, we needed a way to convert the CVSS score (combination of multiple base values) to a single probability value. This is another simplification we chose by attempting to convert severity to probability to assist
in calculation by following the proposal of Zhang et al. [149].

**Number of nodes per modules.** This parameter controls the number of nodes that we want to instantiate in each module. These allows us to simulate the effects of the number within any module and how it impacts the overall calculation. For example, an owner might want to re-evaluate their security after introducing some new nodes to their module.

**Number of exit nodes per module.** Through this parameter, we are able to control how many exit nodes each module can have.

**The target node.** While the target node is assigned randomly, we are able to control which node can be the target. This parameter allows us to simulate the security score for one particular target.

**Connectivity between the nodes within each module.** While the connectivity is assigned in random, there might be situations where more closely connected environments might need to be simulated, especially how the connectivity between the nodes affect the overall scoring.

**Template.** Controls what template the graph is generated on. If nothing is set, the graph follows a normal resource graph generation, consisting of typical network equipment such as routers, computers, firewalls. The tool is also capable of following a 5G and cloud template, discussed in Section 5.3 and Section 5.5.

These parameters are used to perform simulations with various inputs and examine how the number of nodes, their combinations and connectivity can affect the security score.

### 5.3 5G specific Resource Generation

We also want to introduce 5G specific scenarios, with 5G specific resource generation. Few of the major highlights of 5G are network slicing, that allows for the dynamic allocation of resources, standalone and non-standalone architecture, accommodating different use cases. A module or infrastructure owner might be curious as to how the security score changes when a new slice is instantiated hence we want to be able to factor network slicing into our tool or simulate different use cases when choosing to opt for standalone or non standalone architecture.
We take 3GPP \[38\] documentation into account to head into the direction of 5G resource generation. There are two approaches that can be taken:

1. We keep our random generation model and introduce rules that control the generation in a more 5G specific manner, such as what node can be connected to which node and the connecting edges can be defined as interfaces, as per the 3GPP reference architecture.

2. We start with a seed graph from the 5G reference architecture and add additional resources to it.

We have chosen option 2 to proceed with as it gives us the flexibility to parameterize it to scale up and down as per need. Since each owner requires graphs of different scales, we give preference to scalability to start with.

The generated nodes will have characteristics representing the 5G Protocol Stack.

To go towards that goal, we define a template, which we can employ with the help of the Template parameter of our tool. The template contains a set of rules and constraints that govern the generation of 5G resources like 5G specific nodes (AMF, SMF etc), 5G specific interfaces, for example N4 interface that connects UPF with SMF and lastly, generation constraints, i.e. which node can be connected to which node, for example, an UE can only be connected to RAN and AMF and so on. Once this template is called by Argus-5, the generated resource graph will have representations of 5G resource nodes (compared to the default generated resource nodes like pc, firewall, routers etc.) and the edges will represent the interfaces. The generation constraints will ensure that the generated resource graph is an actual representation of the 5G network, blocking any arbitrary connectivity between the nodes.

For 5G specific resource graph generation, the following modules are needed:

- MEC module to represent the nodes pertaining to multi edge access computing. The MEC consists of the antenna units, routers interconnecting the AAU units and IoT applications.

- 5G Core module to represent the 5G core components.

- 5G RAN module to represent 5G RAN components
We generate MEC module using 5GEN (discussed in subsection 5.3.1) and preserve the information in dataframes. We import the dataframes to our tool for further preprocessing and used in our network creation. We generate the other required modules though our tool and set up the resource graph, appending the MEC module. Each node in the entire network is assigned a vulnerability along with a probability of exploitation i.e. the probability that the vulnerability will be exploited by an adversary. A target node is chosen at random. We plot the attack graph module by module i.e. each module independently computes their attack graph through to the target node (which can be the target node in the entire graph or setting the exit node as the target).

Figure 5.1 summarizes the graph generation steps.

5.3.1 Overview of 5GEN Tool

5GEN creates graphs based on the MEC module’s 5G network characteristics. The created graph comprises six M1 switches, each with six Active Antenna Units (AAUs) attached, which offer communication to devices at the network’s end point, such as motherboards, surveillance cameras, and robots. The aggregation ring, which contains six M2 switches connected to four distinct access rings, sends traffic from the access rings to the core. Every pair of aggregation rings is then interconnected by 5GEN using two redundant M3 switches. To obtain the graphs, 5GEN uses a clustering approach. It divides the AAUs into clusters of six and connects each to an M1 switch. Then, as groups of M1 and M2 switches, access and aggregation rings are constructed.

5.4 Tool Performance

From importing dataframes from any third party software for additional topology information to deriving security score of a graph containing 50 nodes, it takes approximately 3.6 seconds for the whole process to complete. We were able to generate 700 graphs consisting 40 nodes on average and derive security score within a time frame of 20 minutes. The time taken to generate a single resource graph can be described using function T (measured in miliseconds), where T is a combination of the
Figure 5.1: Summary of Graph Generation
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time taken to generate the nodes (N) and edges (E) in the graph and can be expressed as:

\[ T = N + E \]  \hspace{0.5cm} (5.1)

For any given graph, the most complex scenario is when every node is connected to every node in the graph. For a graph with 40 nodes, each node can have an edge with 39 other nodes (assuming 1 to 1 connectivity between each pair of nodes), so the maximum number of edges each node can have is 39. Hence, if we apply equation 5.1, the time required to generate would be \( T = 40 + 40 \times 39 = 1600\,ms \). This is an estimation of the most complex scenario of any given graph. The actual number of edges will depend on random assignment or the degree of connectivity value given as input by the user.

The time required to derive security score \( (T_s) \) of a single graph would be a combination of the time required to generate the resource graph \( T_R \) and the time required to generate the attack graph \( T_A \) and can be expressed as:

\[ T_s = T_R + T_A \]  \hspace{0.5cm} (5.2)

Since our tool facilitates generating graphs in bulk, the total time \( (T_t) \) required to generate X number of graphs can be expressed as:

\[ T_t = T_{s_1} + T_{s_2} + ... + T_{s_X} \]  \hspace{0.5cm} (5.3)

where \( T_{s_i} \) is the time required to generate and derive the security score of the first graph in the iteration and \( T_{s_X} \) is the time required to generate and derive the security score of the last graph in the iteration.

The equations provide us an estimated time required to generate the graphs, based on their complexity, which is dependent on the parameters of the tool. The actual generation time depends on the complexity as well as the configuration of the host machine the tool is running in.
5.5 Applications of Argus-5

Based on the design of our tool, there are several applications that can take benefit of our tool.

5.5.1 MSM Simulation

To validate our proposed Modular Security Metric (MSM) approach, our tool can generate simulations that can facilitate design and principles of MSM. Support for modules based on ownership boundaries are already an integrated part of the tool’s design. Simulation design, conditions and results are further discussed in Chapter 6.

5.5.2 Machine Learning for Security Metrics calculation

Our tool can serve as a data set generator for machine learning models, designed to predict the security scoring or security label of a graph. We have automated the graph generation for our tool, which means mass number of graphs can be generated with given inputs. As machine learning models require sufficiently large amount of data for training, testing and validation, our graph generation and automation will aid in that task by generating sufficiently large number of graphs and additional data as part of the data set. Our tool is capable of producing large number of graphs with any given number of nodes and can be modified to suit the needs of the machine learning model. Our tool is already divided into separate functional compartments, with each part assigned to tasks of their own, which makes it easier to modify the tool to generate data sets as per requirement, as every model have their distinct inputs. The dataset is generated graph by graph. We generate a graph, record its data in text format and proceed to generate the next graph.

5.5.3 NFV/Cloud based Resource Generation

While we have strategies in place to facilitate 5G specific generation, as discussed in Section 5.3, our tool can also serve as a resource generator for cloud/NFV environments with layers. The design of our tool can accommodate the layered generation of resources, where we have the representations of physical machines in the bottom
layer, hosting VMs/Network functions/applications in the upper layer. This resembles the cloud/NFV architecture to an extended degree. Hence, we are also able to do simulations specific to cloud/NFV environments, by using the Template parameter to employ a cloud template.
Chapter 6

Simulation Discussion and Results

To validate our MSM approach, we have designed a simulation based on attack graphs. We utilize the 5GEN tool to generate nodes representing the MEC module, in addition to the CORE/RAN nodes generated through our tool.

For the experiments, we make use of 3 distinct sets of data: Local or target module’s graph, Optimal scenario, which has no information loss as there is a free flow of information between the modules and Modular approach, which shows the scoring with information loss due to barriers.

6.1 Calculation Procedure

We perform the calculation in three steps, once for Bayesian and once for shortest path. At first, we compute the security score of the local graph, pertaining to the target module. In the next step, we perform calculation using static interfaces, by considering the path coming from other modules to the target module. In the final step, we perform dynamic calculation by probing the placements of the VMs by applying various permutations i.e. we probe by changing placements of VMs in different hosts across modules and see which placement leads to optimum score for the local module. Since we have multiple scores from the second and third step, we opt for the maximum of all the scores, which represents the most vulnerable state of the environment.

6.2 Simulation Results

We conducted 4 distinct simulations on multiple graphs (ranging from 90-110 graphs for each experiment), which we generated using different parameters, with the help of Argus-5.
**Experiment 1: Simulate MSM on default operating conditions based on Bayesian calculation**

In the first experiment, we want to investigate the feasibility of our modular security metric. We do not introduce any restrictions in the generation of the resource graph, other than constraining the range of vulnerability probability to 0.5-0.6, to control the degree of randomness in the graphs. While this may not properly accommodate the real scenario, where vulnerabilities are not assigned a restricted range, we focus on our original goal, which is to demonstrate how MSM performs against the Optimal case.

![Figure 6.1: Experiment 1 result showing performance of MSM](image)

As we can see in Figure 6.1, our MSM approach has a better score than local only approach and close to the ground truth. The difference in scores between the modular approach and the ground truth is due to the information loss caused by the exit points. The probability of exploitation goes down from local to modular to ground truth because as we start considering vulnerabilities from outside the local module, the difficulty for the attacker goes up, which is to say, for local only approach, the attacker needs to compromise less number of vulnerabilities to exploit the target, which indicates less effort. Then, as we start connecting vulnerabilities from other modules, which is the actual scenario, the attacker needs to put in more effort to compromise the target.
Experiment 2: Simulate MSM with increased degree of connectivity based on Bayesian calculation

In the second experiment, we want to study the effects on the probability of exploitation as we gradually increase the connectivity between the nodes.

![Figure 6.2: Experiment 2 result showing performance of MSM with increased connectivity](image)

What we can observe from the results, as seen in Figure 6.2 is that, the target node become more and more vulnerable as the probability of exploitation increases as we increase the connectivity between them. This can be interpreted as more attack paths come into play when we introduce more connections between the nodes.

Experiment 3: Simulate MSM with Shortest Path calculation

In the third set of experiment, we wanted to explore the shortest path calculation as the metric, with regards to our modular security metric.
As we increased the number of nodes, as seen in Figure 6.3, the security score goes up as the shortest path increases. This is in relation to the complexity of the attack graph as more number of nodes in the resource graph will naturally lead to a more complex attack graph, hence the path count increases. However, for local graph, the shortest path remains constant because in the local graph, even when we added new nodes, the shortest path didn’t change from 1.
For comparison with previous experiments, we normalized the y-axis of Figure 6.4 using \( \log_{0.08}(X) \), converting the shortest path count to probability of exploitation, which indicates the number of zero day vulnerability needed to reach the target. We saw a similar trend with Experiment 2.

**Experiment 4: Simulate MSM with increased degree of connectivity based on Shortest Path calculation**

In the final set of experiments, we investigate the shortest path approach as we increase the connectivity between the nodes.

![Figure 6.5: Experiment 4 result showing performance of MSM in Shortest Path approach with increased connectivity](image)

As we increased the connectivity keeping the number of nodes consistent at each point and then taking the average, as seen in Figure 6.5, we see that there is hardly any noticeable difference with experiment 3, which leads us to believe that increasing connectivity does not have much effect on the shortest path calculation.
Figure 6.6: Experiment 4 result with normalized scoring
Chapter 7

Conclusion and Future Direction

As we reach the conclusion of this thesis, we want to revisit our stated contributions to confirm that they have been fulfilled and discuss future directions of this research.

7.1 Revisiting Contributions

We conducted a survey of state-of-the-art of security metrics with two components: investigating the process of security metric derivation and the factors that can be addressed to make existing security metrics a better fit for 5G environment. While there have been numerous surveys conducted on security metrics, all of them were focused on particular scopes: system, networks etc. Our goal was to gain a better understanding of the domain of security metrics as a whole, irrespective of the scope. Hence, our survey was conducted from the perspective of risk management: we take a look at the risks in cybersecurity coming from different directions such as vulnerabilities, misconfigurations etc. We revisit the initial questions we wanted to answer with security metrics: which vulnerability to prioritize while deploying patches, how vulnerable we are regarding future attacks, where to place security controls etc. We have seen various proposals that demonstrate how security metrics could be the answer to those questions. This survey also supplies us with the knowledge and set the foundation stone for our next two contributions: first, how we can adapt security metrics to assess one of the major aspects of 5G: multi-ownership. 5G substantially moves away from traditional model of single owner, owning the whole operation stack, to accommodate multiple stakeholders. Hence, an adaptation of the existing security metrics were needed to make them applicable to 5G. Once the adapted security metrics was formalized, we needed a tool for an automated verification of MSM on sufficiently large number of graphs. Our exploration of existing tools of that purpose did not yield any fruitful result, leading us to design our own tool, Argus-5, which
went on to be our third contribution. We have demonstrated the design, purpose and analysis of our tool through various simulations, to show its effectiveness and capability.

7.2 Future Directions

While our research served as an assessment of one of the aspects of 5G, there remains some aspects that also need to be taken into account for security metrics to be more effective, such as how dynamic resource allocation could affect security, discussed as Gap 4 in Section 3.8, which needs more work to be addressed properly. 5G will continue to evolve everyday as more nations continue to roll 5G networks in their telecom sector, hence it is a very promising incentive to continue the research on security metrics for 5G. Our research was also limited to only taking software vulnerabilities into account for assessment, due to the limitations of existing tools and frameworks. We believe this creates a blind screen for stakeholders and users as only taking software vulnerabilities information will not be enough to reveal the whole security posture as other factors like compliance also affect how secure an environment can be. Lastly, we believe our designed tool can be further developed and improved to be more effective for security simulations, as its existing capability of handling multiple scenarios could be further enhanced.
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