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Abstract

The use of artificial neural network (ANN) technology for predicting the heat-affected zone (HAZ) hardness and fusion zone (FZ) cross-sectional weld shape is presented in this thesis. In particular, the backpropagation network (BPN) method is applied to these problems. Two learning enhancements for BPN termed modified dynamic and step-declining are proposed and tested together with the traditional methods available for this purpose. Finally, the BPN method is adapted to solve the inverse weld shape problem of estimating welding conditions to provide a given weld shape.

An extensive data base of measured bead-on-plate HAZ hardness values was assembled from the literature for “training” and testing. The data is primarily associated with the submerged arc (SA) welding process because among other things, it is widely recognized in the industry to be the best controlled and most reliable welding technique. Nonetheless, the database also includes hardness measurements from research investigations where gas metal arc welding (GMAW) and the shielded metal arc (SMA) process were used.

To predict HAZ hardness from the input welding conditions (voltage, current, wire travel speed, plate temperature and plate thickness) and steel chemical composition, the calculation of an intermediate cooling time is necessary. A BPN is presented for this purpose. It is then combined with the hardness network to generate hardness values directly from the input welding conditions and steel chemical composition.

The data for the weld shape problem was kindly provided by Mr. Jack Pacey from the measurements of an investigation in the Northern College (Kirkland Lake, Ontario). Various critical dimensions (bead width, height, penetration, “bay length”, deposit area and fusion area) were extracted from the traced weld shapes. BPNs were constructed and trained to predict these parameters from the welding conditions (current, voltage, wire travel speed and plate thickness). From these, a shape is approximated by fitting a semi-ellipse (area$\geq40 \text{ mm}^2$) or parabola (area$\leq40 \text{ mm}^2$) to the deposit area and a double parabola to the lower part of the weld (below the plate surface). The Kirkland Lake data applies only to GMAW with C-25 and M-2 shielding but the network is sufficiently general that it can be applied to any welding process given measurements for training.

The advantages of the ANN technology versus traditional regression methods used for these problems are discussed. In general, ANN provides practitioners with a more flexible, more reliable tool than regression methods. It can be extended to include welding experience as it is gained. In addition, various assumptions that are necessary when physical modelling is used are implicit in the ANN method.
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Cpcm - Ito’s carbon equivalent (wt%)
B - boron content (wt%)
C - carbon content (wt%)
Cr - chromium content (wt%)
Cu - copper content (wt%)
Fe - iron content (wt%)
Mn - manganese content (wt%)
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D_e - electrode diameter (mm)
BW - bead width (mm)
BH - bead height (mm)
Pene - penetration (mm)
θ - lower-bead bay angle (°)
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W_{ji} - weight of link connecting nodes I_i and J_j of backpropagation network
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Pn - n-th pattern
p - total number of training patterns
$X^{p_n}_b$ - input of node $H_b$ for pattern $P_n$
$Y^{p_n}_j$ - desired output at node $J_j$ for pattern $P_n$
$F$ - transfer function
$S^i_i$ - summation / activation of node $I_i$
$S^j_j$ - summation / activation of node $J_j$
$E^p$ - pattern error of the network
$G$ - a general function notation
$\eta$ - learning rate
$\Delta W$ - change in weight
$\delta$ - delta term
RMS error - root mean squared error
$\alpha$ - momentum coefficient
$[t]$ - previous pass
$[t+1]$ - current pass
$c$ - an arbitrary small integer
S.D. - standard deviation
Chapter One

Introduction

Welding is one of the most commonly used joining processes for steel structures. In fusion welding, two pieces of metal are brought close together and the adjacent surfaces are heated to the melting point. In general, filler metal is added to the gap between the parts to be joined. The heat source is usually generated by a flow of electricity through an arc between an electrode and the joint metal, as shown in Figure 1.1. Flux and shielding gas are typical agents employed for protecting the filler core and the molten weld pool from oxidation. Since the base metal is subjected to elevated temperatures, the microstructure across the joint varies with position which is in general determined by peak temperature.

The microstructure of the welded joint is usually divided into three metallurgical zones, see Figure 1.1. The fusion zone (FZ) is formed from the re-solidification of a mixture of base metal and filler metal. The heat-affected zone (HAZ) is the metal adjacent to the fusion zone which has experienced elevated temperatures and excessive grain coarsening. The metal which is far away from the welding heat source and where the microstructure has not been affected by the heat source is termed unaffected parent metal.

A detailed description of the microstructural changes across a welded joint is illustrated in Figure 1.2. Region A (unaffected base metal) represents base metal which is
not affected by the heat source, i.e., the peak temperature experienced by this region is lower than the tempering temperature of steel (about 580 °C). Some grain growth or recrystallization may occur in region B if the base metal is previously cold rolled. In region C, a dual structure (coarse and enriched \(\alpha+\)carbide) is present because of partial phase transformation. A relatively fine structure can be found in region D as a result of ferrite to austenite transformation on heating and the reverse on cooling. Austenitic grain growth occurs in region E which results in a relatively coarse structure adjacent to the weld fusion zone, region F. Regions B, C, D & E together is usually referred to as heat-affected zone.

![Figure 1.2 Fe-C phase diagram with corresponding weld microstructures.](image)

1.1 Weld Problems

The rapid heating and cooling cycle in the neighborhood of the welded joint causes residual stresses and strains. Furthermore, stresses are generated during the austenite-ferrite phase transformation. These residual stresses and strains may cause workpiece deflection and hence influence the serviceability of the joint. In addition, crystal growth, segregation and cellular and dendritic solidification are common problems associated with
the weld fusion zone. However, the HAZ is the principal source of trouble because of the formation of hard martensites and inhomogeneous microstructures in that region.

In general, as the hardness increases, the toughness of the HAZ decreases [1-1]. In addition to poor mechanical properties, the HAZ is also sensitive to cracking and corrosion problems [1-2]. Under-bead cold cracks form in the coarse grained region of the HAZ as it cools, see Figure 1.3. The combined effects of high tensile shrinkage stresses and hardened microstructures is believed to be the cause of this problem. Consequently, HAZ hardness is often used in the industry to provide some indication of the susceptibility of a welded joint to these problems. In most applications, HAZ hardness is limited to 320 VHN [1-2]. This is primarily because of the relationship between hardness and cold cracking is, in addition, related to the toughness and corrosion sensitivity of the welded joint.

In addition to weld quality, the cost of fabricating a weld is another major concern for the engineer when specifying the welding procedure. To some extent, the mechanical properties (or HAZ hardness in the sense of this study) of the welded joint can be controlled by the welding parameters (arc voltage, arc current, wire traveling speed, etc.). However, the welding parameters also determine weld bead size and geometry. Increasing the heat input to the arc reduces the number of passes required to fill the gap and hence reduces production costs. However, a high heat input poses the danger of joint burn through. On the other hand, a low heat input may result in incomplete root penetration. In either case, the strength of the joint is reduced drastically.

Furthermore, some researchers have suggested that weld bead area can be used as an indirect measure of HAZ mechanical properties [1-3,4]. For example, Shultz and
Jackson [1-5] propose a linear inverse relationship between yield strength of the HAZ and the weld metal deposit area. At the same time, HAZ hardness decreases exponentially with fusion area.

From the foregoing discussion, it is apparent that determining optimal welding conditions for weld quality and productivity is complex because of the number of competing variables at work. In fact, at the moment relatively extensive field trials are necessary to fix the process in most cases. The ability to predict HAZ hardness level and weld bead geometry would reduce the number of trial runs for weld specification during the design stage of a fabrication job. This is essentially the objective of this thesis.

1.1.1 HAZ Hardness

The maximum HAZ hardness level depends on the base metal chemical composition and the weld thermal cycle (both the heating and cooling history experienced by the welded joint). Alloying elements in the base metal affect the hardenability of a steel. The most significant chemical component in this regard is carbon. So important is the carbon effect that a so-called carbon equivalent is assigned to reflect the effect of other alloying elements on the weldability of a steel. The determination of an appropriate carbon equivalent is based on regression analyses of experimental data. The two most commonly used carbon equivalent calculations are those proposed by Ito [1-6] and by the International Institute of Welding (IIW) [1-7].

The weld thermal cycle depends on the arc voltage, current, welding speed, thermal efficiency (process efficiency), plate temperature and joint geometry. It is widely believed that the temperature range from 800 to 500 °C is the most sensitive region with regard to martensite formation and in turn for the hardness level of a welded joint. Therefore, cooling time from 800 to 500 °C, \( t_{8/5} \), is often used as a parameter to reflect the thermal cycle.
Several semi-empirical relationships [1-8,9] are available for predicting the HAZ hardness level of a welded joint given the carbon content, a carbon equivalent and the 800 to 500 °C cooling time.

1.1.1.1 HAZ Hardness Regression Models

Although the HAZ hardness prediction relationships [1-8,9] are relatively independent, the basic principles are similar. The maximum hardness occurs when the HAZ is a fully martensitic structure. On the other hand, the minimum hardness occurs when there is no martensite in the structure, i.e., the structure is 100% ferrite/pearlite. Between these limits, the hardness varies according to the martensite content. A plot of HAZ hardness versus t8/5 (on a log 10 scale) is usually used to describe the change. It is often called the characteristic hardness curve - CHC (Figure 1.4). Regression and curve fitting techniques are used to estimate the characteristic hardness curve for a given carbon equivalent and carbon content.

The two most commonly used carbon equivalents are Pcm - proposed by Ito-Bessyo [1-6] and CE (IIW carbon equivalent) [1-7]:

\[
\begin{align*}
\text{CE(\%)} & = C + \frac{\text{Mn}}{6} + \frac{\text{Cu + Ni}}{15} + \frac{\text{Cr + Mo + V}}{5} \\
\text{Pcm(\%)} & = C + \frac{\text{Si}}{30} + \frac{\text{Mn + Cu + Cr}}{20} + \frac{\text{Ni}}{60} + \frac{\text{Mo}}{15} + \frac{\text{V}}{10} + 5\text{B}
\end{align*}
\]  

(1-1) \hspace{1cm} (1-2) 

Figure 1.4 Schematic HAZ characteristic hardness curve.

With these carbon equivalents together with carbon content and t8/5, Suzuki has suggested two sets of equations for predicting HAZ hardness [1-8]. The first may be referred to as the NSC-S(Pcm) system:

\[
\text{Hmax} = (187 + 64C + 485\text{Pcm}) - (97 + 680C - 441\text{Pcm})\tan^{-1}X
\]  

(1-3)
Predicting Weld Features Using ANN Technology

\[ X = \frac{Y + (0.501 + 7.90C - 11.01Pcm)}{(0.543 + 0.55C - 0.76Pcm)} \]  \hspace{1cm} (1-4) \\

\[ Y = \log(t_{85}) \]  \hspace{1cm} (1-5)

The second is the NSC-S(CE) relationship:

\[ H_{max} = (192 + 397C + 153CE) - (92 + 377C - 139CE)\tan^{-1}X \]  \hspace{1cm} (1-6) \\

\[ X = \frac{Y + (0.385 + 0.34C - 3.47CE)}{(0.517 + 0.02C - 0.24CE)} \]  \hspace{1cm} (1-7)

Suzuki's NSC-S(Pcm) and NSC-S(CE) models are just two of several regression models for predicting HAZ hardness. Similar relationships have been proposed by Terasaki [1-9,10,11], Suzuki [1-8,12,13], Arata [1-14], Yurioka [1-15,16], Beckert [1-17], Dueren [1-18] and Cottrel [1-19]. In the work to be presented in this thesis ANN (artificial neural network) technology is proposed as an alternative to the regression method.

1.1.1.2 800 to 500 °C Cooling Time

The weld 800 to 500 °C cooling time is shown schematically in Figure 1.5. It may be determined experimentally, calculated by employing finite element analysis [1-20] or in some cases approximated with simplified weld thermal models [1-21,22,23]. The classical heat flow approximation for the welding process was originally proposed by Rosenthal [1-24,25] and further modified by Adams et al [1-21,22] for determining the 800 to 500 °C cooling time. The Adams' cooling time models are widely used for their simplicity even though it is recognized that they are only approximate because several assumptions and simplifications inherent in the relationships. Yet HAZ hardness is
sensitive to cooling times over three orders of magnitude for most steels and it is argued that considerable uncertainty in cooling time can be tolerated in most cases [1-2].

Because the heat flow mechanism changes with plate thickness, Adams [1-21,22] proposed three different cooling situations. If the arc energy input to plate thickness ratio is small, the arc can be viewed as a point source moving on the plate (Figure 1.6) and heat flows into the surroundings radially (Figure 1.7a). This is usually referred to as three-dimensional (3-D) semi-space heat flow. On the other hand, if the arc energy to plate thickness ratio is large, heat spreads laterally (Figure 1.7b) and the arc can be viewed as a line source moving within the plate (Figure 1.6). The line source situation is often referred as two-dimensional heat flow. In addition, a so-called 2.5-D heat flow is also suggested to describe the transitional behavior in a range intermediate between the 2-D and 3-D situations. In this case heat flux is visualized to be reflected from the bottom of the workpiece (Figure 1.7c).
Cooling time relationships have been developed for the three heat flow situations; three-dimensional heat flow (thick plate) - \( t_{8/5}[3-D] \), two-dimensional heat flow - \( t_{8/5}[2-D] \), and transitional heat flow - \( t_{8/5}[2.5-D] \), for intermediate welding cooling:

\[
\begin{align*}
 t_{8/5}[3-D] & = \frac{\eta_{proc} Q}{2\pi k} \left[ \left( \frac{1}{500 - T_o} \right) - \left( \frac{1}{800 - T_o} \right) \right] \\
 t_{8/5}[2-D] & = \frac{1}{2\pi k \rho c_p} \left( \frac{\eta_{proc} Q}{h_t} \right)^2 \left[ \left( \frac{1}{500 - T_o} \right)^2 - \left( \frac{1}{800 - T_o} \right)^2 \right] \\
 t_{8/5}[2.5-D] & = \frac{1}{C_i 2\pi k} \eta_{proc} Q \left[ \left( \frac{1}{500 - T_o} \right) - \left( \frac{1}{800 - T_o} \right) \right]
\end{align*}
\]  

(1-8)  
(1-9)  
(1-10)

\( Q \) is the welding process energy input rate per length in (J/mm):

\[
Q = \frac{I_e \cdot V_o}{S_p}  
\]  

(1-11)

\( \eta_{proc} \) is the welding process efficiency (Table 1-1 [1-15,26]), \( k \) is the thermal conductivity (a nominal value of 0.025 J/(mm.s.K) is used), \( T_o \) is the plate initial temperature, \( C_p \) is the volumetric specific heat (a nominal value of 0.006 J/(mm\(^3\)K) is used), \( h_t \) is the plate thickness in mm, \( C_i \) is the ratio of the thick plate cooling time to that of the finite plate, all other conditions identical, and \( I_e, V_o \) and \( S_p \) are arc current in amperes, voltage in volts and wire traveling speed in mm/s respectively.

The appropriate relationship for any given situation is determined by a relative thickness parameter \( (H_t) \) defined as:

\[
H_t = \frac{C_p \cdot h_t^2 (650 - T_o)}{\eta_{proc} Q}  
\]  

(1-12)

---

Table 1-1 Summary of Welding Process Efficiencies for Commonly Used Welding Heat Sources.

<table>
<thead>
<tr>
<th>Process</th>
<th>SMAW</th>
<th>SAW</th>
<th>GMAW</th>
<th>GTAW</th>
<th>EBW</th>
</tr>
</thead>
<tbody>
<tr>
<td>Efficiency (%)</td>
<td>80</td>
<td>95</td>
<td>70</td>
<td>40</td>
<td>85</td>
</tr>
</tbody>
</table>

---
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Three-dimensional cooling is suggested if $H_r$ is greater than one. A two-dimensional cooling situation is appropriate if $H_r$ is less than 0.3. Otherwise, the 2.5-D cooling relationship is considered applicable ($1.0 > H_r > 0.3$). Values of $C_r$ may be obtained from Figure 1.8 or Table 1-2 with corresponding $H_r$ values [1-21,22].

![Graph](image)

Figure 1.8 Values of $C_r$ corresponding to $H_r$ for computing cooling times in the transitional 2.5-D heat flow situation.

<table>
<thead>
<tr>
<th>$H_r$</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_r$</td>
<td>0.30</td>
<td>0.43</td>
<td>0.63</td>
<td>0.76</td>
<td>0.85</td>
<td>0.94</td>
<td>0.94</td>
<td>0.97</td>
</tr>
</tbody>
</table>

Table 1-2 Tabulated Values of $C_r$ Corresponding to $H_r$.

In this thesis, an alternative (ANN - artificial neural network analysis) is proposed for determining $t_{6.5}$.

1.1.2 Weld Bead Geometry

Variations in welding conditions (arc current, arc voltage, wire travel speed, electrode extension, electrode diameter, electrode polarity, plate thickness and shielding gas) affect the weld bead shape. Furthermore, heat flow patterns during solidification and the surface tension of the molten weld metal increase the complexity of the formation of the bead.

![Diagram](image)

Welding Parameters: Arc Current ($I_c$), Arc Voltage ($V_o$), Wire Travel Speed ($S_p$), Electrode Extension ($L_e$), Plate Thickness ($ht$), Plate Fusion Area ($A$), Total Fusion Area ($A = A_1 + A_2$)

Figure 1.9 Definitions for describing weld geometry.
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weld bead. Since the solution of a physics based mathematical model detailed enough to predict weld bead geometry is complex and the variables involved are highly coupled, several researchers have resorted to regression techniques (statistical analysis) based on large experimental data bases, e.g., Chandel et al [1-27,28]. Various critical dimensions (bead width, bead height, penetration, deposit area and fusion area) are determined, each as a function of the welding parameters (see Figure 1.9). The weld bead shape is approximated by fitting different curves (e.g., ellipse, quadratic or cosine curves) to the predicted dimensions (bead height, bead width, penetration, fusion area, etc.) [1-29,30,31,32].

In general, it is assumed that the alloying materials in low alloy steels have minimal effect on the weld bead geometry [1-33]. This author notes that such an assumption is not always justified although it is necessary at this point in research time to be able to proceed. Refinements to weld bead models will be possible as the effect of alloying is better understood. However, in general weld bead geometry depends on the fusion temperature, surface tension and thermal conductivity which in most cases are relatively independent of the alloying for low alloy structural steels.

1.1.2.1 Weld Bead Geometry Regression Models

As mentioned above Chandel et al [1-27,28] have proposed a series of regression models for predicting weld bead dimensions from welding conditions based on an enormous data base. Their work was mainly concerned with gas metal arc (GMA) bead-on-plate welds - M-2 (2% oxygen and 98% argon) or C-25 (25% carbon dioxide and 75% argon) shielding gases. The arc energy input was fixed at 3 kJ/mm. Most of Chandel's regression models are based on logarithm formulations as follows:

\[
\text{dimension} = 10^k \cdot I_e^a \cdot V_o^b \cdot S_p^c \cdot D_e^d \cdot L_e^e
\]

(1-13)

where 'dimension' is either bead width (BW) in mm, bead height (BH) in mm, penetration (Pene) in mm or total fusion area (A) in mm², and \(I_e\), \(V_o\), \(S_p\), \(D_e\), \(L_e\) are welding current (amperes), arc voltage (volts), wire travel speed (mm/s), electrode diameter (mm) and
electrode extension (mm) respectively (Figure 1.9). k, a, b, c, d and e are constants which depend on electrode polarity and shielding gas composition as listed in Table 1-3. The melting rate (MR) in kg/hr is estimated by:

$$MR = p \cdot I_e - q \cdot I_e \cdot V_o + r \cdot \frac{I_e^2 \cdot L_e}{D_e^2} + s$$  \hspace{1cm} (1-14)

where p, q, r, s are constant listed in Table 1-4.

**Table 1-3a Coefficients for Chandel's Weld Bead Dimension Models**
(C-25 Shielding Gas and +ve Electrode Polarity).

<table>
<thead>
<tr>
<th>Dimension</th>
<th>k</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>-2.350</td>
<td>1.689</td>
<td>0.260</td>
<td>-0.850</td>
<td>-0.630</td>
<td>0.2535</td>
</tr>
<tr>
<td>BW</td>
<td>-0.218</td>
<td>0.181</td>
<td>0.860</td>
<td>-0.614</td>
<td>0.567</td>
<td>0.0106</td>
</tr>
<tr>
<td>BH</td>
<td>-1.382</td>
<td>1.200</td>
<td>-0.690</td>
<td>-0.450</td>
<td>-1.360</td>
<td>0.3800</td>
</tr>
<tr>
<td>Pene</td>
<td>-4.030</td>
<td>2.050</td>
<td>0.142</td>
<td>-0.530</td>
<td>-0.860</td>
<td>-0.0630</td>
</tr>
</tbody>
</table>

**Table 1-3b Coefficients for Chandel's Weld Bead Dimension Models**
(C-25 Shielding Gas and -ve Electrode Polarity).

<table>
<thead>
<tr>
<th>Dimension</th>
<th>k</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>-1.517</td>
<td>1.377</td>
<td>0.271</td>
<td>-0.905</td>
<td>-0.298</td>
<td>0.1900</td>
</tr>
<tr>
<td>BW</td>
<td>-1.500</td>
<td>0.520</td>
<td>0.272</td>
<td>-0.570</td>
<td>0.275</td>
<td>0.0001</td>
</tr>
<tr>
<td>BH</td>
<td>-0.460</td>
<td>0.690</td>
<td>-0.460</td>
<td>-0.360</td>
<td>-0.660</td>
<td>0.3370</td>
</tr>
<tr>
<td>Pene</td>
<td>-3.250</td>
<td>1.740</td>
<td>-0.093</td>
<td>-0.366</td>
<td>-0.460</td>
<td>-0.0630</td>
</tr>
</tbody>
</table>

**Table 1-3c Coefficients for Chandel's Weld Bead Dimension Models**
(M-2 Shielding Gas and +ve Electrode Polarity).

<table>
<thead>
<tr>
<th>Dimension</th>
<th>k</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>-2.290</td>
<td>1.615</td>
<td>0.202</td>
<td>-0.835</td>
<td>-0.680</td>
<td>0.3400</td>
</tr>
<tr>
<td>BW</td>
<td>-1.004</td>
<td>0.534</td>
<td>0.660</td>
<td>-0.307</td>
<td>0.146</td>
<td>0.0258</td>
</tr>
<tr>
<td>BH</td>
<td>-1.440</td>
<td>1.070</td>
<td>-0.540</td>
<td>-0.450</td>
<td>-1.370</td>
<td>0.4900</td>
</tr>
<tr>
<td>Pene</td>
<td>-3.500</td>
<td>0.535</td>
<td>2.610</td>
<td>-0.340</td>
<td>-0.876</td>
<td>-0.6890</td>
</tr>
</tbody>
</table>
Table 1-3d Coefficients for Chandel’s Weld Bead Dimension Models
(M-2 Shielding Gas and -ve Electrode Polarity).

<table>
<thead>
<tr>
<th>Dimension</th>
<th>k</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>-0.544</td>
<td>1.123</td>
<td>-0.0378</td>
<td>-0.815</td>
<td>0.0320</td>
<td>0.166</td>
</tr>
<tr>
<td>BW</td>
<td>-0.900</td>
<td>1.030</td>
<td>-0.2300</td>
<td>-0.550</td>
<td>-0.0052</td>
<td>0.128</td>
</tr>
<tr>
<td>BH</td>
<td>-0.380</td>
<td>0.235</td>
<td>-0.0850</td>
<td>-0.320</td>
<td>-0.2070</td>
<td>0.120</td>
</tr>
<tr>
<td>Pene</td>
<td>4.420</td>
<td>1.246</td>
<td>1.8152</td>
<td>-0.183</td>
<td>-0.2360</td>
<td>-0.567</td>
</tr>
</tbody>
</table>

Table 1-4 Coefficients for Chandel’s Wire Melting Rate Equation.

<table>
<thead>
<tr>
<th>Shielding Gas</th>
<th>Electrode Polarity</th>
<th>p</th>
<th>q</th>
<th>r</th>
<th>s</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-25</td>
<td>+ve</td>
<td>0.0230</td>
<td>0.000460</td>
<td>0.000000306</td>
<td>-0.50</td>
</tr>
<tr>
<td>C-25</td>
<td>-ve</td>
<td>0.0195</td>
<td>0.000158</td>
<td>0.000000100</td>
<td>0.39</td>
</tr>
<tr>
<td>M-2</td>
<td>+ve</td>
<td>0.0200</td>
<td>0.000540</td>
<td>0.000000100</td>
<td>-0.56</td>
</tr>
<tr>
<td>M-2</td>
<td>-ve</td>
<td>0.0268</td>
<td>0.000360</td>
<td>0.000000100</td>
<td>0.11</td>
</tr>
</tbody>
</table>

The deposit area (A1) in mm$^2$ can be calculated from the relationship:

$$A_1 = 35.47 \cdot \frac{MR}{S_p}$$ \hspace{1cm} (1-15)

The plate fusion area (A2) mm$^2$ is calculated by subtracting the deposit area from the total fusion area (A):

$$A_2 = A - A_1$$ \hspace{1cm} (1-16)

Several other investigations have been conducted for the purpose of predicting the weld size, given the welding conditions. For example, Chandel et al [1-33,34,35] and Yang et al [1-31,36,37] have developed similar models for predicting submerged arc (SA) bead-on-plate welds. McGlone et al [1-31,38] suggest relationships for predicting submerged arc weld size with edge preparation (Y-groove). Quintino et al [1-39] and Raveendra et al [1-40] propose models to cover weld bead geometry for pulsed GMAW and flux cored arc welds respectively.

In this thesis, ANN (artificial neural network) methodology is applied to this problem.
1.2 Software for Predicting Weld Features

During this author's masters research program - "Software for Welding Engineers" [1-29,30,41,42,43], software based on available regression models was developed to permit welding engineers to predict as-welded HAZ hardness (WH), post-welded heat treated HAZ hardness (RH), preheat temperature to avoid under-bead cold cracking (PH), and gas metal arc (GMAW) bead-on-plate weld size and shape (WF). The as-welded HAZ hardness module was based on the experimental work of seven independent research groups (Suzuki et al [1-8,12,13], Arata et al [1-14], Terasaki et al [1-9,10,11], Yurioka et al [1-15,16], Beckert et al [1-17], Dueren et al [1-18] and Cottrell [1-19]). The post-welded heat treated HAZ hardness [1-44] and preheat [1-45,46,47,48] modules were based on the work of Yurioka et al. The GMAW weld features module was based on the work of Chandel et al [1-27,28]. It was considered important that the system should be user-friendly, i.e., easy to learn and use in practice. The system is basically function key or mouse driven and the practitioner requires only a basic personal computer knowledge to manipulate the software.

In order to strengthen the user-friendly graphics environment, a series of enhancements have been made since finishing the masters thesis. First, new modules for predicting submerged arc weld (SAW) size and shape with or without groove preparation have been added [1-31,32]. All modules (GMAW weld shape, SAW weld shape, as-welded HAZ hardness, post-welded heat treated HAZ hardness and preheat temperature to avoid cold cracking) have been integrated into a single menu-driven (mouse or function key) colour graphics computer environment which has been termed "WeldSoft" for commercial purposes [1-49]. Currently, the commercial version of WeldSoft is being distributed in the United States through the American Welding Society and in Canada by the Pipe-Protech Corrosion Survey Inc. (PCS), Nepean. European and South African markets are handled by Gullco International Ltd. Comments on the value of the software to welding engineers in the form of supporting letters from the Canadian Welding Development Institute are attached to this thesis as Appendix I.
1.2.1 Limitations of the Regression Models

Although the regression models designed to predict HAZ hardness level and weld bead geometry are reasonably comprehensive, there are some limits in practice. First, the algorithms are relatively lengthy and troublesome to apply. WeldSoft referred to above was generated for the purpose of making these models more usable for practitioners [1-29,30,41,42,43].

The second limitation is that in order to generate a regression model, the researcher must understand both the physical problem and regression techniques very well. The number of sensitive variables used in the analysis must be determined in advance. Non-sensitive parameters in the regression analysis may increase the complexity and in fact can reduce the accuracy of the final formulation [1-37]. The usefulness of the final model is usually restricted by the regression limits and the number of parameters. Consequently, the development of a regression model usually involves considerable expertise. Modifying a regression model to extend its range of applicability or otherwise improve its performance by changing either the regression limits or the number of parameters usually means re-analyzing the entire problem. As a result, it can be said that the model creation cycle is long but the life cycle of a model may be relatively short.

Finally, most models discussed previously require some pre-defined input-output relationships and assumptions. For example, the weld bead geometry relationship is often assumed to be logarithm-like and the HAZ hardness relationship usually has a backward logistic form. Furthermore, the assumptions necessary to calculate a reasonable cooling time that the thermal conductivity, k, and volumetric specific heat, Cρ, are temperature independent constants together with the need to estimate relative thickness, Hr, render these relationships more suspect.

1.3 Artificial Intelligence and Artificial Neural Networks

Recent developments in artificial intelligence provide an attractive alternative to conventional regression techniques. Artificial intelligence (AI) has been defined under
certain circumstances as the study of human faculties through the use of computational models [1-50]. In some cases, AI researchers attempt to duplicate human intelligence (e.g. vision, natural language, learning, reasoning, etc.), imitate thinking and problem solving patterns. There are several distinct areas of AI research. The most significant developments include problem solving, logical reasoning, natural language processing, learning, expertise and vision. In the context of this work, learning through artificial neural networks (ANN) is the main concern.

ANN is a mathematical foundation that is said to emulate neural behavior. Originally, the basic concept of the model was to simulate the massive parallel processing units (neurons) of the brain. In mathematical terms, ANN can be best described as a highly complex, non-linear mapping function which transforms input to output in a given domain. ANN is the most suitable AI technique for handling situations such as pattern matching, data mapping and classification problems.

Recent ANN successes for solving non-trivial problems inspired the use of ANN for predicting weld size [1-51,52]. Although an ANN model may be very complex, the basic mathematics is relatively simple. Moreover, the end-user of ANN technology does not require specialized background to be able to apply the technology in practice. An ANN model may be viewed as a computational ‘black box’ which stores applicable knowledge for solving a problem. To the end-user (practitioner), the internal configuration of the black box is not a major concern; rather the prediction capability of the system is more important. With appropriate software, a practitioner can do the analysis with only basic ANN knowledge.

Knowledge of an ANN system is acquired through ‘learning’. Therefore, a set of examples, termed the training database, are required for learning. Similar to a conventional regression analysis, a sample data base covering the entire problem domain must be available. With sufficient learning, the network ascertains the relationship between the input (e.g., welding parameters) and output parameters (e.g., HAZ hardness level). In
some sense, ANN can also be described as a very complex non-linear statistical model with less pre-determined variable constraints than regression analysis.

The major advantage of ANN for users is the training concept. In conventional regression analysis, the relationship of input and output sets are determined and automated for the user's convenience by researchers. Whenever a new set of data is presented or added to the original data set, the analysis and the program amendments are usually conducted by someone other than the user. On the other hand, the ANN model may be generated and/or re-trained by the user if the appropriate software is at hand. In other words, the user has a computational black box which can be trained to handle new data by the end-user directly. While knowledge is built into a regression model directly, learning ability is built into an ANN program. Therefore, updating a model by the end-user may be continuous and the model life cycle is not usually an issue. Because of this, ANN modelling is said to be more flexible and to require less researcher involvement once it has been activated. Furthermore, with ANN, control of the complexity of the modelling relationship is easier to manage than it is with conventional regression analysis. Instead of pre-defined equations as required by regression technology, the complexity of the modelling relationship is represented by the network structure (a collection of procession units). As a result, ANN is more flexible than regression analysis.

There are two research investigations published in the literature that have been reported where ANN is used to predict to weld geometry [1-51,52]. The work of Andersen et al [1-51] based on gas tungsten arc weld (GTAW) may be the first attempt. This group used ANN to determine the relationship between the input welding conditions (voltage, current, electrode travel speed and wire feed speed) and weld dimensions (bead width, penetration, bead height and total fusion area). On average, predicted dimensions were said to be within 10%. The weld shape may then be approximated by fitting the predicted weld dimensions to pre-determined curves. Using a similar approach, Jones et al [1-52] generated a weld shape system, “WeldBead”. Knowledge for WeldBead was a data base of on twenty-eight flux-cored arc (FCAW) L-joint fillet welds and GTAW square
butt welds. Furthermore, WeldBead includes an inverse network, i.e. the network can determine the required welding conditions by supplying the critical weld dimensions [1-52], i.e., bead width, bead height and penetration. However, using the three suggested weld dimensions to determine the welding parameters may not be sufficient nor convenient to a practitioner because the weld bead shape also depends on the fusion area and plate thickness.

1.4 Objective

In a general sense, the research described in this thesis is an extension of this author's masters research - a system for predicting HAZ hardness and weld bead size and shape. That work was based, for the most part, on regression analyses of large experimental data bases for this purpose. It is the contention of this author that ANN (artificial neural network) techniques can be used to provide a better, more convenient, more flexible system for this task. In particular, it should be possible to refine and extend the range of applicability of a system as data becomes available. It may also be possible for a practitioner to adapt the system to a particular job shop or manufacturing operation without the necessity of a lengthy and uncertain regression analysis.

In particular, an ANN system is to be generated for predicting HAZ hardness and weld size and shape given the input welding parameters. Data extracted from the investigations of Yurioka [1-15] - see Appendix II, Rodrigues [1-53], Van Adrichem et al [1-54], Bibby et al [1-55] and Bala et al [1-56] - see Appendix III, are used as training and test data for predicting HAZ hardness, given the welding parameters. The independent works of Kohno et al [1-57], Signes [1-58] - see Appendix IV, and AMCA [1-56] - see Appendix V, are used to further test the system.

Data generated from Northern College in Kirkland Lake [1-59] is to be used to train and test the system for predicting weld size and shape - see Appendix VI. Specifically the data refer to gas metal arc (GMA) welds with C-25 (25% carbon dioxide and 75% argon) and M-2 (2% oxygen and 98% argon) shielding.
Chapter Two

Artificial Neural Networks

2.1 Background

Artificial neural network (ANN) is one of the major fields of interest in current artificial intelligence (AI) research. There are two main thrusts in the study of ANN. Some researchers use it to understand and simulate the human nervous system, while others apply it to solve physical problems [2-1,2].

In biological terms, the neuron is the basic building block of the nervous system [2-2,3]. In general, a neuron is made up of a central cell body, dendrites and an axon, as shown in Figure 2.1. The point where the termination of the axon of one neuron comes into close proximity to the dendrites of other neurons is called synapse. A synapse is a microscopic gap. Information or signals are collected from the dendrites and manipulated by the cell body. The out-going message is then relayed to the axon and passes on to the dendrites of other neurons. The information is transmitted in the form of micro-electrical signals within the cell. The cell body acts as an information gathering and filter centre in which the in-coming signals are summed. If the resultant is larger than a certain threshold, an out-going message is generated, i.e. the neuron is activated. The message from the activated neuron is passed on to other neurons through the axon, synapse and dendrites. At the synapse, an electrical signal from the axon is changed to a chemical signal. The synapse has a strength

Figure 2.1 A schematic sketch of two neurons in a nervous system.
which assigns the importance of the travelling signal. The signal is either excitatory or inhibitory at the synapse. The chemical signal is then changed back to an electrical signal at the dendrites and the signal passes on.

ANN is a crude duplication of the sophisticated biological nervous system described above. The neuron is represented by a processing unit termed a node. An ANN system is made up of a collection of nodes connected together by links. A weight is assigned to each link which serves as the function of the synaptic strength, as shown in Figure 2.2. The relationship of the two connected nodes depends on the weight of the link. Moreover, knowledge is also stored as weight. In general, information is entered from the input nodes. This information is transmitted through the links to the hidden nodes. The weighted information is summed for each individual hidden node. If the sum is greater than the threshold of that node, then the node fires.

Although there are similarities between ANN and the biological nervous system, there are also many differences. This is not surprising because there is an incomplete understanding of the biological process. Furthermore, there are many kinds of neurons in a biological system and these have not been characterized to the point where they can be simulated. The neuron system to be implemented in this thesis is a simple one. The number of neurons in a biological neural network is significantly larger than those in any ANN system. One of the major differences between a biological neural network and ANN is the learning speed of the two networks. In general, computer clock speed is about one
thousand times faster than the human brain. However, the human system is still able to out perform a digital computer primarily because of the brain's parallel architecture [2-4].

2.2 History

Neural networks originated as a crude model of how the brain works in the study of psychology. William James [2-5], a psychologist, and other researchers postulated the basis for early neural networks in the nineteenth century. The first artificial neural network model was proposed by McCulloch and Pitts [2-6,7] in 1943. However, their digital neurons did not have the very important learning ability of contemporary systems. In 1949, Hebb [2-8,9] introduced the idea of Hebbian learning which states that synaptic strengths are proportional to the activation of the connected neurons (see also Table 2-1). This is the basis of learning in modern ANN technology.

Table 2-1 Hebbian Learning.

<table>
<thead>
<tr>
<th>Hebbian Learning:</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) If nodes A and B are simultaneously excited, the strength of the link between the two nodes is increased.</td>
</tr>
<tr>
<td>2) On the other hand, if the product of their activation is negative, the strength of the link between the two nodes is decreased.</td>
</tr>
</tbody>
</table>

In 1957, Rosenblatt [2-10,11,12] incorporated Hebbian learning into his ANN system. Such a network is called a perceptron. However, many problems cannot be solved with the perceptron network. A perceptron fails to learn in solving non-linear problems which is a major limitation. In 1969, Minsky and Papert [2-13] stated the limitations of the perceptron network and concluded that it was not a fruitful area of research. As a consequence, there was limited ANN research in the 1970's. It was not until 1982 and Hopfield's work [2-14,15,16] that ANN research was re-ignited. Grossberg [2-17,18] and Kohonen [2-19,20] have emphasized self-organizing networks to carry out unsupervised
learning. Kohonen [2-20] built a content-addressable memory network, in which separate indexing was not necessary to retrieve a particular item and it was referred to as associative memory.

The discovery of backpropagation by Werbos [2-21] in 1974 (termed dynamic feedback) and Parker [2-22] in 1982 (termed learning logic) was the next major advancement in ANN after Rosenblatt's perceptron. Backpropagation learning allows multi-layer network learning. In 1986, Rumelhart, Hinton and Williams exploited these algorithms in simulating the cognitive process [2-23,14,25]. Backpropagation learning is a powerful and practical tool for solving some difficult computer science problems, e.g. image processing, speech recognition, forecasting and optimization.

Since the emergence of backpropagation, many other models have been developed. In an extension of Kohonen's proposal, Kosko [2-26,27] developed a more powerful network that incorporated bi-directional associative memory (BAM), in 1988. In 1987, Hecht-Nielsen [2-28] combined backpropagation and competitive learning to initiate counter-propagation network which is said to be a faster learning algorithm.

Current ANN research is often limited by computer hardware. Many of the proposed algorithms are not practical for sequential digital computers. Implementing ANN algorithms on a parallel computer is another major degree of research freedom in ANN research.

There has been enormous progress in the use of ANN as a problem-solving tool in recent years. ANNs are used in the technical analysis of stocks and commodities, image recognition, speech recognition, credit card fraud detection, bomb detection systems, and many other applications [2-29].

2.3 Properties of ANN

Unlike most other AI methods, ANN requires a rigorous, mathematical foundation. The basic mathematics required has been relatively well established which
permits the formulation of algorithms for solving problems such as the prediction of weld shapes suggested in this thesis.

The processing sequence of ANN is at the same time parallel and simultaneous. Computation is distributed over more than one processing unit and is done simultaneously. Although, a sequential digital computer has been used in much of this work to simulate parallelism, there are many benefits. A sequential ANN model can isolate problems in at early model design stage as a result of the simplified approximation of the performance of a particular ANN model for a given application. However, only true neural network hardware can perform the operations in parallel with fast learning.

Knowledge is stored in the network as weights which are distributed throughout the system. Moreover, memory in ANN is associative. The network maps and associates data to data directly. Therefore, ANN is exceptionally good for pattern recognition but at the same time requires the computer to store a large number of patterns. In some sense, ANN does not compute the answer, it memorizes and generalizes the solution. Since knowledge is distributed in the system, ANN is fault tolerant. ANN can learn and decide, even if there is incomplete input data. However, the user must be aware of the limitations that this imposes.

The ability to learn in ANN has created intense research interest. Learning occurs when the weights in the network are adjusted in response to the training data. The weights and knowledge, can be stored apart from the network for a particular situation. Hence, an ANN can be used to solve different kinds of problems by applying the appropriate knowledge.

The ability to generalize with ANN is an interesting facility which allows the network to respond to input that the network has never experienced. Generalization can also be described as the ability to hypothesize a response. This ability permits the network to handle changing or unexpected environments. Generalization is also important for pattern recognition.
Like most other computer tools, there are many problems that ANN cannot handle. ANN does not provide precise answers. Furthermore, the results of an ANN computation cannot be justified, i.e. reasoning of the solution is not available. Learning is hard and time consuming. Since knowledge is distributed in the network, an error that occurs in prediction is difficult to correct locally. Usually the network needs to be re-trained. Finally, designing an ANN is still something of an art requiring a lot of trial and error before an effective algorithm is generated (to be discussed later).

2.4 Basis of ANN

As mentioned previously, the basic element of an ANN is the processing unit, i.e. the node. The input signal is evaluated at the node. The strength of each signal is determined. Signals are combined and the result is compared to a certain threshold level in order to determine the output. Therefore, a node is logically broken down into two functions: summation and transfer. The summation function handles the combining of weighted input signals and the total is evaluated by the transfer function. The threshold is represented by a transfer function. A transfer function can be a step function (output is restricted to \(0,1\) or \(-1,1\)), a ramping function (a linear function that has been clipped to minimum and maximum values), a sigmoid or S-shaped curves. Such curves approach a minimum and maximum values at the asymptotes. The sigmoid and S-shaped curves are the most interesting since both the functions and their derivatives are continuous which is similar to biological response.

The inputs and outputs are normalized to values between zero and one which provides flexibility. In addition to the input data, a bias input is usually introduced to stabilize the system. Weights are also important to the network because they determine the impact of the input data. Moreover, weights are adaptive which enables learning. The weights are modified in response to various input values according to the network's learning rules or error correction algorithms. Learning may be viewed as the process by which a neural network weights are adjusted in response to external input.
2.4.1 ANN Learning

There are two types of learning used in ANN technology: supervised and unsupervised [2-4]. For supervised learning, the desired output is compared to the actual output of the ANN with identical input data. The weight of each link is adjusted according to the difference of the desired/computed output, to produce a closer match in the next iteration, i.e. the goal of supervised learning is to minimize the error between the desired output and the network output by continuously modifying the weights. Therefore, the training of a network consists of presenting input and output data to the network and adjusting connection weights. The training continues with the same set of input and output data for the purpose of reducing errors. The training is considered complete when the ANN produces a computed output with acceptable accuracy. At this time, the network is said to have acquired enough knowledge to solve a specific problem.

On the other hand, unsupervised learning requires no desired output comparison. Therefore, it is sometimes called self-supervised learning. Instead of comparing the computed output with known results, the network depends on regularities, similarities or trends in the input data, and adapts according to the function of the network, i.e. the network seeks natural demarcation amongst the input data. Learning is often made possible through some notion which is featured in the input set. Often, the features that are important, are not known in advance. Competitive learning is a biological-like unsupervised learning. Competition between processing units generates a natural impetus for learning. Based on the input pattern, one (or a few) output neurons are chosen as winners and only the weights associated with the winners are adjusted.

2.4.2 Connecting Nodes Together - Paradigms

One signal neuron is insignificant to the nervous system. Similarly one signal processing unit in ANN is not enough to solve a physical problem. In order to solve a problem, nodes are connected together, given one or more learning rules to form a
network. Different constructions (learning rules and nodal architectures) of such networks generate different ANN paradigms with characteristic behaviour. Furthermore, paradigms are good at solving different types of problems, see Table 2-2 for some examples [2-29]. Some well known paradigms will be described briefly, later in this Chapter.

Table 2-2 Sample Applications of Different Paradigms.

<table>
<thead>
<tr>
<th>Application</th>
<th>Paradigm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prediction</td>
<td>Backpropagation, Perceptron</td>
</tr>
<tr>
<td>Classification</td>
<td>Counter-propagation, Kohonen's net</td>
</tr>
<tr>
<td>Data Association</td>
<td>Hopfield net</td>
</tr>
</tbody>
</table>

Usually nodes are organized in layers. Such layers are classified into three main categories: input, hidden and output layers. The input and output layers are connected to the outside world while the hidden layer or layers handles all the computations. In some ways, it may be viewed as a black box or an internal representation of the solution.

2.4.2.1 Perceptron

The perceptron was the earliest useful ANN paradigm developed by Rosenblatt [2-9,10,11]. It is a two-layer network which was implemented through an electrical circuit, see Figure 2.3. A perceptron simulates a neuron by taking a weighted sum of its input and generating the output 1 if the sum is greater than the adjustable threshold value. The links are unidirectional and there is usually no interconnection between nodes within the same layer.

Figure 2.3 A schematic illustration of a multi-perceptron network.
Learning is the process of modifying the weights and threshold values. A perceptron network can learn to solve a problem, i.e. it can generalize and appropriately respond to stimuli it has never experienced. However, it is useful only for linear problems.

2.4.2.2 Hopfield's Network

Hopfield's network [2-13,14,15] is a fully interconnected signal-layer auto-associative pattern storage mechanism. Moreover, all connections are coupled with identical weights, as shown in Figure 2.4. The network shown in Figure 2.4 can store patterns containing four elements. Nodes are binary (active or inactive). Nodes have positive weighted linking which tends to activate one another. Hopfield's net utilizes parallel relaxation for storing patterns. For parallel relaxation, a randomly selected node is activated if the weighted sum of all connected active neighbours of that node are positive; otherwise the node will stay inactive. Then, another random node is chosen and analyzed. The process continues until there is no change in state for any node.

2.4.2.3 Backpropagation Network

A similar algorithm for computer learning, backpropagation, has been proposed by several different individual researchers [2-21,22,23,24,25]. Backpropagation is a natural successor to the perceptron network. It is a multi-layer network, consisting of input and output layers with one (or more than one) hidden layer, as shown in Figure 2.5. Input layer nodes are connected to hidden layer nodes by weighted unidirectional links. Hidden layer nodes are connected to output layer nodes in a similar manner. If there is more than one layer of hidden nodes, the input nodes are connected to the first layer of hidden nodes. The first layer of hidden nodes are connected to the second layer of hidden nodes and so on. Finally, the last layer of hidden nodes are connected to the output nodes. There are no
interconnections within the same layer. Input data are fed forward to the network to compute an output. The network output is compared with a desired output and the comparison, error, is then back propagated. The weights are adjusted according to the magnitude of the error. The learning stops when the error is within tolerance. However, some difficulties are associated with backpropagation. Learning is slow and there is no promise that the learning will converge. The search for a minimum error may get trapped in local minima in weight-error space when the system finds an error that is lower than the surrounding but it may not represent the smallest possible error.

2.4.2.4 Self-Organizing Map

By utilizing the idea of competitive learning, Kohonen [2-19,20] developed a self-organizing network which learns without being given a target for an input pattern. The network is usually composed of two layers: an input layer and a competitive layer (also called Kohonen layer). The two layers are fully interconnected. However, there are no interconnections between units in the competitive layer. The winner, i.e. unit with the largest output, has the capability of inhibiting its competitors as well as exciting its neighbours. Only the winner generates an output and only the weights of the winner and its neighbours are adjusted.
2.4.2.5 Counter-propagation Network

If a set of input data is composed of reasonably distinct groupings, a counter-propagation network can be employed as a classifier. Counter-propagation network methodology was proposed by Hecht-Nielsen [2-28]. It apparently learns faster than the backpropagation network and is capable of a generalized solution. The network uses both supervised (Grossberg learning [2-17,18]) and unsupervised (Kohonen competitive learning [2-19,20]) learning. A typical counter-propagation network consists of three layers: an input layer, a middle Kohonen layer and an output Grossberg layer. Each layer is fully interconnected to the layer above but there is no interconnection within the same layer. Training of a counter-propagation network is similar to the training of a backpropagation scheme. A set of input/desired output pairs are iteratively exposed to the network until an acceptable accuracy is attained. Only the winner of the Kohonen (competitive) layer generates an output value of one, all other nodes are zero. The Grossberg layer’s nodes have their weights adjusted with each pattern association based on the activation of the Kohonen layer’s winners and the output so that the calculated output better agrees with the desired output. The training is fast because only the weights associated with the Kohonen layer’s winners are adjusted and the rest are untouched. However, the result generated by the counter-propagation network is usually not as accurate as the one predicted by backpropagation.
Chapter Three

Backpropagation ANN Scheme

3.1 Introduction

The significant feature of a backpropagation network (BPN) is that, as it trains, the weight of the links between the layers adjust such that different links learn to recognize different features from the input. When the trained network is presented with an arbitrary input pattern (incomplete pattern and/or with noisy data) the nodes in the hidden layers will respond with an output if the input pattern contains information that resembles the features that the individual nodes have learned. On the other hand, nodes in the hidden layers inhibit output if the input pattern does not contain the feature that the network was trained to recognize. Therefore, the output pattern can be referred to as a feature map that provides an indication of the presence or absence of many different input patterns. This property of the backpropagation network is crucial for predicting weld features (t, s, HAZ hardness and weld bead geometry) from welding conditions. Weld features and welding condition relat...nships contain certain irregularities which may be identified as noise in the network. The uncertainties in the welding conditions (variations in the input voltage, current, welding speed, etc.) may be seen as incomplete input patterns. Furthermore, a good sense of topology (input and output patterns and the number and size of hidden layers) appropriate to the problem is essential before using the network.

3.2 Theory

The backpropagation network shown in Figure 3.1 is a schematic representation of a three-layer backpropagation network. The input pattern contains \( h \) parameters and the output pattern contains \( j \) parameters. Therefore, the input (H) and output (J) layers consist of \( h \) and \( j \) nodes respectively and the number of nodes in the hidden layer (I) is \( i \). The weight of the links connecting between the input (H) - hidden (I) layers and between the
hidden (I) - output (J) layers are denoted as $W^i_{ih}$ and $W^j_{ij}$ respectively. Each of the n-th pattern prepared for training consists of an input pattern ($X^{p}_{1}, X^{p}_{2}, ..., X^{p}_{n}$) and a matching output pattern ($Y^{p}_{1}, Y^{p}_{2}, ..., Y^{p}_{j}$).

![Diagram of a three-layer backpropagation network](image)

**Figure 3.1** A three-layer backpropagation network with input (X), network output (J) and desired output (Y) data.

The learning of a BPN is composed of two stages: forward and backward propagation. During the forward propagation, input signals are analysed by the current network internal representation (weights) and hence the network responses are generated. Therefore, this is also the prediction function of a BPN. In the backward propagation, the network responses are compared with desired outputs. Weights in the hidden-output layers are adjusted according to the results of the comparison. Furthermore, the errors (results of the comparison) are back-propagated to the input-hidden layer for weight modification. Therefore, a back-propagation network is sometimes referred to as an error propagation network.
3.2.1 Forward Propagation

In general, a node carries out two functions: summation and transfer (Figure 3.2). A weighted sum is processed through the transfer function and forwarded to the nodes in the next layer. The weight of the links connecting the input signals and the nodes in the input layer are all equal to one, i.e. \( W_{h \rightarrow \text{input}} = 1 \), and the transfer function of the nodes in the input layer is unity. Therefore, the activation of the nodes in the input layer is identical to the input values, i.e. \( H_h = X_{h}^{P_{h}} \). Both input (\( X \)) and output (\( Y \)) values are normalized values, i.e. \( 0 \leq X_{h}^{P_{h}} \leq 1 \) and \( 0 \leq Y_{ij}^{P_{e}} \leq 1 \).

The first pattern (P1) in the training set of \( p \) patterns is considered in the initial instance. The activation of the nodes in the input-layer (H) are assigned as:

\[
H_h = X_{h}^{P_{1}} \quad \text{(for all } h) \tag{3-1}\]

The activation of the nodes in the input layer are passed on to the nodes in the hidden layer through weighted links. Usually, the initial weights of the links connecting the input-hidden and hidden-output layers are set by random values between -0.5 and 0.5 [3-3]. The activation of the nodes in the hidden layer (I) are determined by summation, equation (3-2), and the transfer functions, equation (3-3).

\[
S_i^l = \sum_{h=1}^{n} H_h^l W_{h}^l \quad \text{(for all } i) \tag{3-2}\]

\[
I_i = F(S_i^l) \quad \text{(for all } i) \tag{3-3}\]

Computation of the activation of the nodes (J) in the output layer is similar to those of the hidden layer:

\[
S_j^l = \sum_{i=1}^{m} I_i^l W_{i}^l \quad \text{(for all } j) \tag{3-4}\]

\[
J_j = F(S_j^l) \quad \text{(for all } j) \tag{3-5}\]
At this point, the network forward propagation is complete. In order to achieve learning, the results from the forward propagation, $J_n$, are compared with the desired output of the first pattern ($Y^n_{p1}$) to obtain the pattern error $E^p$. The pattern error is a function of the network and desired outputs, equation (3-6).

$$E^p = G(J_n, Y^n_{p1})$$  \hspace{1cm} (3-6)

### 3.2.2 BPN and the Generalized Delta Rule

The learning of BPN can be viewed as an optimization problem. The objective of learning in the network is to seek a set of weights such that the total error of the network prediction is minimized. According to the standard delta rule [3-1], the weights are adjusted to reduce the pattern error. If there is no error, there is no learning necessary.

The search for the set of weights which generates a minimum error is the same as looking for a minimum in multi-dimensional weights-error space. To simplify the derivation, a two dimensional weight-error space may be considered (Figure 3.3). Line $ab$ is constructed so that it is the slope ($dE/dW$) of the weight-error relationship at weight $W_1$. To minimize the error $E$, $W_1$ should move downward along $W_1$ line. Figure 3.3 The search for a global minimum in weight-error space.

$$W_2 = W_1 - \eta \frac{dE}{dW}$$  \hspace{1cm} (3-7)

where $\eta = \text{step size, a small number, which is also termed the learning rate}.$

$$\Delta W = -\eta \frac{dE}{dW}$$  \hspace{1cm} (3-8)

For a multi-dimensional weights-error space of the links connecting the hidden and output layers, equation (3-8) can be re-written as:
\[
\Delta W_p^i = -\eta \frac{\partial E^p}{\partial W_p^i} \quad (3-9)
\]

By applying the chain rule to equation (3-9), it can be re-written as:

\[
\frac{\partial E^p}{\partial W_p^i} = \frac{\partial E^p}{\partial S_i^l} \cdot \frac{\partial S_i^l}{\partial W_p^i} \quad (3-10)
\]

By substituting the result of equation (3-4) into the second term of the right-hand side of equation (3-10), the following is generated:

\[
\frac{\partial S_i^l}{\partial W_p^i} = \frac{\partial}{\partial W_p^i} \left[ \sum_{s=1}^{i} I_s W_p^i \right] \quad (3-11)
\]

Because of the partial derivatives in equation (3-11), only the term \( I_s W_p^i \) yields a non-zero term.

\[
\frac{\partial S_i^l}{\partial W_p^i} = \frac{\partial I_s W_p^i}{\partial W_p^i} = 1. \quad (3-12)
\]

Now considering the first term of the right-hand-side of equation (3-10), \( \partial E^p/\partial S_i^l \), and applying chain-rule yields:

\[
\frac{\partial E^p}{\partial S_i^l} = \frac{\partial E^p}{\partial J_i} \cdot \frac{\partial J_i}{\partial S_i^l} \quad (3-13)
\]

Substituting the result of equation (3-5) into the second term of the right-hand-side of equation (3-13) produces:

\[
\frac{\partial J_i}{\partial S_i^l} = \frac{\partial F(S_i^l)}{\partial S_i^l} = F'(S_i^l) \quad (3-14)
\]

Next, let the error function \( E^p \) equal to half the square of the distance between the network and desired outputs. The assignment of the error function is called the least square or gradient descent method. It may be expressed as follows:

\[
E^p = \frac{1}{2} (Y_j^p - J_i)^2 \quad (3-15)
\]

By taking the partial derivative of \( E^p \) with respect to \( J_i \):

\[
\frac{\partial E^p}{\partial J_i} = - (Y_j^p - J_i) \quad (3-16)
\]
Substituting equations (3-14) and (3-16) into (3-13):

$$\frac{\partial E^p}{\partial S^i_j} = -(Y^p_j - J^i_j)F'(S^i_j)$$  \hspace{1cm} (3-17)

Substituting equations (3-12) and (3-17) into (3-10):

$$\frac{\partial E^p}{\partial W^i_j} = -(Y^p_j - J^i_j)F'(S^i_j)I_i$$  \hspace{1cm} (3-18)

The terms \((Y^p_j - J^i_j)F'(S^i_j)\) are usually labelled as delta, \(\delta_j^i\):

$$\delta_j^i = (Y^p_j - J^i_j)F'(S^i_j)$$  \hspace{1cm} (3-19)

and also:

$$\delta_j^i = -\frac{\partial E^p}{\partial S^i_j}$$  \hspace{1cm} (3-20)

Using the results of equations (3-18) and (3-19), the adjustments of the weights of the links connecting the hidden and the output layers can be re-written as:

$$\Delta W^i_j = \eta \delta_j^i I_i$$  \hspace{1cm} (3-21)

However, in order to adjust the weights between the input-hidden layers, the pattern errors need to be back-propagated. Therefore, BPN is also sometimes termed as an error propagation network. The derivation of the equations used for adjusting the weights of the connections between the input-hidden layers is similar to those for adjusting the hidden and the output layers. The change in weight is proportional to the partial derivative of the pattern error:

$$\Delta W^i_{ih} = -\eta \frac{\partial E^p}{\partial W^i_{ih}}$$  \hspace{1cm} (3-22)

Applying the chain-rule to the right-hand-side of equation (3-22) results in:

$$\frac{\partial E^p}{\partial W^i_{ih}} = \frac{\partial E^p}{\partial S^i_j} \frac{\partial S^i_j}{\partial W^i_{ih}}$$  \hspace{1cm} (3-23)

The second term on the right-hand-side of equation (3-23) can be re-written as:

$$\frac{\partial S^i_j}{\partial W^i_{ih}} = \frac{\partial}{\partial W^i_{ih}} \left[ \sum_{i=1}^{h} H_i W^i_{ih} \right]$$  \hspace{1cm} (3-24)

Equation (3-24) can be simplified to:
\[
\frac{\partial S_l}{\partial W_{ih}^l} = H_h
\]  
(3-25)

Expanding the first term on the right-hand-side of equation (3-23):

\[
\frac{\partial E^P}{\partial S_l^i} = \frac{\partial E^P}{\partial I_i} \cdot \frac{\partial I_i}{\partial S_l^i}
\]  
(3-26)

With equation (3-3), the second term of equation (3-26) can be re-written as:

\[
\frac{\partial I_i}{\partial S_l^i} = \frac{\partial F(S_l^i)}{\partial S_l^i} = F'(S_l^i)
\]  
(3-27)

and the first term of equation (3-26) can be re-written as:

\[
\frac{\partial E^P}{\partial I_i} = \sum_{s=1}^{l} \frac{\partial E^p}{\partial S_l^i} \cdot \frac{\partial S_l^i}{\partial I_i}
\]  
(3-28)

From equation (3-20), it is evident that the first term of equation (3-28) is equal to \(-\delta_l^i\), and the second term can be re-written as:

\[
\frac{\partial E^P}{\partial I_i} = \frac{\partial}{\partial I_i} \sum_{a=1}^{l} (I_i W_{ia}^l) = W_{ia}^l
\]  
(3-29)

Therefore, equation (3-28) can be re-written as:

\[
\frac{\partial E^P}{\partial I_i} = -\sum_{s=1}^{l} (\delta_l^i W_{ia}^l)
\]  
(3-30)

From equations (3-27) & (3-28), equation (3-26) can be expressed as:

\[
\frac{\partial E^P}{\partial S_l^i} = -F'(S_l^i) \sum_{s=1}^{l} (\delta_l^i W_{ia}^l)
\]  
(3-31)

From equations (3-25) & (3-31), equation (3-23) can be re-written as:

\[
\frac{\partial E^P}{\partial W_{ih}^l} = -F'(S_l^i) \sum_{s=1}^{l} (\delta_l^i W_{ia}^l) H_h
\]  
(3-32)

Equation (3-32) can also be expressed in delta (\(\delta_l^i\)) form:

\[
\delta_l^i = F'(S_l^i) \sum_{s=1}^{l} (\delta_l^i W_{ia}^l)
\]  
(3-33)

and equation (3-32) can be written as:

\[
\frac{\partial E^P}{\partial W_{ih}^l} = -\delta_l^i H_h
\]  
(3-34)
Substituting equation (3-34) into equation (3-22):

\[ \Delta W_{ih} = \eta \delta_i^l H_h \]  

(3-35)

Therefore, the network forward propagation can be computed by equations (3-1), (3-2), (3-3), (3-4) and (3-5). The learning of the network, backward propagation, can be can be achieved by implementing equations (3-19), (3-21), (3-33) and (3-35), where the new weight can be calculated by adding the change in weight, \( \Delta W \), to the original weight:

\[ W_{new} = \Delta W + W_{old} \]  

(3-36)

3.2.3 **Learning Rate**

The step size \( \eta \) controls how fast the weights move toward a global minimum. Therefore, \( \eta \) is also called the learning rate. The learning rate is usually between one and zero. It should be noted that it is not necessary for \( \eta \) to be the same for different layers of nodes or for different iterations. However, in general, \( \eta \) is set to be a constant value throughout the network.

The learning rate is a very important parameter for determining the learning time required for convergence. If \( \eta \) is small, the network learns slowly as each step toward the global minimum is very small. However, if \( \eta \) is too large, the search may miss the global minimum as illustrated in Figure 3.4. Finding a proper learning rate is not an easy task.

If time is not a major constraint, a small learning rate is always recommended, e.g. 0.1 is commonly used. Learning rate is application dependent which in turn, depends on the network structure, the relationship of the input-output patterns and also the size of the
training set. Searching for a reasonable $\eta$ always involves trial and error. There are also some learning enhancement algorithms (to be discussed later in this Chapter) available for assisting the selection of learning rate.

3.2.4 Transfer Function

As mentioned in Chapter 2 (Section 2.4), there are many choices for the transfer function of the network. The sigmoid function, as shown in Figure 3.5, is commonly used because of its response similarity to a biological system:

$$F(x) = \frac{1}{1 + e^{-x}}$$  \hspace{1cm} (3-37)

Furthermore, the derivative of this sigmoid function is quite simple:

$$F'(x) = F(x)(1 - F(x))$$  \hspace{1cm} (3-38)

Using the sigmoid function as the transfer function, equations (3-19) and (3-20) can be re-written as:

$$\delta^l_i = F(S^l_i)(1 - F(S^l_i))(Y^p_i - J_i)$$  \hspace{1cm} (3-39)

$$\delta^l_i = F(S^l_i)(1 - F(S^l_i)) \sum_{n} (\delta^l_i W^i_n)$$  \hspace{1cm} (3-40)

3.2.5 Root Mean Squared Error

So far, the network has been exposed to the first pattern of the entire training set only. In order to solve a problem in a specific domain, the network requires 'p' patterns. The number 'p' depends on the size and the complexity of the problem domain.

After the first pattern has been exposed to the network, the network adjusts its weights accordingly. Then the second, third, ..., and p-th patterns are submitted to the network and the weights are updated after each exposure. The network has finished one epoch of learning when the whole set of patterns (first to p-th) has been provided to the network. Similar to biological learning, the network requires many epochs of learning.
before it yields an acceptable accuracy. The bench mark for acceptable accuracy is determined by the total average error for an epoch which is the root mean squared value (RMS error):

$$\text{RMS error} = \sqrt{\frac{\sum_{i=1}^{p} \sum_{j=1}^{q} (y_{ij} - J_{ij})^2}{p \cdot j}} \quad (3-41)$$

If the RMS error drops below a tolerance, the learning is said to have converged, i.e., successful learning. An RMS error between 0.04 and 0.05 is usually used in practice [3-2,3]. However, the number of epochs required to complete learning does not depend on the tolerance alone. It also depends on the initial weights, the relationship between the input-output patterns and the number of patterns.

It is important to select a non-symmetric set of initial weights for the network. A symmetric set of initial weights may force the learning to generate a symmetric set of final weights which may not be achievable. The relationship in the input-output patterns is an important factor in determining the number of epochs required to complete the learning. A loose relationship in the input-output patterns may require more epochs to convince the network that there is a close relationship. Finally, the number of patterns presented to the network is also a major factor for controlling the learning time. More patterns may not be better. More patterns may have more conflicts embedded in the information between patterns. Conflicts confuse the network and the learning oscillates between conflicts.

3.2.6 Enhancements to the BPN Learning Algorithms

The backpropagation network discussed to this point is a very basic structure. Without some enhancements, the network usually learns slowly. Bias nodes [3-1,3] and momentum [3-1] are the two features that are always incorporated to enhance performance. Fahlman's derivative [3-9], differential step size [3-10] and dynamic learning [3-11] are also commonly used to improve a network's learning time.
Bias nodes [3-1,3] are extra nodes added to every layer except the output layer (Figure 3.6). The activation of a bias node is always one, and therefore, it has no interconnection with the previous layer. The bias nodes serve as internal references to each layer which is important for stabilizing the search for the global minimum.

The gradient descent method is prone to failure if local minima arise. Momentum is a popular modification of the generalized delta rule for avoiding a search trapped in the local minima. With the momentum modification, $\Delta W$ in equations (3-21) and (3-35) can be written as:

$$\Delta W_j^{[i+1]} = \eta \delta_i^j l_i + \alpha \Delta W_j^{[i]}$$  

(3-42)

and

$$\Delta W_h^{[i+1]} = \eta \delta_h^i H_i + \alpha \Delta W_h^{[i]}$$  

(3-43)

where $\alpha$ is the momentum coefficient, a value between 0 and 1.

It should be noted that the weight adjustment terms with momentum, $\Delta W^{[i+1]}$, refer to the previous pass, not the entire epoch. The momentum terms help the network continue to do what it was previously doing unless a unique feature is encountered. A higher learning rate can be used in the presence of momentum. Therefore, the system should converge to a solution much faster.
3.2.6.1 Fahlman's Derivative

When the transfer function, $F(S)$ approaches one or zero in equations (3-39) and (3-40), the derivative, $F'(S)$, goes to zero. This will be the case when the summation function, $S$ ($\sum W^i$ or $\sum J^i$), is relatively large ($>10$) or small ($<-10$) as the sigmoid function defined in equation (3-37). Since the derivative of the sigmoid transfer function, $F'(S)$, approaches zero, the weight adjustments, $\Delta W$, diminishes and no learning takes place. The output activation is said to be saturated.

Fahlman [3-9] proposed a slight adjustment to the derivative of the sigmoid function, equation (3-38), by adding 0.1 to it:

$$F'(S) = 0.1 + [1 - F(S)]F(S)$$  \hspace{1cm} (3-44)

The value 0.1 is arbitrary but it is important to keep the network learning. The original proposed Fahlman's derivative was applied to the hidden-output layer. However, experience suggests that the modified derivative should be applied to all layers [3-3].

3.2.6.2 Differential Step Size

Because of diminishing weight adjustments as the summation, $S$, increases, Chen and Mars [3-10] suggested another modification to handle saturated output activation. The entire derivative is dropped from equation (3-19) for the hidden-output layer:

$$\delta_j = (Y_j^p - J_j)$$  \hspace{1cm} (3-45)

i.e.

$$\Delta W^j = \eta (Y_j^p - J_j)I_j$$  \hspace{1cm} (3-46)

In addition, these researchers proposed that by using a multiple coefficient, the learning performance might be improved:

$$\eta_{\text{hidden}} = \frac{1}{10} \eta_{\text{output}}$$  \hspace{1cm} (3-47)

3.2.6.3 Dynamic Learning

Finally, dynamic learning [3-11] is another commonly used modification for enhancing the ability of the network. As mentioned before, the learning rate need not be
the same for different layers. Furthermore, it can be adjusted logically from epoch to epoch.

Initially, a moderate learning rate is selected. The RMS error of a previous epoch is compared to that of the current epoch. If the current epoch’s RMS error is larger than the previous RMS error, the situation is alarming since the search is moving away from the minimum. Therefore, the learning rate is reduced geometrically by a factor of 0.95 immediately:

$$\eta_{\text{new}} = 0.95 \cdot \eta_{\text{old}}$$  \hspace{1cm} (3-48)

An arbitrary multiplier factor, 0.95, is used in order to avoid a zero learning rate.

On the other hand, if the current epoch’s RMS error is smaller than the previous RMS error, nothing is done until the fifth consecutive decrease. If after the fifth consecutive decrease in RMS error, the search for a minimum seems to be moving in the correct direction, the learning can be accelerated by increasing the learning rate by 0.05:

$$\eta_{\text{new}} = 0.05 + \eta_{\text{old}}$$  \hspace{1cm} (3-49)

If the learning is increased with every indication of convergence and decreased with every indication of divergence, the network can become oscillatory. Therefore, a buffer, five times, is needed to be convinced that the network is searching in the right direction.

3.2.6.4 Modified Dynamic Learning

In the original dynamic learning [3-11], the learning rate is altered geometrically and arithmetically according to the comparison of the previous and current epochs’ RMS errors despite of the current learning rate. An arithmetic increase may introduce instability to the learning in progress. Therefore, the author of this study has suggested a further modification to dynamic learning. The learning rate is altered geometrically only, i.e., the change of learning rate depends on the current learning rate. If the RMS error improves in five consecutive epochs, the learning rate is increased by a factor of 1.01. On the other hand, if the RMS error is deteriorating, the learning rate is reduced by a factor of 0.99. The learning rate is limited to a value between 0.005 and 0.900. This modification is found
to be more stable than the original dynamic learning proposed and still has the advantage of improving the learning time.

3.2.6.5 Step-Declining Learning

Step-declining learning is another modification suggested by this author for minimizing the instability of the learning process. In step-declining learning, the learning rate is reduced by 1\% when the RMS error increases. The learning rate is limited to a value of 0.005. The step-declining learning rate method is a very conservative approach and a relatively large initial learning rate, e.g., 0.75, can be selected.

3.3 Other Issues of Backpropagation Network

In addition to the basic mathematics and enhancements of the backpropagation network, there are some other considerations for applying the network to real practical service. These considerations are scalability of the prototype, selection of the numbers of nodes and hidden layers, the number of training patterns, normalizing range and choice of transfer and error functions.

All input and output data are normalized between upper and lower boundaries. The selection of limits are important for the serviceability of a production-sized network. Since the network output is limited between zero and one, its extrapolation beyond the upper and lower limits is not possible. Therefore, if the range of the upper and lower limits is set narrowly, the applicability of the network will be limited. On the other hand, if the range is set too wide, the network near the end limits becomes unreliable. In this application, the output will be one or zero if the summation, S, approaches positive and negative infinity respectively for the sigmoid transfer function. Therefore, the maximum and minimum data are normalized to 0.1 and 0.9 of the span respectively. Changing the range may also improve the learning time and accuracy of the network prediction.

In general any continuous first degree differentiable function can be used as the transfer function [3-1,2,3], e.g. trigonometric sine, hyperbolic tangent, etc.. Different
transfer functions perform differently during the learning stage. Similar to the transfer function, the error function can be also altered [3-3]. The general form of the error function is as follow:

\[ E^p = \frac{1}{n} (Y^p - J_c)^n \]  

(3-50)

where \( n \) can be any even number. However, a larger value of \( n \) magnifies the error. The least squared method is a special case when the value \( n \) in equation (3-50) is 2.

3.3.1 Knowledge Verification

In some cases, the knowledge acquired from successful learning may fail to respond to unseen input, i.e., this happens when the network has acquired incorrect knowledge. This may be because the network fails to generalize the solution. Therefore, it is very important to verify the knowledge before submitting it to the network for practical use. Knowledge verification is usually achieved by exposing some known but unseen patterns (a set of testing patterns) to the network. If the knowledge does not return correct predictions, the network must be re-trained. If training continues to generate incorrect knowledge (even with different network structures), some kind of major conflict may present in the training data. Therefore, the training patterns must be examined and re-assembled.

3.3.2 Scalability

A major difficulty in putting a backpropagation network into practical service is scalability. Before the construction of a production-sized network, the real problem is usually scaled down to a prototype - a subset of the real problem. The number of input and output data used in the prototype may be less than the real problem. Hence, less nodes, hidden layers and training patterns are required.

The amount of computer memory, training time and whether or not the network will produce the correct answer are the three major concerns of the scalability of a backpropagation network. Since each node is fully connected to the nodes in the next
layer, the requirement for computer memory increases dramatically with increasing number of nodes and layers. As the number of hidden layers increases, the network may become unstable and fail to learn. In the sense of training time, it has been suggested that a backpropagation network scales quadratically as the number of training patterns is increased and scales exponentially as the total number of processing units is increased [3-1,3]. Finally, the question of whether or not a production-sized network will generate the correct answer is entirely out of the control of the network designer.

3.3.3 Appropriate Numbers of Nodes, Hidden Layers and Training Patterns

The numbers of nodes in the input and output layers are usually defined by the application. However, there is no general rule governing the number of nodes that is appropriate in the hidden layer [3-1,2,3]. The network cannot learn well with too few nodes since nodes contain features from the input-output patterns. Too few hidden nodes pose a danger of limiting the memory of the network. As a result, a network with too few hidden nodes may not be able to learn, i.e. the learning may not converge. On the other hand, if there are too many hidden nodes, the system may memorize all the training patterns and generalizing the solution may be difficult although the learning may converge. Furthermore, training time increases with the number of hidden nodes. The search for the appropriate number of hidden nodes is usually accomplished by trial and error starting with a reasonable number nodes [3-2]:

\[ i = \sqrt{h + j + c} \quad (3-51) \]

where \( c \) is a small number. Usually the number of hidden nodes required should be less than the total number of input nodes, \( i \leq 1/2 \, h \). In general, excessive nodes are necessary for handling noisy data or for fault tolerance reasons [3-12,13]. A systematic technique for determining the most appropriate number of hidden nodes was proposed by Hirose et al [3-14]. They propose that if the RMS error is not reduced by one percent after a hundred epochs, additional hidden nodes are required. On the other hand, if the RMS error reduces more than one percent after a hundred epochs, a hidden node can be removed. The
optimal number of hidden nodes is the minimal number obtained from trials which can keep the learning converging.

In general, a single-hidden-layer network is appropriate of most applications [3-3]. However, in principle [3-1,14], a two-hidden-layer network should be able to perform arbitrarily complex solutions. Sometimes, increasing the number of hidden layers can expedite learning by increasing the non-linearity of relationships between patterns. It should be noted that the learning rate is reduced with increasing numbers of hidden nodes or hidden layers [3-15].

The appropriate number of training patterns required depends on the complexity of the input/output relationship. As suggested by Hafez [3-22], each connection between two nodes requires about two training patterns. Therefore, the number of training patterns is about twice the number of all the connections in the network. e.g. the suggested number of training patterns required, p, for an h×i×j network will be:

\[ p = 2i(h + j) \]  \hspace{1cm} (3-52)

This is a good suggestion as a starting point and training patterns can be added or removed from the training set as required.

### 3.4 Summary for Software Implementation

In brief, the following procedure is used to generate a practical backpropagation network:

1) Define the problem domain and prepare sets of training and testing patterns;
2) Determine and normalize the input and output data;
3) Design the hidden structure of the network, i.e. number of hidden layers and hidden nodes, and determine a moderate learning rate and momentum coefficient;
4) Proceed with network training (including bias nodes and momentum terms):
   4.1) Present the first input-output pattern to the network;
   4.2) Calculate the activation level of all nodes in all layers.
4.3) Compute the error for the nodes in the hidden-output and the input-hidden layers;

4.4) Update the weights of all connections;

4.5) Present the next input-output pattern to the network and repeat procedures 4.2 to 4.5 until the entire training pattern sets have been exposed to the network - one epoch;

4.6) Reckon the RMS error;

4.7) Repeat procedure 4.1 to 4.6 until the RMS error is smaller than a pre-determined tolerance value, i.e. successful learning, or number of epochs has exceeded a pre-determined limit, i.e. failure learning;

5) If the training fails, consider modifications to the network and/or training pattern sets, e.g. Fahlman's derivative, dynamic learning, differential step size, different hidden structure, different learning rate, different momentum coefficient, various normalizing ranges, different transfer functions or different error functions. Other learning enhancement algorithms are also available in the literature [3, 16,17,18,19].

6) If the system does not yield a solution, using other available paradigms may be the only alternative;

7) If the learning does converge, the set of solution weights and network structure are extracted and stored for application. The application of the network is simply the feed forward stage of the backpropagation network.

8) Testing or verify if the completed network is also very important. Knowledge acquired from successful learning may generate undesired results when applied to unseen patterns. If this is the case, the network must be re-trained (with either the same or different network structure).

Creating a production-sized backpropagation network is usually preceded by a scaled down prototype. However, there is no guarantee that the production-sized network will learn and perform as the prototype. As mentioned in Chapter 2, implementing the network
on a parallel machine is the best means of accelerating the learning process. However, neural network hardware and neural accelerators [3-3] are also available in the marketplace for sequential computers.

3.5 PC Based BPN Development Tools - NNWork

In general, there are two types of training used by BPN practitioners: on-line and off-line training. NNWork is developed specifically for off-line training, i.e., the training patterns are pre-selected and once knowledge is acquired, the network will use it until amendment to the existing knowledge is required, e.g., ranges of parameters are changed. On the other hand, on-line training is usually used for applications such as signal processing where new patterns are added to the training sets when they are available and the network is required to learn and predict almost on a real-time basis. Therefore, because of the nature of the two different training situations, the off-line training time seems less important than the training time of the on-line situation.

In brief, the life cycle of a practical BPN involves the preparation of training data set (and testing data set), the training of the network (including knowledge verification) and the use of the knowledge obtained from the training to perform prediction. NNWork is a PC based graphics environment generated by this author which handles all three stages. NNWork contains three modules: normalization, training and prediction modules.

Experimental data can be normalized (between 0 and 1) in the normalization module. A maximum of 15 parameters are allowed for each input and output set. The training of the network is carried out by the training module using data from the normalization module.

Basically, the training module is the implementation of the BPN algorithms described previously in this chapter. The user has the freedom of selecting a network structure (numbers of hidden nodes and layers, to a maximum of 99 hidden-nodes per each of two hidden-layers), learning rate, momentum coefficient, learning enhancements (Fahlman’s Derivative, modified dynamic learning, step-declining learning and differential
step size) and RMS error tolerance level. Moreover, modified dynamic or step declining learning can be activated or deactivated at an intermediate stage in the learning. This feature allows the practitioner to control the learning rate during training.

Finally, the prediction module is an automated version of the forward propagation part of BPN. Using the knowledge acquired from training, HAZ hardness and weld geometry are determined from the input welding parameters with the prediction module. In addition to basic prediction, for the convenience of the user, a batch testing function (for knowledge verification) and an automated plotting function (for parametric study) have been included. A detailed description of NNWork and the compiled version are included in Appendix VII for easy reference.
Chapter Four

Performance of Modified Learning Enhancements

While investigating BPN for solving weld features problems (HAZ hardness and weld bead geometry predictions), different learning enhancement algorithms were found to perform differently. In general, the momentum coefficient [4-1] and Fahlman’s derivative [4-2] were found to be quite helpful in most cases. However, the differential step size method [4-3] did not seem to help speed up the learning process as expected. Dynamic learning [4-4] was found to be unstable and performed inconsistently. Therefore, the author of this study has suggested two dynamic learning modifications, namely modified dynamic learning and step-declining learning (see Chapter 3, Sections 3.2.6.4 & 3.2.6.5 for detailed descriptions). The performance of all learning enhancement algorithms is discussed in the following.

4.1 Test Problems and Results

Three different networks were constructed for testing the performance of each individual learning enhancement algorithm: momentum, Fahlman’s derivative, differential step size, dynamic learning, modified dynamic learning, and step-declining learning. The structure of the test networks ranged from simple (exclusive-or, XOR, problem), medium (HAZ hardness problem) to complex (weld geometry problem). Because the major concern of these tests was the performance of the learning enhancement algorithms, special attention was placed on the complexity of the network primarily rather than the accuracy of the prediction. The network as a prediction tool is reported later in this thesis.

For all tests, the network initial weights were set randomly between +0.5 and -0.5 (see Section 3.2.1) and all input and output parameters were normalized between 0.9 and 0.1 (see Section 3.3). Learning was considered unsuccessful when it failed to converge below the RMS error tolerance level in ten thousands epochs. The test on each learning
enhancement was be terminated if the learning failed in five consecutive trials, or, when learning was successful after five trials. A 'relative performance' index was introduced to compare each learning enhancement with the control group. The relative performance is calculated by dividing the average numbers of epochs of the enhanced learning (excluding the largest and the smallest values) required for successful learning by the average numbers of epochs of the basic learning system (excluding the largest and the smallest values) required for successful learning. Therefore, the smaller the value of the relative performance index the better the learning enhancement.

4.1.1 XOR Problem

The exclusive-or, XOR, is a linearly non-separable problem (Figure 4.1), i.e., the black and white spots cannot be separated by a straight line graphically. Because XOR is the simplest non-linear problem, it is always used as a bench-mark test problem for BPN. The XOR problem has two input values (either zero or one) and one output value (either zero or one), the XOR’s truth table is included in Table 4-1. The network consists of three layers: the input-layer has two nodes plus a bias node, the single hidden-layer consists of three nodes plus a bias node and the out-layer has only one node. Four training patterns are used, as listed in the truth table. A relatively large initial learning rate and a moderate momentum coefficient were used, 0.75 and 0.25 respectively. A relatively tight RMS error tolerance level is selected, 0.04 (see Section 3.2.5). The result of different tests are listed in Table 4-2.
In the XOR test (see Table 4-2), it was found that both momentum and Fahlman’s derivative speed up the learning process. Furthermore, Fahlman’s derivative stabilizes the learning process, i.e., the number of failures decreased from three to one. Therefore, they were used extensively in developing modifications to the dynamic learning finally used in this investigation. On the other hand, the introduction of dynamic learning was so unstable that the learning failed to converge in five consecutive trials (Table 4-2) and RMS errors oscillated between 0.060 and 0.045 which may be considered to be close to successful. The differential step size helped the learning to converge by sacrificing learning time which took four times longer than basic learning with momentum. Therefore, it was not used in the final network for this investigation. Modified dynamic learning seemed to speed up the learning process consistently. On the other hand, step-declining learning did not show any obvious improvement. Learning failure when using the step-declining technique was primarily due to a low learning rate, 0.005. This may be traced to the nature of the algorithms. Nonetheless, the RMS error still decreased slowly. On the basis of these tests, modified dynamic learning seemed to provide the best overall performance.

Table 4-2 Performance of Different Learning Enhancement Algorithms for the XOR Problem (Measured by the Number of Epochs Required for Successful Learning).

<table>
<thead>
<tr>
<th>Trial</th>
<th>basic learning (^{a})</th>
<th>$\alpha=0.25^{b}$</th>
<th>Fahlman’s Derivative (^{c})</th>
<th>Diff. Step Size (^{d})</th>
<th>Modified Dynamic (^{e})</th>
<th>Step-Declining (^{f})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trial 1</td>
<td>3315</td>
<td>2076</td>
<td>2133</td>
<td>5222</td>
<td>1339</td>
<td>1856</td>
</tr>
<tr>
<td>Trial 2</td>
<td>2240</td>
<td>1637</td>
<td>1303</td>
<td>6350</td>
<td>1877</td>
<td>4486</td>
</tr>
<tr>
<td>Trial 3</td>
<td>2135</td>
<td>1843</td>
<td>1734</td>
<td>8461</td>
<td>1445</td>
<td>2194</td>
</tr>
<tr>
<td>Trial 4</td>
<td>2984</td>
<td>1408</td>
<td>1651</td>
<td>8912</td>
<td>2561</td>
<td>1809</td>
</tr>
<tr>
<td>Trial 5</td>
<td>3612</td>
<td>1474</td>
<td>1498</td>
<td>7647</td>
<td>1337</td>
<td>3362</td>
</tr>
<tr>
<td># of Failures (^{g})</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Relative Perform. (^{a})</td>
<td>1</td>
<td>0.58</td>
<td>0.58</td>
<td>2.63</td>
<td>0.55</td>
<td>0.87</td>
</tr>
</tbody>
</table>

Notes: 1) The initial weights of all learning were set by random values between +0.5 and -0.5.
2) All learning enhancement algorithms were tested until at least five successful learning was recorded.
3) Network learning using the original dynamic learning failed to converge for five consecutive times. Therefore, it is not listed in the table. However, RMS error oscillated between 0.060 and 0.045, i.e., very close to the tolerance level.
4) $\eta=0.75$, $\alpha=0.00$ and no other learning enhancement algorithms was used.
b) $\eta = 0.75$, $\alpha = 0.25$ and no other learning enhancement algorithms was used.

c) $\eta = 0.75$, $\alpha = 0.25$ and no other learning enhancement algorithms was used except Fahlman’s derivative.

d) $\eta = 0.75$, $\alpha = 0.25$ and no other learning enhancement algorithms was used except differential step size.

e) $\eta = 0.75$, $\alpha = 0.25$ and no other learning enhancement algorithms was used except modified dynamic learning.

f) $\eta = 0.75$, $\alpha = 0.25$ and no other learning enhancement algorithms was used except step-declining learning rate.

g) The learning was considered to be unsuccessful when it failed to converge within 10000 epochs.

h) Relative performance was calculated by dividing the average of the middle three epochs by the average of the middle three epochs of basic learning, i.e., the smaller the value of relative performance is, the better the learning enhancement performs.

4.1.2 HAZ Hardness Problem

The second test network was the HAZ hardness problem. It is considered to be more complicated than the XOR problem because it includes some noisy data and uncertainties in the training pattern sets. There were four input parameters (800 to 500 °C cooling time, carbon content, Ito’s carbon equivalent and the IIW carbon equivalent) and one output parameter (HAZ hardness value) in this problem - see Chapter 5 for a detailed discussion of this problem. A four-layer network structure was used: the input-layer has four nodes and a bias node, the first hidden-layer consists of three hidden-nodes and a bias node, the second hidden-layer consists of two nodes and a bias node and the output-layer has a single node. Forty training patterns were used - see Appendix II. The initial learning rate was 0.75, the momentum coefficient was 0.5 and the RMS error tolerance level was 0.04. The results of testing with different learning enhancement algorithms are tabulated in Table 4-3. The results show that both the modified dynamic and step-declining algorithms helped speed up and stabilize the learning process with comparable relative performance, i.e., the number of failures decreased from three (original dynamic learning to zero in both cases). Once again, the modified dynamic method provided the best overall performance.
Table 4-3 Performance of Different Learning Enhancement Algorithms for the HAZ Hardness Problem
(Measured by the Number of Epochs Required for Successful Learning).

<table>
<thead>
<tr>
<th>Trial</th>
<th>without Dynamic Learn.</th>
<th>Dynamic Learning</th>
<th>Modified Dynamic Learning</th>
<th>Step-Declining Learning</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1973</td>
<td>539</td>
<td>1099</td>
<td>551</td>
</tr>
<tr>
<td>2</td>
<td>756</td>
<td>833</td>
<td>524</td>
<td>547</td>
</tr>
<tr>
<td>3</td>
<td>1450</td>
<td>852</td>
<td>845</td>
<td>841</td>
</tr>
<tr>
<td>4</td>
<td>548</td>
<td>769</td>
<td>458</td>
<td>6533</td>
</tr>
<tr>
<td>5</td>
<td>1394</td>
<td>838</td>
<td>593</td>
<td>943</td>
</tr>
<tr>
<td># of Failure</td>
<td>2</td>
<td>3*</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Relative Performance</td>
<td>1</td>
<td>0.68</td>
<td>0.55</td>
<td>0.65</td>
</tr>
</tbody>
</table>

Notes:
1) The initial weights of all learning were set by random values between +0.5 and -0.5.
2) All learning enhancement algorithms were tested until at least five successful learning was recorded.
3) The initial learning rate, momentum coefficient and RMS error tolerance level were 0.75, 0.5 and 0.04 respectively and Fahimah’s derivative was used in all cases.
4) The learning was considered to be unsuccessful when it failed to converge within 10000 epochs.
a) For these three unsuccessful learning, RMS errors oscillated around 0.076 and 0.042.

4.1.3 Weld Bead Geometry Problem

The most complex network used for testing different learning enhancement algorithms in this investigation consisted of four layers and twenty-eight training patterns, see Appendix VI. The network constructed for solving the weld bead geometry problem with C-25 shielding gas is detailed discussion in Chapter 6. The input-layer has four nodes (current, voltage, welding speed and plate thickness) and a bias node. The first and second hidden-layers have seven and five hidden-nodes respectively and each layer has one bias node. The output-layer consists of three nodes (bead height, bead width and penetration). As defined by the network input and output structure, this network was intended for predicting weld bead geometry. The initial learning rate and momentum coefficient were 0.5 and 0.5 respectively. Because of uncertainties in the input-output relationship, a higher
RMS error tolerance level was used, 0.05, in this case. The results are included in Table 4-4.

Table 4-4 Performance of Different Learning Enhancement Algorithms for the Weld Bead Geometry Problem (Measured by the Number of Epochs Required for Successful Learning).

<table>
<thead>
<tr>
<th></th>
<th>without Dynamic Learn.</th>
<th>Dynamic Learning</th>
<th>Modified Dynamic Learning</th>
<th>Step-Declining Learning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trial 1</td>
<td>2363</td>
<td>2483</td>
<td>4267</td>
<td>4475</td>
</tr>
<tr>
<td>Trial 2</td>
<td>N/A</td>
<td>N/A</td>
<td>2730</td>
<td>2766</td>
</tr>
<tr>
<td>Trial 3</td>
<td>N/A</td>
<td>N/A</td>
<td>3450</td>
<td>2251</td>
</tr>
<tr>
<td>Trial 4</td>
<td>N/A</td>
<td>N/A</td>
<td>6818</td>
<td>3912</td>
</tr>
<tr>
<td>Trial 5</td>
<td>N/A</td>
<td>N/A</td>
<td>3722</td>
<td>1522</td>
</tr>
<tr>
<td># of Failures</td>
<td>5^a</td>
<td>5^b</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Relative Performance</td>
<td>1</td>
<td>1.05</td>
<td>1.61</td>
<td>1.26</td>
</tr>
</tbody>
</table>

Notes: 1) The initial weights of all learning were set by random values between +0.5 and -0.5.
2) All learning enhancement algorithms were tested until at least five successful learning was recorded or five unsuccessful learning had occurred.
3) The initial learning rate, momentum coefficient and RMS error tolerance level were 0.5, 0.5 and 0.05 respectively and Fahlman's derivative was used in all cases.
4) The learning was considered to be unsuccessful when it failed to converge with 10000 epochs.
   a) In total, eight unsuccessful learning was recorded.
   b) For all of the unsuccessful learning, RMS errors oscillated between 0.083 and 0.053. Seven unsuccessful learning was recorded.
   c) Wherever there are five data available for comparison, the average of the middle three values are used for calculating the relative performance. Otherwise, the only datum is used.

Where the network is complex (see Table 4-4) both modified dynamic learning and step-declining learning have clear superiority over the original dynamic learning and basic learning with momentum and Fahlman's derivative. Although the relative performances of both the modified learning algorithms do not out-perform the original dynamic learning or basic learning with momentum and Fahlman's derivative, they have the advantage of learning consistently.
4.2 Discussion

Some general characteristics of different dynamic learning algorithms were observed. When dynamic learning was used, the time required for successful network learning was shortened considerably in some cases because a larger step size (learning rate, $\eta$) was introduced. However, sometimes learning failed to converge because of a changing learning rate, see Tables 4.2, 4.3 & 4.4. With dynamic learning, learning rate was increased arithmetically despite the magnitude of the current learning rate. Therefore, the relative change of learning rate can be dramatic, e.g. $\eta$ changing from 0.10 to 0.15 represents a 50% increase. Such a large change may introduce instability and may cause the learning to oscillate (Figure 4.2 and Table 4.2 note 3). A schematic illustration of the basic learning process is included in Figure 4.3 for comparison with Figure 4.2.

On the other hand, when modified dynamic learning is used, the learning rate is altered according to the current learning rate. Therefore, the change is less dramatic, especially when learning is close to the finish and the learning rate is relatively small. The proportional increase in learning rate minimizes the instability caused by the change. A schematic sketch of the learning process with

Figure 4.2 Schematic graphs of $\eta$ and RMS error versus number of epochs for unsuccessful learning with dynamic learning.

Figure 4.3 Schematic graphs of $\eta$ and RMS error versus number of epochs for successful learning without dynamic learning.
modified dynamic learning is shown in Figure 4.4. With modified dynamic learning, the learning time still benefits from the increase of step size without sacrificing stability.

Step-declining learning rate is the most conservative learning enhancement algorithm. Usually, the learning begins with a fairly large learning rate. As difficulties are encountered, the learning rate is reduced proportionally (Figure 4.5). Because the learning rate never increases, the learning process is considered to be very stable. However, the learning rate sometimes settles to a very small value (a pre-set minimum, e.g., 0.005) and the learning process can be lengthy.

If the network learning becomes saturated (oscillating about a certain RMS error) close to convergence (within 5%) and there is a relatively small learning rate (equal to or less than 0.10) slightly increasing the learning rate (introducing the modified dynamic learning) might help the learning to converge. The introduction of a slight instability acts as a small shaking force on the system and helps the learning converge by moving the current weights through tiny ripples around the global minimum.

Both modified dynamic and step-declining learning rate algorithms would be used extensively in the HAZ hardness prediction and weld bead geometry problems.
Chapter Five

Predicting Weld 800 to 500 °C Cooling Time
and HAZ Hardness Using the BPN Method

5.1 Introduction

Heat-affected zone (HAZ) hardness is widely used as an indicator of weld quality in practice as explained in Chapter 1. It depends on the percentage of hard martensite structure found in this zone. The formation of martensite structure in turn depends on the base metal chemical composition and the thermal history of the weld. The weld 800 to 500°C cooling time, \( t_{85} \), is often selected as a measure of the thermal cycle because this is the transformation range of most structural steels, i.e., the cooling region where martensite forms. Several investigations correlate \( t_{85} \) and base metal chemical composition through a so-called carbon equivalent, see Chapter 1, Section 1.2.2, with HAZ hardness [5-1,2,3]. Therefore, in order to obtain a practical and accurate prediction of HAZ hardness, the relationship between \( t_{85} \) and welding conditions (e.g., arc current, voltage, wire travel speed, plate temperature, plate thickness, welding process efficiency, etc.) must be established in advance.

The algorithm for predicting HAZ hardness using ANN technology is a two part system. Cooling time, \( t_{85} \), is first determined from the input welding conditions and then HAZ hardness is predicted from \( t_{85} \) and the steel chemical composition. The \( t_{85} \) network correlates heat input, plate thickness and plate temperature to cooling time. The HAZ hardness network maps \( t_{85} \) and the base metal chemical composition (in terms of carbon content and carbon equivalents, see Chapter 1, Section 1.2.2) to HAZ hardness. Finally, the knowledge of both networks is combined to permit the practitioner to estimate HAZ hardness directly from the welding conditions and steel chemical composition as it is usually done in the industry.
5.2 Weld 800 to 500 °C Cooling Time

The $t_{0.5}$ cooling time is sometimes calculated from the Adams' cooling time relationships [5-4,5] (see Chapter 1, Section 1.2.2.1). In practice, the Adams' models are instructive and relatively easy to apply. However, difficulties arise when assigning fixed thermal conductivity and volumetric specific heat values which, in reality, vary with temperature, among other things. Other more sophisticated finite element methods [5-6,7] and the Kohira model [5-8] are sometimes used but even then, several approximations are necessary to achieve reasonable accuracy.

The purpose of this part of the thesis study is to investigate the use of the backpropagation network method as an alternative for predicting the 800 to 500 °C cooling time for submerged arc bead-on-plate welds (SAW). This can eventually be extended to other processes if the technique is proven useful. Once calculated, it is input to network for predicting HAZ hardness. Briefly the operating parameters (arc voltage, current, welding speed, plate thickness, plate temperature & welding process efficiency) are submitted to a trained network and a cooling time is received. During training, the network learns the relationship between an input data set and output cooling time by exposing the network to 'examples'. The network stores the knowledge as internal network weights - see Chapter 3 for a detailed discussion. Although the knowledge is based on experimental submerged arc bead-on-plate welds in the following investigation, approximating cooling times for other welding processes, e.g., gas metal arc welding (GMAW) and shielded metal arc welding (SMAW), are possible by assigning appropriate welding process efficiencies [5-9,10].

5.2.1 Backpropagation Networks for Predicting $t_{0.5}$

To predict the cooling time of a bead-on-plate weld, the network input parameters are energy input rate per unit length ($Q$), plate thickness ($h$), plate temperature ($T$) and
welding process efficiency ($\eta_{\text{proc}}$). The process energy input rate per length (Q) is determined from the arc current ($I_e$), arc voltage ($V_a$) and wire travel speed ($S_p$):

$$Q = \frac{I_e \cdot V_a}{S_p} \quad (5-1)$$

In reality, the heat input to a workpiece ($H_i$) is a more fundamental parameter and may be expressed as:

$$H_i = \eta_{\text{proc}} \cdot Q \quad (5-2)$$

where $\eta_{\text{proc}}$ is the process efficiency ($\eta_{\text{proc}}=0.95$ for SAW [5-9]). Although all the training data are based on submerged arc welds, a process efficiency is included in the scheme so that it can be applied to other welding processes in the absence of data bases specific to these joining methods. However, if the network is used to predict SAW cooling time only, the process efficiency ($\eta_{\text{proc}}=0.95$) need not be included. Yet there is no difficulty including the efficiency because it is simply a scaling factor. Because the output of the transfer function is always between zero and one, all input and output values are normalized between 1.1 and 0.9 in any event before submitting to the network for training, see Chapter 3, Section 3.3.

The basic network architecture used in this study is shown schematically in Figure 5.1. It is basically a single-hidden layer network with bias nodes. The training data is an experimental data base sub-set (20 out of 59) from the work of four different independent investigators: Rodrigues et al [5-11], Van Adrichem et al [5-12], Bibby et al [5-13] and Bala et al [5-14] - see Appendix.

![Figure 5.1 Proposed backpropagation network for predicting $t_{s5}$](image-url)
III. The heat input, plate thickness, plate temperature and $t_{8/5}$ cooling time ranges for this submerged arc weld data set are listed in Table 5-1. The network was trained with 16, 18 and 20 parameter sets (Appendix III) to test the accuracy of the system to the number of training patterns (Table 5-2). Furthermore, different node and layer arrangements were similarly tested (Table 5-3).

Initial weights were set in the range between -0.5 and +0.5 randomly with a computer algorithm for this purpose [5-15]. Furthermore, modified dynamic learning and Fahlman's derivative were incorporated. A moderate learning rate and momentum coefficient (0.5 and 0.5 respectively) were selected. The root mean squared error (RMS error) tolerance level was set at 0.04 to ensure a good fit. The rest of the experimental data (39 out of 59) in group A were used to test and verify the trained network. In addition to these data, a fifth independent set (25), group B from Kohno et al [5-16] was used for further verification (Appendix IV). The data ranges are listed in Table 5-1.

Table 5-1  Welding Parameters Used to Train and Test the $t_{8/5}$ Prediction Networks.

<table>
<thead>
<tr>
<th></th>
<th>Voltage (Volts)</th>
<th>Current (Amps)</th>
<th>Speed (mm/s)</th>
<th>Plate Thickness (mm)</th>
<th>Heat Input (kJ/mm)</th>
<th>Plate Temp. (°C)</th>
<th>$t_{8/5}$ (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Min</td>
<td>20</td>
<td>150</td>
<td>2.5</td>
<td>12.7</td>
<td>0.51</td>
<td>15</td>
<td>3.1</td>
</tr>
<tr>
<td>Max</td>
<td>35</td>
<td>2684</td>
<td>10</td>
<td>63</td>
<td>10.2</td>
<td>155</td>
<td>96.8</td>
</tr>
<tr>
<td>B</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Min</td>
<td>30</td>
<td>480</td>
<td>3.5</td>
<td>25</td>
<td>1.45</td>
<td>20</td>
<td>5.15</td>
</tr>
<tr>
<td>Max</td>
<td>40</td>
<td>920</td>
<td>8.5</td>
<td>25</td>
<td>6.2</td>
<td>20</td>
<td>73.33</td>
</tr>
</tbody>
</table>

Note 1: Group A test set range: references [5-11,12,13,14]
Note 2: Group B test set range: reference [5-16]

5.2.2 Results and Discussion

Although there is no general rule for deciding the sequence of selecting the appropriate numbers of training patterns, hidden nodes or hidden layers, this author suggests tackling the number of training patterns first and then the network structure. Furthermore, starting with a minimum number of training patterns, hidden nodes or hidden layers guarantees the problem is not over-stated. Since the network design is a trial and
error process, training patterns, nodes and layers can be added or removed as required. The selection of learning rate, momentum coefficient and learning enhancements are left to the practitioner (see Chapter 4). Moreover, knowledge verification is extremely important (see Chapter 3, Section 3.3.1) since successful learning does not always imply accurate knowledge. Therefore, all networks were trained at least three times, and only the network with the best accuracy is reported.

The number of training patterns should be kept to a minimum, but at the same time it should cover the entire problem domain. During prediction, any parameters beyond the training range would normally be considered to be beyond the knowledge of the network. In this specific study, a 2-hidden layer network with 4 and 3 hidden nodes (including bias nodes respectively was used to determine the appropriate number of training patterns required. The use of a 2-hidden layer network was used to ensure consistent successful learning. The network was initially trained with 16 training patterns - see Appendix III. Additional training patterns were used to improve the prediction accuracy until a satisfactory accuracy was achieved. The results are tabulated in Table 5-2. It was determined that 20 training patterns provided the knowledge necessary for the cooling time problem.

Table 5-2 Network Experimentation for Deciding the Appropriate Number of Training Patterns for the $t_{8.5}$ Prediction Using Group A Test Data (mean $t_{8.5}=20.50$ s).

<table>
<thead>
<tr>
<th># of Training Patterns Used</th>
<th>Correlation Coefficient</th>
<th>Absolute Difference (s)</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>0.928</td>
<td>4.29</td>
<td>4.38</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>0.954</td>
<td>3.78</td>
<td>3.41</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.965</td>
<td>2.40</td>
<td>3.44</td>
<td></td>
</tr>
</tbody>
</table>

Note: 1) A 2-hidden layer network with 4&3 hidden nodes respectively (including bias nodes) was used in all cases.

2) The results presented were based on the best of three trials.

This study suggests that a network of 2-hidden layer with 5 and 3 hidden nodes in each layer respectively provides reliable SAW $t_{8.5}$ predictions. The knowledge (weights) for this learning is listed in Appendix VIII. The results of the $t_{8.5}$ network predictions are
shown in Table 5-3 and Figure 5.2, where a correlation factor, mean and standard deviation of absolute difference of 0.965, 2.87 s and 3.19 s respectively is reported for Group A data, i.e., the network is expected to have 14% mean error.

The network knowledge was further verified with independent data (Group B) (Table 5-4 and Figure 5.3). A correlation factor, mean and standard deviation of absolute difference values of 0.991, 3.58 s and 2.79 s respectively are obtained in this case, i.e., mean error of 14%. However, even the simpler network configuration of a single-hidden layer network with 5 hidden nodes is quite comparable (Tables 5-3 & 5-4) with mean errors of

Figure 5.2 Comparison of backpropagation networks (2 hidden layers with 5 and 3 hidden nodes respectively and a single-hidden layer with 5 hidden nodes) and Adams' cooling times, with experimental [5-11,12,13,14] 18/5.

Figure 5.3 Comparison of networks (2 hidden layers with 5 and 3 hidden nodes respectively and a single-hidden layer with 5 hidden nodes) and Adams' cooling times, with Kohno [5-16] measured data.
16% and 12% when it is tested on Groups A and B data respectively. The knowledge of the 5-hidden node network is included in Appendix VIII. Furthermore, a similar 2-hidden layer network with 4 and 3 hidden nodes in each layer provided comparable results when tested against Group A data with a mean error of 17%. The weights of the 2-hidden layer network is listed in Appendix VIII. Therefore, the accuracy of the prediction is sensitive to but not a paramount factor regarding network structure.

Table 5-3 Network Experimentation for Testing the Accuracy of \( t_{85} \) Prediction Using the Group A Test Data (mean \( t_{85} = 20.50s \)).

<table>
<thead>
<tr>
<th># of Hidden Layer(s)</th>
<th># of Nodes (1st/2nd Layer)</th>
<th>Correlation Coefficient</th>
<th>Absolute Difference (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>0.939</td>
<td>3.90</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>0.956</td>
<td>3.17</td>
</tr>
<tr>
<td>1</td>
<td>5*</td>
<td>0.959</td>
<td>3.04</td>
</tr>
<tr>
<td>2</td>
<td>3/3</td>
<td>0.937</td>
<td>4.02</td>
</tr>
<tr>
<td>2</td>
<td>4/3</td>
<td>0.965</td>
<td>2.90</td>
</tr>
<tr>
<td>2</td>
<td>5/3*</td>
<td>0.965</td>
<td>2.87</td>
</tr>
<tr>
<td>2</td>
<td>5/4</td>
<td>0.961</td>
<td>3.40</td>
</tr>
<tr>
<td>Adams' Cooling Time *</td>
<td></td>
<td>0.881</td>
<td>5.38</td>
</tr>
</tbody>
</table>

Notes: 1) Bias node(s) is included.
2) Results reported are the best out of three trials.
a) Results of these entries are plotted in Figure 5.2.

Table 5-4 Network Experimentation for Testing the Accuracy of \( t_{85} \) Prediction Using the Group B Independent Data Set (mean \( t_{85} = 25.50s \)).

<table>
<thead>
<tr>
<th># of Hidden Layer(s)</th>
<th># of Nodes (1st/2nd layer)</th>
<th>Correlation Coefficient</th>
<th>Absolute Difference (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean</td>
</tr>
<tr>
<td>2</td>
<td>5/3</td>
<td>0.991</td>
<td>2.58</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>0.996</td>
<td>3.18</td>
</tr>
<tr>
<td>Adams' Cooling Time</td>
<td></td>
<td>0.990</td>
<td>8.25</td>
</tr>
</tbody>
</table>

Note: Comparison of the calculated and measured values are plotted in Figure 5.3.
It should be observed from Tables 5-3 & 5-4 that all network configurations outperformed the Adams' cooling time models. In some situations there is more than a 50% improvement - see Tables 5-3 & 5-4 and Figures 5.2 & 5.3.

However, the predictions of Group A data scattered more than those of Group B data probably because Group A data is a combination of results from four different individual researchers. Consequently, there might well be unseen and uncontrollable differences between these investigations which could cause such a variation in the results. For example, workmanship might affect the process efficiency. An efficiency of 95% is used; yet this is a nominal value which could vary from operation to operation. On the other hand, Group B data comes from only one source which would likely be more consistent but a bias might be present in the experiment. Therefore, predictions from Group B data showed signs of systematic error in the results.

The major advantage of using BPN is that assumptions such as that of fixed thermal conductivity and volumetric heat capacity necessary in the Adams' formulations are not required. These values vary throughout the thermal cycle (Figures 5.4 & 5.5) and yet a simple constant value must be assigned. This may contribute significant error to the cooling time calculations. Using the backpropagation network, the material properties are implicitly

![Figure 5.4 Sensitivity of thermal conductivity of iron to temperature changes.](image)

![Figure 5.5 Sensitivity of volumetric specific heat of iron to temperature changes.](image)
embedded in the network knowledge during the learning process. As mentioned previously, BPN takes into account these kinds of unseen or unknown relationships between input and output data sets. This property is of considerable importance in analyzing empirical data such as weld features.

Eliminating the need for relative thickness, \( H_r \) is yet a further advantage of the neural approach for determining an appropriate \( t_{8.5} \). Estimates of \( H_r \) (Table 1.2 and Figure 1.8) and \( C_r \) in the Adams’ cooling time models are considered questionable. There are several other difficulties in the conventional models that require assumptions, e.g., the necessity of assuming a point heat source, insignificant radiation from the heat source, etc. In fact, information on all these factors is implicitly embedded in the network.

5.2.2.1 Predicting \( t_{8.5} \) for Other Welding Processes

Since the process efficiency is embedded into the heat input to the workpiece (Hi) and the process efficiency of the training data is set at 95% for SAW, approximating \( t_{8.5} \) for other welding processes can be determined from the knowledge acquired from SAW cooling by assigning an appropriate process efficiency (Table 1-1). Data from two investigations based on gas metal arc weld (GMAW) [5-17] and shielded metal arc weld (SMAW) [5-9] (Appendix IV) have been prepared to test this contention.

The experimental data of \( t_{8.5} \) of GMAW are extracted from the work of Signes [5-17] (Appendix IV). As suggested by Yurioka [5-9], a 70% process efficiency is appropriate for GMAW and 80% for SMAW. The knowledge of the SAW 2-hidden layer network with 5 and 3 hidden nodes was used and a summary of the results for the entire (both valid and invalid) experimental data set

Figure 5.6 Comparison of GMAW \( t_{8.5} \) predicted by using BPN (5&3-hidden node 2-hidden layer) and Adams’ cooling time models (with valid data only).
is listed in Table 5-5. The Adams’ cooling time models seem to correlate better than the BPN approach for the entire data set because BPN does not perform well where there is extrapolation (invalid range). When the data beyond the valid range is removed from the data set, BPN out-performs the Adams’ cooling time models (Table 5-5 and Figure 5.6).

Table 5-5 Summary of GMAW t_{8/5} Values Predicted by Using BPN (2-hidden layer with 5 and 3 hidden nodes) and the Adams’ Cooling Time Models.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Prediction</th>
<th>Correlation Coefficient</th>
<th>Absolute Difference (s)</th>
<th>S.D.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entire data set</td>
<td>BPN</td>
<td>0.882</td>
<td>11.41</td>
<td>16.86</td>
</tr>
<tr>
<td>(mean t_{8/5}=37.24s)</td>
<td>Adams’</td>
<td>0.944</td>
<td>24.80</td>
<td>56.06</td>
</tr>
<tr>
<td>Valid data only</td>
<td>BPN*</td>
<td>0.943</td>
<td>2.50</td>
<td>2.21</td>
</tr>
<tr>
<td>(mean t_{8/5}=14.44s)</td>
<td>Adams*</td>
<td>0.952</td>
<td>2.86</td>
<td>4.98</td>
</tr>
</tbody>
</table>

Note: a) Results of these entries are also plotted in Figure 5.6.

The same network knowledge was also used to predict t_{8/5} for shielded metal arc weld (SMAW) [5-9] (Appendix IV) by assigning 80% to the process efficiency. However, both the BPN and Adams’ techniques over-estimate the cooling time (Table 5-6 and Figure 5.7). By reducing the process efficiency to 70%, the mean absolute differences

![Figure 5.7 Comparison of SMAW t_{8/5} predicted by using BPN (5&3-hidden node 2-hidden layer) and Adams’ cooling time models (process efficiency = 80%).](image)

![Figure 5.8 Comparison of SMAW t_{8/5} predicted by using BPN (5&3-hidden node 2-hidden layer) and Adams’ cooling time models (process efficiency = 70%).](image)
improved drastically (Table 5-6 and Figure 5.8). This suggests that in fact the efficiency of 80% suggested by Yurioka is high in this case. In general, the BPN provided a comparable correlation coefficient and a better mean of absolute difference than the Adams’ cooling time models.

<table>
<thead>
<tr>
<th>Process Efficiency</th>
<th>Prediction Model</th>
<th>Correlation Coefficient</th>
<th>Absolute Difference (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean</td>
</tr>
<tr>
<td>80%</td>
<td>BPN</td>
<td>0.985</td>
<td>6.69</td>
</tr>
<tr>
<td></td>
<td>Adams’</td>
<td>0.997</td>
<td>7.49</td>
</tr>
<tr>
<td>70%</td>
<td>BPN</td>
<td>0.972</td>
<td>3.20</td>
</tr>
<tr>
<td></td>
<td>Adams’</td>
<td>0.997</td>
<td>3.33</td>
</tr>
</tbody>
</table>

Notes:  
(a) Results of these entries are also plotted in Figure 5.7.  
(b) Results of these entries are also plotted in Figure 5.8.

5.2.2.2 Comments about Process Efficiency

The results of this investigation would suggest that the welding process efficiency is a reasonably robust assignment. However, at least in principle it depends on the welding heat source, workmanship, equipment setup, etc. Therefore, assigning a nominal efficiency for each welding process might be suspect but it is sometimes necessary when data is not sufficient to carry out independent training. With sufficient data, the welding process can be treated as one of the input parameters (Figure 5.9). In this investigation, a numerical value can be used to represent each process, e.g. SAW=0.1, SMAW=0.5, GMAW=0.9. The selection of these values is quite arbitrary but
the assignment must be consistent and the values must be distinctive. About twenty well distributed sets of data are required for each welding process as suggested in this study. At this time, there is insufficient data for this trial and therefore as an alternative, efficiency is combined with SAW knowledge for predicting \( t_{8/5} \) as discussed in Section 5.2.2. At the same time, the necessity of achieving precise \( t_{8/5} \) values is debatable because the HAZ hardness is sensitive to cooling time over three orders of magnitude for most steels.

Finally, the nature of BPN is suitable for custom tailored \( t_{8/5} \) models for specific job shop operations. Depending on the scope of the domain, knowledge about \( t_{8/5} \) can be correlated with the welding conditions with as few as 20 trial runs.

### 5.3 HAZ Hardness

Because of the importance of HAZ hardness, it has been studied extensively in the past twenty years [5-18,19]. As discussed in Chapter 1, Section 1.1.1, these studies purport to be able to estimate the HAZ hardness level given \( t_{8/5} \) and steel chemical composition by means of regression relationships. The hardness, \( t_{8/5} \) and chemical composition relationships are bounded by pre-defined mathematical equations as required by the regression method. The major objective of this study is to explore the use of BPN for predicting HAZ hardness given \( t_{8/5} \) and steel chemical composition.

| **Table 5-7** Ranges of \( t_{8/5} \), Carbon Content, Carbon Equivalents and HAZ Hardness Values Used for the Training of the Hardness BPNs. |
|---|---|---|---|---|
| **Range** | **C (wt%)** \(^ a \) | **Pcm (wt%)** \(^ b \) | **CE (wt%)** \(^ c \) | **Hardness (VHN)** |
| Minimum | 0.034 | 0.166 | 0.372 | 3 | 200 |
| Maximum | 0.254 | 0.359 | 0.560 | 60 | 485 |

Note:  
\(^ a \) Carbon content in weight percent.  
\(^ b \) Ito's carbon equivalent [5-20].  
\(^ c \) IIW carbon equivalent [5-21].  

Experimental data taken from the work of Yurioka et al [5-9] is used as the basis for this part of the thesis study. One hundred and forty HAZ hardness values are reported.
for fourteen low alloy steel covering a wide range of materials and cooling times used in practice - see Table 5-7 for the data ranges and Appendix II for the original data.

5.3.1 Backpropagation Networks for Predicting HAZ Hardness

The input parameters of a BPN for predicting HAZ hardness are \( t_{\text{45}} \), carbon content (C wt\%), and carbon equivalents (Pcm - proposed by Ito et al [5-20]) and CE - suggested by International Institute of Welding [5-21]), see Chapter 1, Section 1.1.1.1 for details. Two different carbon equivalents are used because, as suggested by Suzuki [5-1], Pcm is superior to CE where the cooling is fast, while CE is a better indicator than Pcm for slow cooling conditions. Carbon content is also submitted to the networks as an independent parameter because it reflects maximum hardness whereas carbon equivalents indicate the hardenability of the steel. Because of the nature of the transfer function used in the BPN technique, all input and output parameters are normalized between 0.05 and 0.95 before submitting to the network - see Chapter 3, Section 3.3 for details. Figure 5.10 is a schematic sketch of the network used for predicting HAZ hardness. In general, there are five (including a bias node) hidden nodes and one node in each of the hidden and output layers respectively.

Fifty sets of data were set aside for training purposes from the one-hundred and forty available and the remainder (90 sets of data) were used for knowledge verification (Appendix II). The initial weights of the networks were set by random algorithm between
-0.5 and 0.5 [5-15]. Step-declining learning and Fahlman's derivative were employed throughout with initial learning rate, momentum coefficient and RMS error tolerance level set at 0.75, 0.5 and 0.04 respectively. In every case, the results reported are based on the best of three trials.

5.3.2 Results and Discussion

A single-hidden layer network with 4 hidden nodes (including bias node) was used to determine the appropriate number of training patterns required for the HAZ hardness problem. The network was trained with 30, 40 and 50 sets of data (Appendix II). As mentioned above, the remaining 90 sets of data (unseen during the training stage) were used for verifying the network knowledge, i.e., experimental values were compared with the network prediction using the knowledge acquired previously. The results are summarized in Table 5-8. Experimentation suggests that at least 40-50 sets of data were necessary to cover the HAZ hardness problem domain studied in this investigation.

Table 5-8 Network Experimentation for Determining the Appropriate Number of Training Patterns Required for the HAZ Hardness Problem (mean Hmax=309.48VHN).

<table>
<thead>
<tr>
<th># of Training Patterns Used</th>
<th>Correlation Coefficient</th>
<th>Absolute Difference (VHN)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean</td>
</tr>
<tr>
<td>30</td>
<td>0.955</td>
<td>16.99</td>
</tr>
<tr>
<td>40</td>
<td>0.984</td>
<td>11.99</td>
</tr>
<tr>
<td>50</td>
<td>0.988</td>
<td>8.61</td>
</tr>
</tbody>
</table>

Note: 1) A single-hidden layer network with 4 hidden nodes was used.
2) The results were based on the best of three trials.

After an appropriate number of training patterns was determined, different network structures were examined for improving the accuracy of the system. In total, five different networks with 50 training data sets were constructed for the study of the accuracy of predicting HAZ hardness using BPN given carbon content, carbon equivalents (Pcm & CE) and t0.5. A comparison of network predictions with experimental values using the 90 sets of data (unseen during the learning stage) is shown in Table 5-9. The
knowledge of a single-hidden layer with 4 hidden nodes (including bias node) generates the best results with values of 0.988, 8.61 VHN and 7.21 VHN for the correlation coefficient, mean and standard deviation of absolute difference respectively (Figure 5.11), i.e., mean error of 3%. The weights (knowledge) for this network are listed in Appendix IX. The knowledge, listed in Appendix IX, for a 2-hidden layer network with 5 and 3 hidden nodes (including bias nodes) respectively provides comparable prediction values of 0.987 and 9.38 VHN for the correlation coefficient and mean of absolute difference respectively (Figure 5.11). Measured and BPNs (both single- and 2-hidden layer) predicted hardness values are in general agreement.

Table 5-9 Results of BPN Experimentation for Verifying the Accuracy of the Knowledge of Different Network Structures with 50 Training Patterns (mean Hmax=309.48VHN).

<table>
<thead>
<tr>
<th># of Hidden Layer(s)</th>
<th># of Nodes (1st/2nd Layer)</th>
<th>Correlation Coefficient</th>
<th>Absolute Difference (VHN)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean</td>
</tr>
<tr>
<td>1</td>
<td>4a</td>
<td>0.988</td>
<td>8.61</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>0.986</td>
<td>9.86</td>
</tr>
<tr>
<td>2</td>
<td>4/3</td>
<td>0.968</td>
<td>13.30</td>
</tr>
<tr>
<td>2</td>
<td>5/3a</td>
<td>0.987</td>
<td>9.38</td>
</tr>
<tr>
<td>2</td>
<td>5/4</td>
<td>0.986</td>
<td>9.86</td>
</tr>
</tbody>
</table>

Note: 1) Results of 90 test data sets used for the evaluation. a) Results of these entries are plotted in Figure 5.11.
In Figure 5.12, two steels of high and low carbon equivalents (A1 & A7) were selected to generate characteristic hardness curves (CHCs) predicted by the single-layer network with 4 hidden nodes. Without providing any knowledge of the shape of the curves, the network is able to interpret the input-output relationship which resembles the CHC rather well. This demonstrates one of the principal advantages of BPN versus conventional regression technology which usually requires a pre-defined mathematical relationship.

Figure 5.12 Characteristic hardness curves (CHCs) predicted by BPN for two different steels (A1&A7) - see Appendix II.

5.3.2.1 Alternative Number of Training Patterns

Comparing the knowledge acquired from 40 and 50 training patterns (Table 5-8) shows that both are comparable. When they are further examined in Figure 5.13, both perform similarly at the lower end of the hardness scale. However, there are differences at the higher end of the hardness scale.

In order to improve the

Figure 5.13 Comparison of predictions generated with the knowledge of 40 and 50 training patterns.
knowledge using a minimum number of training patterns, a single training pattern of large hardness (steel A7: C = 0.254 wt%, Pcm = 0.359 wt%, CE = 0.560 wt% & hardness = 485 VHN) was added to the set of forty. A single-hidden layer BPN with 4 hidden nodes was used for this investigation.

The results show significant improvement, with correlation coefficient, mean and standard deviation of absolute difference values of 0.985, 10.17 VHN and 7.96 VHN respectively - see Figure 5.14 and Appendix IX for the weights tuning. Among other things, this demonstrates the trial and error nature of putting together an effective BPN network in general terms. Characteristic hardness curves generated by the 4-hidden node network with 41 training patterns for steels A1 and A7 are included in Figure 5.15 for

Figure 5.14 Comparison of predictions generated with the knowledge from 41 and 50 training patterns. Note: one of the patterns in the 41 group was specially selected.

Figure 5.15 Characteristic hardness curves of steels A1 and A7 (Appendix II), predicted with the knowledge from 40 and 41 training patterns.
comparison purposes. Although the prediction is not as accurate as the prediction provided by the knowledge of 50 training patterns, where the correlation coefficient, mean and standard deviation of absolute difference are 0.988, 8.61 VHN and 7.21 VHN respectively, the knowledge of 41 training patterns is very acceptable and therefore, 40 training patterns, judiciously selected, would be sufficient for the HAZ hardness problem.

The selection of training patterns is very important. Insufficient training patterns may cause bias in the knowledge. However, increasing the number of training patterns increases the learning time significantly. Keeping the number of training patterns to a minimum is important in practice for efficiency purposes.

5.3.2.2 Using a Single Carbon Equivalent

Although the two carbon equivalents (Pcm & CE) used as input parameters for determining HAZ hardness are believed to be sensitive to different cooling rates [5-1]. Suzuki suggests that there is an approximate relationship [5-22]:

\[
P_{cm} = \frac{(2C + CE)}{3} \div 0.005
\] (5-3)

This in turn suggests that only a single carbon equivalent (Pcm or CE) may be possible with the BPN technique. A single-hidden layer network with 4 hidden nodes (including bias node) and a 2-hidden layer network with 5 and 3 hidden nodes (including bias nodes) were trained using the same 50 training data sets - carbon content, Pcm and t8/5 or with carbon content, CE and t8/5 as input parameters. Fahlman's derivative

Figure 5.16 Comparison of measured and BPNs with 4 hidden nodes and 50 training patterns (using different carbon equivalents) predicted hardness.
and step-declining learning were used. Modified dynamic learning was introduced in the middle of the learning process when required. The initial learning rate, momentum and tolerance level were set at 0.75, 0.5 and 0.04 respectively. Only the best results out of three trials are reported in every case. A summary of the results is included in Table 5-10.

Table 5-10 Comparison of HAZ Hardness Prediction Networks Performance Using Different Input Parameters (mean Hmax=309.48VHN).

<table>
<thead>
<tr>
<th>Input Parameters (50 train. patterns)</th>
<th># of hidden nodes</th>
<th>Correlation Coefficient</th>
<th>Absolute Difference (VHN)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C, Pcm, CE &amp; ( t_{8/5} ) (^{a,b} )</td>
<td>4 (1-hidden layer)</td>
<td>0.988</td>
<td>8.61</td>
</tr>
<tr>
<td>C, Pcm &amp; ( t_{8/5} ) (^{a,b,c} )</td>
<td>4</td>
<td>0.983</td>
<td>10.59</td>
</tr>
<tr>
<td>C, CE &amp; ( t_{8/5} ) (^{a,b,c} )</td>
<td>4</td>
<td>0.987</td>
<td>9.07</td>
</tr>
<tr>
<td>C, Pcm, CE &amp; ( t_{8/5} ) (^{b,c} )</td>
<td>5/3 (2-hidden layer)</td>
<td>0.987</td>
<td>9.38</td>
</tr>
<tr>
<td>C, Pcm &amp; ( t_{8/5} ) (^{b,c} )</td>
<td>5/3</td>
<td>0.985</td>
<td>9.59</td>
</tr>
<tr>
<td>C, CE &amp; ( t_{8/5} ) (^{b,c} )</td>
<td>5/3</td>
<td>0.985</td>
<td>10.55</td>
</tr>
<tr>
<td>C, CE &amp; ( t_{8/5} ) (41) (^{c,d} )</td>
<td>4 (1-hidden layer)</td>
<td>0.983</td>
<td>12.15</td>
</tr>
</tbody>
</table>

Note:  
(a) Results of these entries are plotted in Figure 5.16.  
(b) 50 training sets.  
(c) Weights are listed in Appendix IX.  
(d) 41 training sets.

In general, all seven networks perform very well with mean error less than 4%. In most cases, a single-hidden layer network out-performs the 2-hidden layer network given identical input parameters. Therefore, the second hidden layer might be considered redundant. On the other hand, the HAZ hardness prediction generated from a knowledge of 41 training patterns is comparable with those generated from 50 training patterns (Table 5-10). This is further evidence that about 40 training patterns may be sufficient for generalizing the HAZ hardness problem.

Where only one carbon equivalent is incorporated, the networks using CE seem more accurate than those using Pcm. This is because Pcm was developed based on HT50 to HT100 steels with carbon content ranging between 0.09 to 0.17% which is about half of the carbon range in this investigation. Furthermore, as suggested by Suzuki [5-1], Pcm is more appropriate for fast cooling situations, e.g., \( t_{8/5} \) less than 8.5 seconds, whereas
more than half of the cooling times in the Yurioka data base (test data used here) are beyond this range.

The networks that contain both carbon equivalents (Pcm & CE) always outperform those where only one is incorporated. Although Pcm is mostly used for fast cooling situations, the hardening effects of silicon (Si) and Boron (B) are included whereas they are not part of CE. Therefore, Pcm can be used to supplement to CE when the effects of silicon and boron become significant or fast cooling is encountered.

5.3.2.3 Including the Effect of Silicon (Si)

In the ideal case, instead of using carbon equivalents as input to the network, the actual alloying content should be incorporated because all carbon equivalents are themselves the result of regression analyses. However, the number of training patterns required is drastically increased. On the other hand, the carbon equivalents (Pcm and CE) used in this investigation are well established and are highly regarded in the welding industry for evaluating cold cracking susceptibility.

The results of the last section would suggest that Pcm might be dropped as one of the input parameters in most cases. However, this results in ignoring the effects of silicon and boron which can give rise to some inaccuracy for certain steels where these two alloying elements are important. Yet, including both Pcm and CE may hamper BPN learning and may result in conflicts between fast and slow cooling situations. Therefore, the purpose of this part of the study is to use carbon content, silicon content, CE and \( t_{8.5} \) to predict HAZ hardness. Although Pcm reflects both silicon and boron, only silicon is included in this investigation because it is believed that silicon is a more common alloying element in steel than boron.

A single-hidden layer network with 4 hidden nodes (including bias node) was used for this study. Forty-one training patterns were used to generate the BPN knowledge. The range of silicon content in the training patterns set is between 0.15 to 0.45 wt% with all other parameter ranges the same. The results are tabulated in Table 5-11 together with the
results using knowledge generated with Pcm & CE and then CE alone for comparison. The weights of the network are listed in Appendix IX. Comparing the prediction knowledge of different networks with 41 training patterns, the one used both Pcm and CE is still favorable. However, the induction of Si content increases the accuracy when compared to using a single carbon equivalent.

Table 5-11 Results of HAZ Hardness Predictions Generated to Show the Effect of Silicon as an Explicit Parameter (single-hidden layer network with 4 hidden nodes was used).

<table>
<thead>
<tr>
<th>Input Parameters</th>
<th># of Training Patterns</th>
<th>Correlation Coefficient</th>
<th>Absolute Difference (VHN)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean</td>
</tr>
<tr>
<td>C, Pcm, CE &amp; t8/5</td>
<td>50</td>
<td>0.988</td>
<td>8.61</td>
</tr>
<tr>
<td>C, Pcm, CE &amp; t8/5</td>
<td>41</td>
<td>0.985</td>
<td>10.17</td>
</tr>
<tr>
<td>C, CE &amp; t8/5</td>
<td>41</td>
<td>0.983</td>
<td>12.15</td>
</tr>
<tr>
<td>C, Si, CE &amp; t8/5</td>
<td>41</td>
<td>0.986</td>
<td>11.36</td>
</tr>
<tr>
<td>C, Si, B, CE &amp; t8/5</td>
<td>41</td>
<td>0.986</td>
<td>10.74</td>
</tr>
</tbody>
</table>

Note: 1) mean Hmax = 309.48 VHN.

Attempts have been made to include boron as an input parameter using the same network structure suggested above - see Appendix IX for weights listing. The range of boron content in the Yurioka hardness data base is ranging from 0.00 to 0.0018 wt%. However, the majority of steels (11 out of 14) reported in Yurioka's study contain less then 0.0006 wt% boron. Although predictions using the knowledge with explicit boron content are comparable to other networks tested (Table 5-11), the knowledge is suspect because the unevenly distributed boron content in the training set may cause knowledge bias.

5.3.2.4 Comparing BPN Prediction with the Regression Methods

There are several HAZ hardness regression models used in industry. The most common ones are those generated by Yurioka [5-3,9], Suzuki [5-1,22] and Terasaki [5-2].
among others. A comparison of the performance of the regression relationships of Suzuki [5-1] and Terasaki [5-2] with the BPN technique is given in Table 5-12 and Figure 5.17.

Table 5-12 Comparison of Different HAZ Hardness Prediction Models
(mean Hmax=309.48VHN).

<table>
<thead>
<tr>
<th>Model</th>
<th>Correlation Coefficient</th>
<th>Absolute Difference (VHN)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean</td>
</tr>
<tr>
<td>Suzuki Pcm, NSC-S(Pcm)</td>
<td>0.979</td>
<td>10.61</td>
</tr>
<tr>
<td>Suzuki CE, NSC-S(CE)</td>
<td>0.982</td>
<td>11.89</td>
</tr>
<tr>
<td>Terasaki II</td>
<td>0.973</td>
<td>12.99</td>
</tr>
<tr>
<td>BPN, Pcm &amp; CE with 50 patterns</td>
<td>0.988</td>
<td>8.61</td>
</tr>
<tr>
<td>BPN, CE with 41 patterns</td>
<td>0.984</td>
<td>12.15</td>
</tr>
<tr>
<td>BPN, Si &amp; CE with 41 patterns</td>
<td>0.986</td>
<td>11.36</td>
</tr>
</tbody>
</table>

Note: a) Results of these entries are also plotted in Figure 5.17.
   b) Weights of this 4-hidden node single-hidden layer network are listed in Appendix IX.

In general, the BPNs predict more accurately than the conventional regression models. The 4-hidden node BPN with 50 training patterns has the best prediction with 3% mean error. Because the Suzuki NSC-S(Pcm), and the Suzuki NSC-S(CE) [5-1], hardness models are based on Yurioka hardness data base and only a single carbon equivalent (Pcm and CE respectively) is used (Chapter 1, Section 1.1.1.1), the results may be compared directly. The Terasaki II
model [5-2] is one of the most recent independent hardness regression relationshps (Appendix X). Differences between the BPN approach and that of Terasaki II may be expected because different hardness data bases were used in the development of these models.

5.3.2.5 Applying BPN Knowledge to Independent Data

The experimental data used for this part of the investigation are extracted from a study by the AMCA Corporation [5-14]. Submerged-arc bead-on-plate welds were deposited with a range of heat input for the three steels as documented in Appendix V.

Table 5-13 Comparison of BPN and Regression Model Predictions Applied to the AMCA [5-14] Hardness Data (mean Hmax=283.78VHN).

<table>
<thead>
<tr>
<th>Model</th>
<th>Correlation Coefficient</th>
<th>Absolute Difference (VHN)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean</td>
</tr>
<tr>
<td>Suzuki NSC-S(CE)*</td>
<td>0.916</td>
<td>20.03</td>
</tr>
<tr>
<td>Terasaki II</td>
<td>0.829</td>
<td>25.96</td>
</tr>
<tr>
<td>BPN Pcm &amp; CE-50 patterns</td>
<td>0.827</td>
<td>24.79</td>
</tr>
<tr>
<td>BPN Pcm &amp; CE-41 patterns*</td>
<td>0.856</td>
<td>22.64</td>
</tr>
<tr>
<td>BPN Si &amp; CE-41 patterns*</td>
<td>0.931</td>
<td>16.81</td>
</tr>
</tbody>
</table>

Note:  
a) CHCs of these entries are plotted in Figures 5.18, 19 & 20.  
b) A 4-hidden node network is used.

Predictions from three different networks and two regression models, Suzuki NSC-S(CE) and Terasaki II, are compared with the experimental AMCA data. All BPNs used were 4-hidden node single-layer system but with different training as described in Table 5-13. The knowledge of the first network was acquired from 50 training patterns with C, Pcm, CE and \( t_{8/5} \) as

Figure 5.18 BPN and NSC-S(CE) predicted CHCs with experimental values for steel B1 from AMCA data.
input parameters - see Appendix IX for weights listing. The knowledge of the second BPN was the result of training from 41 training patterns with C, Pcm, CE and \( t_{85} \) as input parameters - see Appendix IX for the weights listing. The knowledge of the third network was generated from 41 training patterns with C, Si, CE and \( t_{85} \) as input parameters - see Appendix IX. A summary of the results is listed in Table 5-13. BPN (Si & CE - 41 patterns) and NSC-S (CE) characteristic hardness curves are also included as Figures 5.18, 19 & 20.

The BPN method seems comparable to the Suzuki NSC-S(CE) regression model and somewhat better than the Terasaki II hardness model as indicated by correlation coefficient, mean and standard deviation of absolute difference. Furthermore, when comparing the predictions generated from the knowledge of 50 and 41 training patterns (first and second networks), seemingly the extra 9 patterns seem to cause the network knowledge bias to the Yurioka data base since it provides the best prediction with Yurioka data and the worst prediction with AMCA data. On the other hand, the knowledge generated with Si content as an independent input instead of through Pcm seems the most accurate (mean error of 6%)

Figure 5.19 BPN and NSC-S(CE) predicted CHCs with experimental values for steel B2 from AMCA data.

Figure 5.20 BPN and NSC-S(CE) predicted CHCs with experimental values for steel B3 from AMCA data.
when compared to other models. Therefore, this network is considered to be a more general solution to HAZ hardness problem.

A more detailed comparison of BPN using the knowledge of 41 training patterns with C, Si, CE and t_{8/5} as input parameters and NSC-S (CE) hardness prediction model is shown by the CHCs in Figures 5.18, 19 & 20. In general, the BPN method predicts more accurately than the Suzuki NSC-S (CE) model for steel B1. For steels B2 and B3, the BPN method generates similar results when t_{8/5} is larger than 8s. In conclusion, the BPN method examined is recommended with minor difficulties in fast cooling situations.

5.3.2.6 Adapting Existing Hardness Knowledge for Specific Job Shop Functions

As shown in Table 5-13 and Figures 5.19 & 20, predictions for the AMCA steels are not as accurate as those taken from the Yurioka data base in the fast cooling range although the applicable ranges of both data sets are within the knowledge limits. It should be remembered at this point that the knowledge was acquired from the data contained in the Yurioka data base. It is believed that there are uncontrollable and unforeseeable differences, e.g., different steels, experiment setup, workmanship, etc., between the two studies and these factors would not be accounted for during network training. For the same reason, it is recommended that independent job shop HAZ hardness knowledge should be used for the training base where possible. However, the time and cost involved may be considerable.

Two hardness values from the AMCA study were added to the original training data set (41 patterns) to examine the possibility of improving the existing hardness knowledge (4-hidden node, single-hidden layer network with C, Si, CE and t_{5/8} as input parameters) for predicting AMCA steels. The extra data were extracted from steels B2 and B3 with 3.1 s of t_{8/5} respectively - see Appendix V for more information about the hardness data. A summary of results is listed in Table 5-14.
Table 5-14 Comparison of the Results of Networks Trained with (43 patterns) and without (41 patterns) Additional AMCA Hardness Data.

<table>
<thead>
<tr>
<th>Test Data Base</th>
<th>Model</th>
<th>Correlation Coefficient</th>
<th>Absolute Diff. (VHN)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean</td>
</tr>
<tr>
<td>AMCA Steels (mean Hmax=284VHN)</td>
<td>Suzuki NSC-S (CE)</td>
<td>0.916</td>
<td>20.03</td>
</tr>
<tr>
<td></td>
<td>BPN (41 patterns)</td>
<td>0.931</td>
<td>16.81</td>
</tr>
<tr>
<td></td>
<td>BPN (43 patterns)</td>
<td>0.948</td>
<td>16.24</td>
</tr>
<tr>
<td>Yurioka Steels (mean Hmax=309VHN)</td>
<td>BPN (41 patterns)</td>
<td>0.986</td>
<td>11.36</td>
</tr>
<tr>
<td></td>
<td>BPN (43 patterns)</td>
<td>0.976</td>
<td>13.12</td>
</tr>
</tbody>
</table>

Notes:  
 a) CHCs of these entries are also shown in Figures 5.21, 5.22 and 5.23.  
 b) The input parameters of the 4-hidden node BPN are C, Si, CE and t6,5.

The results of the predictions using the adapted knowledge are very promising - correlation coefficient, mean and standard deviation of absolute difference of 0.948, 16.24 VHN and 9.86 VHN respectively when predicting the AMCA data. This may be compared to the results using the original knowledge (r=0.931, mean=16.81 VHN & SD=12.08 VHN). By adding extra information to the original knowledge there is considerable improvement. Furthermore, the adapted knowledge out-performs the best regression model - Suzuki NSC-S(CE), (r=0.916, mean=20.03 VHN & SD=10.97 VHN). Predicted CHCs of the three steels are shown in Figures 5.21, 5.22 & 5.23.

On the other hand, when the adapted knowledge was used to predict the original Yurioka test data set, correlation coefficient, mean and standard deviation of absolute difference of 0.976, 13.12 VHN and 9.58 VHN are reported respectively. Compared to the results using the original knowledge (r=0.986, mean=11.36 VHN & SD=7.04 VHN), the addition of the two data sets does not affect the original network prediction from Yurioka data.

Figure 5.21 BPN (with adapted knowledge) and NSC-S(CE) predicted CHCs with experimental values for steel B1 from AMCA data.
Figure 5.22 BPN (with adapted knowledge) and NSC-S(CE) predicted CHCs with experimental values for steel B2 from AMCA data.

Figure 5.23 BPN (with adapted knowledge) and NSC-S(CE) predicted CHCs with experimental values for steel B3 from AMCA data.

However, considerable caution must be excised when extending the boundaries of the original knowledge. If the additional data are not fully compatible, i.e., there may be fundamental differences in the data bases, merging of data may cause conflict in the training data set and may increase the network training time without any benefit. Furthermore, the extra data may lead to incorrect knowledge. Therefore, it is always wise to verify the adapted knowledge with both the original test data and the new data set.

5.4 Combining $t_{8/5}$ and HAZ Hardness Prediction BPNs

By combining the BPN knowledge of $t_{8/5}$ and HAZ hardness, an estimate HAZ hardness directly from the welding conditions and base metal chemical composition is possible. A schematic diagram of the combined network is illustrated in Figure 5.24. The input parameters to the system are arc current, voltage, wire travel speed, process efficiency, plate temperature, plate thickness and steel chemical composition (in terms of C, Si and CE). A HAZ hardness is directly output.
Figure 5.24 A schematic diagram showing the combined network for predicting HAZ hardness from the welding conditions and steel chemical composition.

The BPN for predicting $t_{8.5}$ (given arc current, voltage, wire travel speed, process efficiency, plate thickness and plate temperature) is a 2-hidden layer network with 5 and 3 hidden nodes respectively and the knowledge is based on the training of 20 patterns as described in Section 5.2 of this Chapter and the weights are listed in Appendix VIII. The HAZ hardness prediction (given C, Si, CE and $t_{8.5}$) is performed by a single-hidden layer 4 hidden nodes network with knowledge acquired from 41 training patterns as detailed in Section 5.2 of this Chapter and the weights are listed in Appendix IX. The prediction of the combined network is compared with estimations from Adams' cooling time models, the Suzuki NSC-S(CE) (Chapter 1, Section 1.1.1.1), and the Terasaki II regression models (Appendix X). The experimental data used are taken from the AMCA study [5-14] (partly used in Section 5.3.2.5) - see Appendix V. The study reports the SAW $t_{8.5}$ and the HAZ hardness of three microalloy steels for various welding conditions.

5.4.1 Results and Discussion

A 95% process efficiency of SAW was used for cooling time calculation. The results of the $t_{8.5}$ prediction network were submitted to the HAZ hardness prediction networks. The comparison of the predicted measured HAZ hardness using BPNs and regression models (Adams' cooling time models and Suzuki NSC-S(CE) HAZ hardness
prediction model) is shown in Figure 5.25. A summary of the results is shown in Table 5-15. Furthermore, the results from the adapted knowledge (previous Section) is included for comparison.

Table 5-15 Summary of Hardness Predicted by BPNs and Regression Models for AMCA Experimental Data [5-14] (mean Hmax=283.78VHN) - see Appendix V.

<table>
<thead>
<tr>
<th>$t_{6/5}$ Model</th>
<th>Hardness Model</th>
<th>Correlation Coefficient</th>
<th>Absolute Difference (VHN)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model</td>
<td>Mean</td>
<td>S.D.</td>
</tr>
<tr>
<td>BPN</td>
<td>BPN*</td>
<td>0.893</td>
<td>18.06</td>
</tr>
<tr>
<td>BPN* adapted</td>
<td>0.919</td>
<td>17.57</td>
<td>11.86</td>
</tr>
<tr>
<td>Adams'</td>
<td>NSC-S(Pcm)</td>
<td>0.869</td>
<td>23.45</td>
</tr>
<tr>
<td>Adams'</td>
<td>NSC-S(CE)*</td>
<td>0.915</td>
<td>19.90</td>
</tr>
<tr>
<td>Adams'</td>
<td>Terasaki II</td>
<td>0.843</td>
<td>27.59</td>
</tr>
</tbody>
</table>

Note: a) Results of these entries are plotted in Figure 5.25.

The overall hardness prediction using the combined network given the welding conditions and steel chemical composition out-performs the HAZ hardness estimated by using Adams' cooling time models and Suzuki NSC-S (CE) HAZ hardness prediction model with an overall mean error of 6% versus 7%. This finding is consistent with the previous observation. The combined network predicts more accurately in the low hardness region, e.g. less than 350 VHN, that it does for hardness values in excess of this value.

Moreover, when intermediate results from the combined network ($t_{6/5}$) are examined, the network prediction is still favorable (Table 5-16 and Figure 5.26).
However, because the \( t_{8.5} \) prediction using BPN is more sensitive to plate thickness than the Adams’ formulations, different cooling times are recorded for the same heat input but various plate thickness, see Figure 5.26.

In general, the combined network (2-hidden layer, 5 & 3-hidden node BPN with 20 training patterns for predicting \( t_{8.5} \) given heat input, plate thickness & plate temperature and 1-hidden layer, 4-hidden node BPN with 41 training patterns for predicting HAZ hardness given C, Si, CE & \( t_{8.5} \)) can predict HAZ hardness directly from welding conditions and steel chemical composition with reasonable accuracy. Furthermore, the use of adapted hardness knowledge demonstrates that BPN is flexible and can be used for example in situations where the use of regression relationships would be very cumbersome.

Table 5-16 Comparison of BPN and Adams’ Cooling Time Models Predicted \( t_{8.5} \) for AMCA Experimental Data [5-14] (mean \( t_{8.5}=22.37s \)) - see Appendix III.

<table>
<thead>
<tr>
<th>Model</th>
<th>Correlation Coefficient</th>
<th>Absolute Difference (s)</th>
<th>Mean</th>
<th>S.D.</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-hidden layer, 5 &amp; 3-hidden node BPN with 20 training patterns</td>
<td>0.992</td>
<td>2.02</td>
<td>1.77</td>
<td></td>
</tr>
<tr>
<td>Adams’ cooling time models</td>
<td>0.999</td>
<td>3.95</td>
<td>3.61</td>
<td></td>
</tr>
</tbody>
</table>

5.5 Chapter Summary

A 2-hidden layer network with 5 and 3 hidden nodes (including bias nodes) respectively is recommended for predicting 800 to 500 °C cooling time from heat input (calculated from arc current, voltage, wire travel speed and process efficiency), plate thickness and plate temperature as input parameters. Furthermore, a single-hidden layer network with 5 hidden nodes (including bias node) is found to be comparable to the 2-
hidden layer network for predicting $t_{8/5}$. About 20 training sets are required to achieve the appropriate knowledge. The training set and weights (knowledge) of the network described are listed in Appendices III and VIII respectively. Although the cooling time knowledge is acquired from the SAW process ($\eta_{proc} = 95\%$ of SAW), it is applicable to other welding processes by assigning an appropriate process efficiency. In general, predicting cooling times with the BPN technique is found to be more accurate than predictions made with the Adam's cooling models. This follows because most of the assumptions required in the Adam's models are not necessary with the BPN technique.

In order to predict HAZ hardness using the BPN technique, the input parameters suggested are carbon content (C), silicon content (Si), the International Institute of Welding's carbon equivalent (CE) and $t_{8/5}$. Pcm (Itô's carbon equivalent) can be left out if Si content is included. A single-hidden layer network with 4 hidden nodes (including bias node) generates the most accurate hardness predictions. Predictions with a network of 2 hidden layers with 5 and 3 hidden nodes (including bias nodes) is comparable to that of the single-hidden layer network. About 50 sets of data are necessary for generating the required knowledge to cover the HAZ hardness problem studied. However, it seems that the knowledge acquired from 41 sets of training data is more applicable for general situation, i.e., low alloy steels that are not covered in Yurioka data base. The training sets and weights of the two networks are listed in Appendices II and IX respectively. Moreover, it was found that the existing hardness knowledge can be adapted to cover another set of steels by adding a few judiciously selected patterns from the new data set. The BPNs generated in this thesis out-performed comparable HAZ hardness regression models in most cases.

Finally, combining the $t_{8/5}$ (2-hidden layer 5&3-hidden node) and HAZ hardness (single-hidden layer 4-hidden node) networks can be used to predict HAZ hardness directly from the welding conditions (arc current, voltage, wire travel speed, plate thickness, plate temperature and process efficiency) and steel chemical composition (in terms of C, Si & CE) with acceptable accuracy.
Chapter Six

Predicting Weld Bead Geometry with BPNs

6.1 Introduction

As mentioned in Chapter 1, in a fabrication operation both the production costs and welded joint strength depend greatly on weld bead geometry. Therefore, it is apparent that models for predicting the bead geometry (bead width, bead height, penetration, deposit area and fusion area) are of considerable importance to welding or materials engineers. The purpose of this investigation is to study the use of BPN as an alternative to traditional regression techniques used by many other researchers - see Chapter 1, Section 1.1.2, for a discussion of the importance of predicting weld bead size.

About 200 bead-on-plate GMA welds with different shielding gases (C-25, 25% carbon dioxide and 75% argon, and M-2, 2% oxygen and 98% argon) were prepared by the Northern College in Kirkland Lake [6-1] (included in Appendix VI) for this study. The database recorded weld bead shapes for various welding conditions (shielding gas, arc current, voltage, wire travel speed and plate thickness) with electrode extension, electrode diameter and electrode polarity kept constant (19.05 mm, 0.89 mm and negative electrode polarity respectively). The welding condition ranges are listed in Table 6-1. Of considerable significance is that the welding conditions cover the three heat flow ranges (2-D, 2.5-D and 3-D) suggested by Adams et al [6-2].

Table 6-1 Ranges of Arc Current, Voltage, Wire Travel Speed and Plate Thickness Used in the GMAW Bead Geometry Investigation - See Appendix VI for Details.

<table>
<thead>
<tr>
<th>Shielding Gas</th>
<th>Range</th>
<th>Current (amperes)</th>
<th>Voltage (volts)</th>
<th>Speed (mm/s)</th>
<th>Thickness (mm)</th>
<th>Heat Input* (kJ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-25</td>
<td>Min.</td>
<td>160</td>
<td>20</td>
<td>3.39</td>
<td>6.35</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>Max.</td>
<td>320</td>
<td>42</td>
<td>11.0'</td>
<td>15.87</td>
<td>1.22</td>
</tr>
<tr>
<td>M-2</td>
<td>Min.</td>
<td>160</td>
<td>24</td>
<td>4.23</td>
<td>6.35</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>Max.</td>
<td>320</td>
<td>37</td>
<td>9.31</td>
<td>15.87</td>
<td>1.43</td>
</tr>
</tbody>
</table>

Note:  a) $\eta_{\text{prox}}=70\%$
The pictorial representation of the weld shape is conventionally estimated by fitting a semi-ellipse for the upper-bead (determined by the bead height and width) and a cosine curve for the lower-bead (determined by the bead width and penetration) [6-3,4,5,6]. However, these pictorial representations usually overestimate the deposit and plate fusion areas [6-3,4]. New algorithms are examined in this investigation to improve the approximations of the pictorial representation for both the upper- and lower-bead shapes.

Because the experimental data base is easily identified in two distinctive groups (bead-on-plate weld bead shapes of C-25 and M-2 shielding gases), the weld bead geometry problem is divided into two sub-problems for practical reasons. The bead geometry using C-25 shielding problem was studied first. Based on the experience accumulated from this study, the M-2 shielding bead geometry problem was then investigated. Finally, in order to examine the ability of BPN for handling non-quantitative parameters, e.g., different shielding, C-25 and M-2 shielding bead geometry problems were combined and analyzed as a single problem. The input parameters to the combined network include shielding gas, arc current, voltage, wire travel speed and plate thickness. The output parameters are the weld bead dimensions as described previously.

Since controlling weld bead geometry by adjusting the welding conditions is a major concern to industry, the use of BPNs for predicting the welding parameters (arc current, voltage and wire travel speed) given the weld bead dimensions (e.g., bead height, bead width, penetration, plate thickness... etc.) has also been investigated using the C-25 shielding weld bead data. This may be termed the inverse weld bead geometry problem.

In addition to arc current, voltage and wire travel speed, plate thickness was also varied to study its effect on weld bead geometry. Plate thickness is a parameter that most practitioners would contend is very important; yet it has not been included in prior regression studies. Thick section welding has been assumed in all previous investigations which limits the usefulness of those analyses.
6.2 Algorithms for Estimating the Weld Bead Shape

As mentioned above, a semi-ellipse has been used to represent the deposit area. However, it is found that the area is usually overestimated by this configuration. Therefore, a parabolic curve is proposed:

\[ y = -ax^2 + b \]  \hfill (6-1)

and \[ a = \frac{4 \cdot BH}{BW^2} \]  \hfill (6-2)

\[ b = BH \]  \hfill (6-3)

At the same time the lower section of the weld has conventionally been represented by a cosine relationship. However, lower-bead area is usually overestimated [6-3,4] because among other things the bay that appears in most welds is not incorporated into the shape algorithm. Including a bay approximation for the pictorial representation of the lower-bead shape would seem to be a necessary improvement. In the lower-bead shape algorithm, the location and depth of the bay is defined by the angle (θ) and length (L) as illustrated in Figure 6.1. With these extra bead geometry dimensions, the lower-bead can be approximated by two overlapping parabolas with one rotated 90° as shown in Figure 6.2.

\[ y^2 = c(x + d) \]  \hfill (6-4)

and \[ y = cx^2 - f \]  \hfill (6-5)

\[ c = \frac{y_1^2}{-x_1 + BW / 2} \]  \hfill (6-6)

\[ d = BW / 2 \]  \hfill (6-7)
\[ e = -\frac{y_1 + P_{ene}}{x_1^2} \]  \hspace{1cm} (6-8)

\[ f = P_{ene} \]  \hspace{1cm} (6-9)

where \((x_1, y_1)\) is the point of intersection of the two parabolas:

\[ x_1 = \ell \sin \theta \]  \hspace{1cm} (6-10)

\[ y_1 = \ell \cos \theta \]  \hspace{1cm} (6-11)

In a shallow weld, the lower-bead shape is more like a single parabola. The double-parabola can accommodate this situation since a shallow weld is usually accompanied by a relatively large bay length and hence the double-parabola becomes similar to a semi-ellipse.

6.2.1 Results and Discussion

The experimental data based on C-25 shielding was used to evaluate the weld bead shape algorithms. The use of a parabola to approximate the upper-bead improves by some 40\% with no significant change in correlation factor - see Table 6-2 and Figure 6.3. It is, therefore apparent that a parabola is a better representation for the upper-bead shape than the conventional semi-ellipse for C-25 shielding.

![Figure 6.3](image)

Figure 6.3 Comparison of the actual and pictorial approximated (semi-ellipse and parabola) deposit areas with C-25 shielding.
When the measured and pictorial approximated (both semi-ellipse and parabola) deposit areas with C-25 shielding are examined in detail (Figure 6.3), the use of the semi-ellipse always overestimates the upper-bead shape, while the use of a parabola tends to underestimate the actual deposit area. In general, it seems that the upper-bead shape is approximated more closely by a parabola if the deposit area is less than 40 mm². On the other hand, a semi-ellipse seems to be more suitable when the deposit area is larger than 40 mm². By using a parabola for the smaller welds and an ellipse for the larger welds there is significant improvement in the correlation coefficient, mean and standard deviation of absolute difference as listed in Table 6-2.

**Table 6-2 Comparison of Different Upper-Bead Area Algorithms.**

<table>
<thead>
<tr>
<th>Shielding</th>
<th>Algorithm</th>
<th>Correlation Coefficient</th>
<th>Absolute Difference (mm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean</td>
</tr>
<tr>
<td>C-25</td>
<td>Semi-ellipse</td>
<td>0.945</td>
<td>3.29</td>
</tr>
<tr>
<td>(mean A₁=26.98mm²)</td>
<td>Parabola</td>
<td>0.945</td>
<td>1.96</td>
</tr>
<tr>
<td></td>
<td>Parabola-ellipse</td>
<td>0.949</td>
<td>1.91</td>
</tr>
<tr>
<td>M-2</td>
<td>Semi-ellipse</td>
<td>0.959</td>
<td>1.91</td>
</tr>
<tr>
<td>(A₁=28.76mm²)</td>
<td>Parabola</td>
<td>0.959</td>
<td>3.23</td>
</tr>
</tbody>
</table>

When the pictorial approximated upper-bead shapes with M-2 shielding are compared with measured values, the semi-ellipse approximation is more accurate in general (Table 6-2 and Figure 6.4). It is apparent from Figure 6.4 that the semi-ellipse usually overestimates the actual deposit area and a parabola approximation has a tendency to understate the actual deposit area.

![Figure 6.4 Comparison of the actual and pictorial approximated (semi-ellipse and parabola) deposit areas with M-2 shielding.](image.png)
The C-25 shielding weld bead shape data were used to determined the appropriate lower-bead bay angle since C-25 shielding lower-bead shapes are more symmetrical and there are deeper bays in general. One hundred and ninety-two bay angles were measured (left and right sides of the lower-bead, 96 shapes X 2 angles/shape = 192 angles) and listed in Appendix VI. From the frequency diagram (histogram), Figure 6.5, most of the bay angles occur in the range of 15° and 30° with an overall mean value of 22.4° and standard deviation of 8.2°. Therefore, a value of \pi/8 (or 22.5°) is assumed to be the nominal bay angle (θ) for pictorial representation purposes.

Having fixed the bay angle at 22.5°, the area of lower-bead shape depends only on the bead width (BW), penetration (Pene) and bay length (t^{2.5}). The results of the areas approximated by conventional cosine and proposed double parabolic curves are tabulated in Table 6-3.

In general, a lower-bead bay angle of 22.5° should also be applied to the weld bead shape with M-2 shielding since the bay effect improves the lower-bead shape approximations significantly (Table 6-3). In addition to the double-parabola, the use of a double-ellipse to represent the lower-bead was also examined with the major axis of one ellipse defined by the bead width and the minor axis of the other ellipse determined by the penetration. The intersection of the two ellipses was fixed by the bay parameters (θ=22.5° & t^{2.5}). A comparison of this approximation with measured deposit area is listed in Table 6-3.
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Table 6-3 Comparison of Different Lower-Bead Area Algorithms.

<table>
<thead>
<tr>
<th>Shielding</th>
<th>Algorithm</th>
<th>Correlation Coefficient</th>
<th>Absolute Difference (mm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-25</td>
<td>Cosine Curve</td>
<td>0.898</td>
<td>2.73</td>
</tr>
<tr>
<td></td>
<td>Double-Ellipse</td>
<td>0.965</td>
<td>1.77</td>
</tr>
<tr>
<td></td>
<td>Double-Parabola</td>
<td>0.968</td>
<td>1.19</td>
</tr>
<tr>
<td>(mean A2=19.70mm²)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M-2</td>
<td>Cosine Curve</td>
<td>0.750</td>
<td>4.83</td>
</tr>
<tr>
<td></td>
<td>Double-Ellipse</td>
<td>0.926</td>
<td>2.44</td>
</tr>
<tr>
<td></td>
<td>Double-Parabola</td>
<td>0.931</td>
<td>1.78</td>
</tr>
<tr>
<td>(mean A2=14.71mm²)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

There is no doubt that the use of a double-parabola (with θ=22.5°) improves the accuracy of lower-bead shape approximation for both C-25 and M-2 shielding. This combination out-performs both the cosine and double-ellipse algorithms in the entire plate fusion area range. On the other hand, using the double-ellipse approximates the lower-bead shape better than a cosine curve but it is not as accurate as the double-parabola (Figures 6.6 & 6.7). It should be noticed that there is almost no difference between the double-ellipse or double-parabola pictorial representation where the plate fusion area is

Figure 6.6 Comparison of the actual and represented (cosine, ellipses and parabolas) plate fusion areas with C-25 shielding.
smaller than 25 mm². However, in the larger plate fusion area region, the use of the double-parabola is obviously more suitable. Some weld bead shape comparisons using the newly proposed algorithms (parabola-ellipse for the upper bead and double-parabola for the lower bead) are shown in Figures 6.8 & 6.9 and Appendix XI to provide some idea of how faithful the pictorial representation is to the actual shape.

Figure 6.7 Comparison of the actual and represented (cosine, ellipses and parabolas) plate fusion areas with M-2 shielding.

Figure 6.8 Experimental and approximated weld shape comparison (C-25 shielding).

Figure 6.9 Experimental and approximated weld shape comparison (M-2 shielding).
6.2.1.1 Comments about Bead Shape Continuity

It is generally believed that the real weld bead shape is continuous. However, in the case of parabola upper-bead (C-25 shielding) and double-parabola lower-bead approximations, the weld shape becomes first degree discontinuous at the plate surface where the upper- and lower-beads meet (Figure 6.10). Furthermore, the proposed lower-bead algorithm (double-parabola) introduces first degree discontinuity at the bay where the two parabolas intersect. A discontinuity between the upper- and lower-beads can be justified since most of the experimental weld shapes show sharp corners at the intersections. Nonetheless, the lower-bead double-parabola algorithm is just a close approximation. The discontinuity introduced by the intersection of the two parabolas is not realistic and can be smoothened by adding an extra curve. However, the extra complexity may not be justified because shape detail is usually not necessary.

6.3 Predicting C-25 Shielding Weld Bead Geometry

For predicting the C-25 shielding weld bead geometry using BPNs, thirty out of the original ninety-six sets of C-25 shielding weld bead geometry data were selected for training and the remainder was used for knowledge verification. They are listed in Appendix VI. The input to the BPN is arc current, voltage, wire travel speed, plate thickness and a bias value (which is always one - see Chapter 3, section 3.2.6). The output parameters are the weld bead dimensions, i.e., bead width, bead height, penetration.
lower-bead bay length (the bay angle is assumed to be constant - 22.5°), deposit area and plate fusion area.

A schematic representation of the network is shown in Figure 6.11 with the hidden network structure represented as a variable. The hidden network structure may contain either one or two hidden layers with a bias node. The output of the network is the relevant weld bead dimension, e.g., bead width, bead height, penetration, bay length at 22.5°, deposit or plate fusion areas.

![Diagram](image)

Figure 6.11 A schematic diagram of the BPN used for solving the weld bead geometry problem.

The initial weights were selected randomly between -0.5 and 0.5 as described in Chapter 3, Section 3.2.1. Step-declining learning and Fahlman's derivative were used for all tests. A moderate learning rate, momentum coefficient and RMS tolerance value were used (0.5, 0.25 and 0.05 respectively) and all data were normalized between 0.1 and 0.9 (Chapter 3, Section 3.3). In all tests, only the results of the best of three trials are reported because of the nature the of BPN method (Chapter 3, Section 3.3.1). All networks were initially trained with 21 (out of 30) sets of weld bead geometry data. The number of training patterns was increased until the desired accuracy was achieved - see Appendix VI.
6.3.1 Results and Discussion

It is likely that the relationships between the input welding conditions and the output weld bead dimensions would have different levels of complexity. Therefore, instead of using one large network to solve the entire C-25 shielding weld bead geometry problem, it is further simplified to six independent networks, i.e., each network is responsible for predicting one and only one weld bead dimension.

6.3.1.1 Bead Width - C-25 Shielding

Using a single-hidden layer network with five hidden nodes (including a bias node) and 21 training patterns, the network is able to predict bead width with reasonable precision (correlation coefficient = 0.903 and mean of difference = 0.60 mm or mean percentage error = 5%) - see Table 6-4 and Figure 6.12. The weights for this network are listed in Appendix XII.

![Graph showing comparison of predicted and measured bead width](image)

Figure 6.12 Comparison of BPN (single hidden layer and 5 hidden nodes) predicted bead width with experimental values (C-25).

<table>
<thead>
<tr>
<th># of Hidden Layers</th>
<th># of Nodes(^a) (1st/2nd layer)</th>
<th>Correlation Coefficient</th>
<th>Absolute Difference (mm)</th>
<th>Mean</th>
<th>S.D.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>0.852</td>
<td></td>
<td>0.81</td>
<td>0.76</td>
</tr>
<tr>
<td>1</td>
<td>5(^b)</td>
<td>0.903</td>
<td></td>
<td>0.60</td>
<td>0.55</td>
</tr>
<tr>
<td>2</td>
<td>5/3</td>
<td>0.858</td>
<td></td>
<td>0.77</td>
<td>0.75</td>
</tr>
</tbody>
</table>

Table 6-4 A Summary of (C-25) Bead Width Predictions Generated by Different Networks Using 21 Training Patterns (mean BW=12.32mm).

Notes: a) Bias node is included.

b) Weights of this network are listed in Appendix XII.
6.3.1.2 **Bead Height - C-25 Shielding**

The welding parameters and bead height are believed to be loosely related and there would likely be more uncertainty than the bead width-welding parameters relationship. In fact all networks trained with 21 and 23 patterns failed to perform the prediction accurately. Only the knowledge of a single-hidden layer network with 5 hidden nodes (containing bias node) acquired from 28 training patterns yielded acceptable results with a mean percentage error of 7% - see Table 6-5 and Figure 6.13. Weights of the network are included in Appendix XII. Networks with various

![Graph showing predicted vs. measured bead height](image)

**Figure 6.13** Comparison of BPN (single hidden layer and 5 hidden nodes) predicted bead height with experimental values (C-25).

<table>
<thead>
<tr>
<th># of Training Patterns</th>
<th># of Hidden Layers</th>
<th># of Hidden Nodes</th>
<th>Correlation Coefficient</th>
<th>Absolute Difference (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Mean</td>
</tr>
<tr>
<td>21</td>
<td>1</td>
<td>5</td>
<td>0.372</td>
<td>0.57</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>5/3</td>
<td>0.403</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>8/6</td>
<td>0.492</td>
<td>0.53</td>
</tr>
<tr>
<td>23</td>
<td>1</td>
<td>5</td>
<td>0.640</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>5/3</td>
<td>0.616</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>8/6</td>
<td>0.692</td>
<td>0.29</td>
</tr>
<tr>
<td>28</td>
<td>1</td>
<td>5$^b$</td>
<td>0.730</td>
<td>0.22</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>5/3</td>
<td>0.617</td>
<td>0.27</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>6/4</td>
<td>0.697</td>
<td>0.23</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>8/6</td>
<td>0.601</td>
<td>0.29</td>
</tr>
</tbody>
</table>

**Table 6-5** A Summary of (C-25) Bead Height Predictions Generated by Different Networks (mean BH=3.11mm).

Notes:  a) Bias node is included.
         b) Weights of this network are listed in Appendix XII.
hidden structures (maximum of 10 hidden nodes were used in each hidden layer) were trained 30 patterns. However, all learning failed to converge within 30000 epochs.

Where the network is kept, it is apparent that the knowledge acquired from 28 patterns always performs more accurately than the knowledge from either 21 or 23 patterns (Table 6-5). This strongly suggests that the selection of the number of training patterns should be done before choosing the hidden structure. In the end, it would seem that 18 training sets and a single-hidden layer 5-hidden node structure provides the best bead height prediction.

6.3.1.3 Penetration - C-25 Shielding

The knowledge gained from 21 training patterns was found to be adequate for predicting penetration. A two-hidden layer network with 8 and 6 hidden nodes (including bias nodes) was found to be the most appropriate structure with (mean percentage error of 12%). Values of 0.839 and 0.39 mm for the correlation coefficient and mean of difference respectively are reported in Table 6-6 and a plot of measured versus predicted penetration is shown in Figure 6.14. The network weights are listed in Appendix XII.

Figure 6.9 Comparison of BPN (2 hidden layers and 8&6 hidden nodes) predicted penetration with experimental values (C-25).
Table 6-6 A Summary of (C-25) Penetration Predictions Generated by Different Networks Using 21 Training Patterns (mean Pene=3.25mm).

<table>
<thead>
<tr>
<th># of Hidden Layers</th>
<th># of nodes (1st/2nd layer)*</th>
<th>Correlation Coefficient</th>
<th>Absolute Difference (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>0.802</td>
<td>0.45</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>0.821</td>
<td>0.44</td>
</tr>
<tr>
<td>2</td>
<td>5/3</td>
<td>0.733</td>
<td>0.62</td>
</tr>
<tr>
<td>2</td>
<td>8/6</td>
<td>0.838</td>
<td>0.39</td>
</tr>
</tbody>
</table>

Notes: a) Bias node is included.
       b) Weights of this network are listed in Appendix XII.

6.3.1.4 Bay Length - C-25 Shielding

As defined previously in Section 6.2, the use of double-parabola lower-bead shape algorithm requires bay information about the lower-bead. The bay length is the length from the center to the edge of the weld bead at 22.5°. Using only 21 sets of training data, reasonable prediction (7% mean error) could be obtained with a 2-hidden layer 4&3 hidden node (including bias node) network. The comparison of the network predicted bay length with the measured values is shown in Figure 6.15. The correlation coefficients and mean of absolute difference of different network structures tested are listed in Table 6-7. The accuracy of fusion area approximation using the predicted bay length is presented later in this chapter, Section 6.3.1.7.

Figure 6.15 Comparison of 2-hidden layer 4&3-hidden node BPN predicted bay length with experimental values (C-25).
Table 6-7  A Summary of (C-25) Bay Length at 22.5° Predictions Generated by Different Networks Using 21 Training Patterns (mean \( \bar{f}_{22.5} =3.02 \)mm).

<table>
<thead>
<tr>
<th># of Hidden Layers</th>
<th># of Nodes (1st/2nd layer)*</th>
<th>Correlation Coefficient</th>
<th>Absolute Difference (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>0.825</td>
<td>0.22</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>0.745</td>
<td>0.24</td>
</tr>
<tr>
<td>2</td>
<td>4/3⁴</td>
<td>0.836</td>
<td>0.20</td>
</tr>
<tr>
<td>2</td>
<td>5/3⁴</td>
<td>0.804</td>
<td>0.21</td>
</tr>
</tbody>
</table>

Notes: a) Bias node is included.

b) Weights of this network are listed in Appendix XII.

6.3.1.5 Deposit (Upper-Bead) Area - C-25 Shielding

The uncertainty in the bead height prediction is also reflected in the deposit (upper-bead) area prediction as might be expected since the two are closely associated. Therefore, the complexities and uncertainties between the welding conditions and bead height or deposit area are probably common. Twenty-one, twenty-five and thirty sets of data were used for training the deposit area networks. The results are summarized in Table 6-8. A single-hidden network with four hidden nodes (including bias node) and 25 training patterns produces the most accurate bay length prediction (mean error of 12%), as shown in Figure 6.16.

![Figure 6.16 Comparison of BPN (single hidden layer and 4 hidden nodes) predicted deposit area with experimental values (C-25).](image-url)
Table 6-8  A Summary of (C-25) Deposit (Upper-Bead) Area Predictions Generated by Different Networks (mean A1=27.14mm$^2$).

<table>
<thead>
<tr>
<th># of Training Patterns</th>
<th># of Hidden Layers</th>
<th># of Hidden Nodes*</th>
<th>Correlation Coefficient</th>
<th>Absolute Difference (mm$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Mean</td>
</tr>
<tr>
<td>21</td>
<td>1</td>
<td>4</td>
<td>0.652</td>
<td>5.62</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>5</td>
<td>0.532</td>
<td>6.46</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>5/3</td>
<td>0.543</td>
<td>6.36</td>
</tr>
<tr>
<td>25</td>
<td>1</td>
<td>4$^b$</td>
<td>0.795</td>
<td>3.32</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>5</td>
<td>0.650</td>
<td>4.92</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>5/3</td>
<td>0.696</td>
<td>3.36</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>6/4</td>
<td>0.713</td>
<td>4.22</td>
</tr>
<tr>
<td>30</td>
<td>1</td>
<td>5</td>
<td>0.707</td>
<td>3.76</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>5/3</td>
<td>0.711</td>
<td>3.38</td>
</tr>
</tbody>
</table>

Notes:  
a) Bias node is included.  
b) Weights of this network are listed in Appendix XII.

6.3.1.6  Plate Fusion (Lower-Bead) Area - C-25 Shielding

The BPN prediction of plate fusion area is similar to the BPN prediction of penetration as might be expected since these two parameters are closely associated. Twenty-one training patterns seems sufficient to provide the knowledge necessary for predicting the lower-bead area with C-25 shielding. A 2-hidden layer network with 5 and 3 hidden (including bias nodes) nodes in each hidden layer respectively provides the most reliable results (mean error of 12%). A comparison of the network predicted plate fusion areas with measured values is shown in Figure 6.17. A summary of the results of other network structures is included in Table 6-9.
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Table 6-9  A Summary of (C-25) Plate Fusion (Lower-Bead) Area Predictions Generated by Different Networks Using 21 Training Patterns (mean A2=19.70mm$^2$).

<table>
<thead>
<tr>
<th># of Hidden Layers</th>
<th># of Nodes (1st/2nd layer)$^a$</th>
<th>Correlation Coefficient</th>
<th>Absolute Difference (mm$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>0.803</td>
<td>3.24</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>0.832</td>
<td>2.98</td>
</tr>
<tr>
<td>2</td>
<td>5/3$^b$</td>
<td>0.895</td>
<td>2.32</td>
</tr>
</tbody>
</table>

Notes:  
  a) Bias node is included.  
  b) Weights of this network are listed in Appendix XII.

6.3.1.7 Pictorial Total Fusion Area Approximations Using Predicted Parameters

Finally, after all critical weld bead dimensions (BW, BH, Pene, $l^{22.5}$, A1 and A2) have been estimated by the networks, pictorial weld shape can be obtained by applying these dimensions to weld shape approximation algorithms as described in Section 6.2. Comparisons of the pictorial approximate upper- (parabola-ellipse) and lower-bead (double-parabola) areas using network predicted weld dimensions with the measured areas are included in Figures 6.18 & 6.19 respectively. In general, these shapes are more

![Figure 6.18](image1.png)  
**Figure 6.18** Comparison of parabola-ellipse approximated upper-bead shape using predicted dimensions with measured areas (C-25).

![Figure 6.19](image2.png)  
**Figure 6.19** Comparison of double-parabola approximated lower-bead shape using predicted dimensions with measured areas (C-25).
accurate than their conventional semi-ellipse - upper-bead and cosine - lower-bead counterparts. A summary of the results is included in Table 6-10.

For upper-bead approximate using network predicted weld dimensions (bead height and bead width), both correlation coefficient and mean of absolute difference suggest that the use of parabola-ellipse algorithm is the most appropriate (Table 6-10) among the three algorithms tested with a mean percentage error of 11%. These findings are consistent with those reported in Section 6.2.1 where the measured weld dimensions were used. A semi-ellipse shape always over-estimates the actual deposit area and a parabola shape usually underestimates the actual area. On the other hand, the use of a double-parabola arrangement (mean error of 13%) to approximate the lower-bead shape using predicted weld dimensions (bead width, penetration and bay length at 22.5°) clearly is better than the use of a cosine or double-ellipse shape. Comparisons of predicted with experimental weld

![Figure 6.20 Experimental and predicted weld shape approximation comparison (C-25 shielding).](image)

### Table 6-10 Comparison of Different Bead Shape Approximation Algorithms Using Predicted C-25 Weld Dimensions (BH, BW, Pene & \(T^{25}\)).

<table>
<thead>
<tr>
<th>Area</th>
<th>Algorithm</th>
<th>Correlation Coefficient</th>
<th>Absolute Difference (mm²)</th>
<th>Mean</th>
<th>S.D.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper-Bead</td>
<td>semi-ellipse</td>
<td>0.815</td>
<td></td>
<td>3.08</td>
<td>3.38</td>
</tr>
<tr>
<td>(mean A1=26.98mm²)</td>
<td>parabola</td>
<td>0.815</td>
<td></td>
<td>3.08</td>
<td>2.45</td>
</tr>
<tr>
<td></td>
<td>parabola-ellipse</td>
<td>0.837</td>
<td></td>
<td>2.94</td>
<td>2.41</td>
</tr>
<tr>
<td>Lower-Bead</td>
<td>cosine</td>
<td>0.884</td>
<td></td>
<td>3.00</td>
<td>2.90</td>
</tr>
<tr>
<td>(mean A2=19.70mm²)</td>
<td>double-ellipse</td>
<td>0.890</td>
<td></td>
<td>2.92</td>
<td>3.01</td>
</tr>
<tr>
<td></td>
<td>double-parabola</td>
<td>0.893</td>
<td></td>
<td>2.45</td>
<td>2.51</td>
</tr>
</tbody>
</table>
shapes are included in Figure 6.20 and Appendix XI.

6.4 Predicting M-2 Shielding Weld Bead Geometry

Twenty-five sets of data were selected from the original M-2 shielding weld bead geometry database (86 sets of data) for network training purposes (as listed in Appendix VI). As in the previous C-25 shielding weld bead geometry investigation, the network input contains arc current, voltage, wire travel speed, plate thickness and a bias value (which is always one - see Chapter 3, section 3.2.6). The output parameters are the weld bead dimensions, i.e., bead width, bead height, penetration, lower-bead bay length at 22.5°, deposit area and plate fusion area. Network knowledge verification is accomplished by using the remaining 66 weld bead geometry data sets.

The schematic network structure parallels to the geometry problem with C-25 shielding (Figure 6.11). Data were normalized between 0.1 and 0.9 (Chapter 3, Section 3.3). All of the learning parameters used are similar to those used in the C-25 shielding problem, i.e., learning rate, momentum coefficient and RMS error tolerance were 0.5, 0.25 and 0.05 respectively. Step-declining learning and Fahlman's derivative were used and the initial weights were set randomly between -0.5 and 0.5. The results reported were the best of three trials (Chapter 3, Section 3.3.1).

6.4.1 Results and Discussion

A summary of correlation coefficients for all weld bead dimensions (bead width, height, penetration, bay length, deposit and plate fusion areas) predictions is listed in Table 6-11. A table of means and standard deviations of absolute difference is also included for comparing the predicted and measured values (Table 6-12). The detailed comparisons of predicted and measured values (BW, BH, Pene, \( \ell^{2.5} \), A1 & A2) are also available in Figures 6.21 to 6.26. In general, 21 sets of data are sufficient for training in all cases. For predicting bead width and bead height, a single-layer network with six hidden nodes (including bias node) is the most appropriate. A seven-hidden node (including bias node)
single-hidden layer network is found to be the best structure for predicting deposit area and plate fusion area. For predicting penetration and bay length at 22.5°, a 5&3-hidden node (including bias nodes) 2-hidden layer network and a 5-hidden node (including bias node) single-hidden layer network are believed to be the best. All correlation coefficients of the results generated by the networks mentioned above are larger than 0.75 with the bead width prediction being the most accurate (correlation coefficient = 0.86). The weights of the networks described above are listed in Appendix XII.

Table 6-11 A Summary of Correlation Coefficients of M-2 Shielding Weld Bead Dimensions Predicted by Different Networks Using 21 Sets of Training Data.

<table>
<thead>
<tr>
<th># of Hidden Layers</th>
<th># of Hidden Nodes</th>
<th>Bead Width</th>
<th>Bead Height</th>
<th>Penetration</th>
<th>Bay Length</th>
<th>Deposit Area</th>
<th>Plate Fusion Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>0.764</td>
<td>0.635</td>
<td>0.703</td>
<td>0.608</td>
<td>0.822</td>
<td>0.778</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.842</td>
<td>0.729</td>
<td>0.728</td>
<td>0.755*</td>
<td>0.671</td>
<td>0.812</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td><strong>0.855</strong></td>
<td><strong>0.760</strong></td>
<td>0.742</td>
<td>0.728</td>
<td>0.828</td>
<td>0.847</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>0.823</td>
<td>0.743</td>
<td>0.750</td>
<td>0.565</td>
<td><strong>0.848</strong></td>
<td><strong>0.847</strong></td>
</tr>
<tr>
<td>2</td>
<td>4/3</td>
<td>0.694</td>
<td>0.643</td>
<td>0.749</td>
<td>0.421</td>
<td>0.644</td>
<td>0.826</td>
</tr>
<tr>
<td></td>
<td>5/3</td>
<td>0.829</td>
<td>0.731</td>
<td><strong>0.768</strong></td>
<td>0.636</td>
<td>0.761</td>
<td>0.800</td>
</tr>
</tbody>
</table>

Notes: 1) High-lighted values are the most accurate weld dimension predictions.
   a) The results of these entries are also plotted in Figures 6.21 to 6.26 respectively.

Table 6-12 A Summary of Means, Standard Deviations of Difference and Mean Percentage Errors of M-2 Shielding Weld Bead Dimensions Predicted by Different Networks Using 21 Sets of Training Data.

<table>
<thead>
<tr>
<th></th>
<th>BW (mm)</th>
<th>BH (mm)</th>
<th>Penc (mm)</th>
<th>A1 (mm²)</th>
<th>A2 (mm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td># of layers</td>
<td>mean</td>
<td>S.D.</td>
<td>mean</td>
<td>S.D.</td>
<td>mean</td>
</tr>
<tr>
<td># of nodes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1.23</td>
<td>0.99</td>
<td>0.30</td>
<td>0.30</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>1.29</td>
<td>0.95</td>
<td>0.30</td>
<td>0.30</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td><strong>0.85</strong></td>
<td><strong>0.79</strong></td>
<td><strong>0.25</strong></td>
<td><strong>0.24</strong></td>
<td>0.49</td>
</tr>
<tr>
<td></td>
<td>0.89</td>
<td>0.85</td>
<td>0.25</td>
<td>0.25</td>
<td>0.50</td>
</tr>
<tr>
<td>2</td>
<td>1.51</td>
<td>1.23</td>
<td>0.30</td>
<td>0.32</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>0.97</td>
<td>0.83</td>
<td>0.34</td>
<td>0.27</td>
<td><strong>0.47</strong></td>
</tr>
</tbody>
</table>

Note: 1) Bias node is included.
Figure 6.21 Comparison of predicted and measured bead width of M-2 shielding using 6-node 1-hidden layer network.

Figure 6.22 Comparison of predicted and measured bead height of M-2 shielding using 6-node 1-hidden layer network.

Figure 6.23 Comparison of predicted and measured penetration of M-2 shielding using 5&3-node 2-hidden layer network.

Figure 6.24 Comparison of predicted and measured bay length of M-2 shielding using 5-node 1-hidden layer network.

Figure 6.25 Comparison of predicted and measured deposit area of M-2 shielding using 7-node 1-hidden layer network.

Figure 6.26 Comparison of predicted and measured plate fusion area of M-2 shielding using 7-node 1-hidden layer network.
Predicting Weld Features Using ANN Technology

Figure 6.27 Comparison of ellipse approximated upper-bead shape with measured values (M-2).

Because some of the M-2 shielding weld shapes are irregular and unsymmetrical, the use of network predicted weld dimensions for approximating the bead shape is expected to be less accurate than those for the C-25 shielding weld shape (Table 6-13 and Figures 6.27 & 28). However, the pictorial approximation is still reasonable as shown in Figure 6.29 and Appendix XI. For the upper-bead shape, the conventional semi-ellipse and suggested parabola algorithms provide comparable results (mean error of 13%). The lower-bead shape is more accurately estimated by the newly proposed double-parabola algorithms with a mean error of 26%.

Figure 6.28 Comparison of double-parabola approximated lower-bead shape with measured values (M-2).

Figure 6.29 Experimental and predicted weld shape approximation comparison (M-2 shielding).
Table 6-13  Comparison of Different Bead Shape Approximation Algorithms Using Predicted M-2 Weld Dimensions (Bead Width, Bead Height, Penetration and Bay Length at 22.5°).

<table>
<thead>
<tr>
<th>Area</th>
<th>Algorithm</th>
<th>Correlation Coefficient</th>
<th>Absolute Difference (mm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>S.D.</td>
</tr>
<tr>
<td>Upper-Bead</td>
<td>semi-ellipse</td>
<td>0.836</td>
<td>7.50</td>
</tr>
<tr>
<td>(mean A1=28.76mm²)</td>
<td>parabola</td>
<td>0.836</td>
<td>7.56</td>
</tr>
<tr>
<td>Lower-Bead</td>
<td>cosine</td>
<td>0.570</td>
<td>11.82</td>
</tr>
<tr>
<td>(mean A2=14.71mm²)</td>
<td>double-ellipse</td>
<td>0.712</td>
<td>8.30</td>
</tr>
<tr>
<td></td>
<td>double-parabola</td>
<td>0.714</td>
<td>7.56</td>
</tr>
</tbody>
</table>

6.5 Including A Non-Quantitative Parameter in the BPN

As mentioned in Chapter 5, Section 5.2.2.2, a non-quantitative parameter can be included in the network as input (or output) parameter. For example, the welding process is included as one of the input parameters for predicting 800 to 500°C cooling time, numerical values such as 0.1, 0.5 and 0.9 can be designated to the SAW, SMAW and GMAW processes respectively. Similarly, shielding can be included in the GMAW weld bead geometry problem by assigning a distinctive value to each gas type (C-25 or M-2). This is demonstrated in the following study.

The schematic network structure is the same as that used for analyzing the weld bead geometry problem where the shielding gas is fixed (Figure 6.11), except that there is an additional input node for entering the shielding gas. Values of 0.9 and 0.1 are assigned for C-25 and M-2 shielding respectively. The selection of the values (0.9 and 0.1) is arbitrary but the values must be as distinct as possible.

The entire weld bead shape data base (96 sets of C-25 shielding data and 86 sets of M-2 shielding data) was used in this investigation. Forty-two sets of weld shape data (21 sets of data from each shielding, Appendix VI) were selected for network training purpose and the remaining sets were used for knowledge verification. All data were normalized between 0.1 and 0.9 (Chapter 3, Section 3.3). Learning rate, momentum coefficient and
RMS error tolerance used were 0.5, 0.25 and 0.05 respectively. Fahlman's derivative, modified dynamic and step-declining learning were employed. Only the results of the best of three trials were reported.

6.5.1 Results and Discussion

The correlation coefficients, means and standard deviations of absolute difference of the network predictions are tabulated in Tables 6-14 and 15 respectively and the weights of the most accurate prediction networks are listed in Appendix XII. Although the predictions are not as accurate as those analyzed with shielding fixed, the results are comparable. The results of these tests shows that non-quantitative parameters can also be included in a BPN approach.

Table 6-14 A Summary of Correlation Coefficients of C-25 and M-2 Shielding Weld Bead Dimensions Predicted by Different Networks Using 42 Sets of Training Data.

<table>
<thead>
<tr>
<th># of Hidden Layers</th>
<th># of Hidden Nodes</th>
<th>Bead Width</th>
<th>Bead Height</th>
<th>Penetration</th>
<th>Bay Length</th>
<th>Deposit Area</th>
<th>Plate Fusion Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>0.829b</td>
<td>NA*</td>
<td>0.833</td>
<td>0.817</td>
<td>0.762b</td>
<td>0.821</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0.765</td>
<td>0.635b</td>
<td>0.814</td>
<td>0.797</td>
<td>0.711</td>
<td>0.846</td>
</tr>
<tr>
<td>2</td>
<td>5/4</td>
<td>0.654</td>
<td>0.562</td>
<td>0.843b</td>
<td>0.777</td>
<td>0.744</td>
<td>0.841</td>
</tr>
<tr>
<td></td>
<td>6/4</td>
<td>0.755</td>
<td>0.571</td>
<td>0.812</td>
<td>0.820b</td>
<td>0.594</td>
<td>0.857b</td>
</tr>
<tr>
<td>C-25 or M-2 only</td>
<td></td>
<td>0.869</td>
<td>0.720</td>
<td>0.816</td>
<td>0.824</td>
<td>0.824</td>
<td>0.888</td>
</tr>
</tbody>
</table>

Notes: 1) The highlighted values are the most accurate weld dimension predictions.
   a) NA - not applicable because learning failed to converge.
   b) Weights of these entries are listed in Appendix XII.
   c) Details are listed in Tables 6-4 to 6-9 and 6-11.

The bead height prediction is the least accurate. This is consistent where only C-25 shielding is considered (Section 6.6.3.1.2). However, the penetration prediction seems more accurate than those where the shielding is fixed. The reduction in accuracy in other parameters is probably due to the increase in the complexity from the number of variables involved. The accuracy is inversely proportional to the number of parameters for a
constant RMS error tolerance level. Therefore, for accuracy reasons, the problem should be kept to a minimum size if possible.

Table 6-15  A Summary of Means and S.D.s of Difference of C-25 and M-2 Shielding Weld Bead Dimensions Predicted by Different Networks Using 42 Sets of Training Data.

<table>
<thead>
<tr>
<th># of Layers</th>
<th># of Nodes</th>
<th>BW (mm) Mean</th>
<th>BW (mm) S.D.</th>
<th>BH (mm) Mean</th>
<th>BH (mm) S.D.</th>
<th>Penetration (mm) Mean</th>
<th>Penetration (mm) S.D.</th>
<th>( \beta_{125} ) (mm) Mean</th>
<th>( \beta_{125} ) (mm) S.D.</th>
<th>( A_1 ) (mm(^2)) Mean</th>
<th>( A_1 ) (mm(^2)) S.D.</th>
<th>( A_2 ) (mm(^2)) Mean</th>
<th>( A_2 ) (mm(^2)) S.D.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>12.39</td>
<td>0.68c</td>
<td>3.08</td>
<td>0.60</td>
<td>3.05</td>
<td>0.28</td>
<td>2.78</td>
<td>0.25</td>
<td>27.90</td>
<td>0.30</td>
<td>17.34</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>1.06</td>
<td>0.36b</td>
<td>0.99</td>
<td>0.34</td>
<td>0.42</td>
<td>0.39</td>
<td>0.42</td>
<td>0.30</td>
<td>4.38b</td>
<td>0.39</td>
<td>3.12</td>
<td>0.29</td>
</tr>
<tr>
<td>2</td>
<td>5/4</td>
<td>1.24</td>
<td>0.34</td>
<td>1.34</td>
<td>0.30</td>
<td>0.38b</td>
<td>0.34</td>
<td>0.31</td>
<td>0.29</td>
<td>4.58c</td>
<td>0.30</td>
<td>3.14</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td>6/4</td>
<td>1.09</td>
<td>0.29</td>
<td>0.89</td>
<td>0.27</td>
<td>0.41</td>
<td>0.40</td>
<td>0.29b</td>
<td>0.26</td>
<td>5.48</td>
<td>0.74</td>
<td>3.92b</td>
<td>2.68</td>
</tr>
<tr>
<td>C-25 or M-2 only*</td>
<td>0.72</td>
<td>0.68</td>
<td>0.24</td>
<td>0.68</td>
<td>0.24</td>
<td>0.43</td>
<td>0.41</td>
<td>0.29</td>
<td>0.28</td>
<td>3.36</td>
<td>0.12</td>
<td>2.46</td>
<td>0.26</td>
</tr>
</tbody>
</table>

Notes: 1) The highlighted values are the most accurate weld dimension predictions.
   a) NA - not applicable because learning failed to converge.
   b) Weights of these entries are listed in Appendix XII.
   c) Details are listed in Tables 6-4 to 6-9 and 6-12.

6.6 The Inverse Geometry Problem - Predicting Welding Parameters Given the Weld Bead Dimensions

Controlling the welding parameters to achieve a desired weld bead shape is the problem of major interest to most practitioners. However, the problem is non-trivial because there may be more than one set of welding conditions that can provide a certain weld shape. Therefore, conventional regression techniques may not be easily applied. The BPN technique described in this report may be used and the problem is termed the inverse weld bead network. Some researchers [6-7] have reported using BPN to estimate optimal welding conditions (arc current, voltage and wire travel speed) for achieving certain weld bead characteristics (bead height, bead width and penetration). This work applied specifically to the gas tungsten arc process (Chapter 1, Section 1.3). However, this work was limited to a single plate thickness (0.125 inches) and narrowly defined welding conditions. Furthermore, the author of this study believes that the use of bead width,
height and penetration may be not descriptive enough to use in practice. The bay shape was important and was not considered in the study.

Moreover, different practitioners may need to define one or another weld bead differently. For example, instead of defining a weld bead by its width, height, penetration and bay length, the interest may be in deposit or fusion areas, etc. Therefore, the extent of this study provides more choices for estimating near welding conditions given the plate thickness (range of plate thickness is listed in Table 6-1) and weld bead characteristics. For the input to the inverse weld bead networks, the weld bead can be defined by:

1) bead width, bead height, penetration and bay length at 22.5°,
2) bead width, penetration and plate fusion area,
3) bead width, penetration, deposit area and plate fusion area, or
4) bead width, deposit area and plate fusion area,

which is the plate thickness.

![Diagram](image)

**Figure 6.30** A schematic diagram of the BPN tested for solving the inverse weld bead problem.

A schematic diagram of the network used in this part of the study is shown in Figure 6.30. The input layer is defined by the weld bead characteristics and plate thickness. The hidden structure is composed of one or two hidden layers with various
hidden nodes. The output layer contains arc current, voltage and wire travel speed. Bias nodes are included in all hidden and input layers. Twenty-one out of ninety-six sets (C-25 shielding) weld bead data were used for training (Appendix VI). The normalization range for all data is between 0.1 and 0.9 (Chapter 3, Section 3.3). Learning rate, momentum coefficient and RMS error tolerance used were 0.5, 0.25 and 0.05 respectively. Fahlman’s derivative, modified dynamic and step-declining learning were employed. Only the results of the best of three trials were reported.

6.6.1 Results and Discussion

A single network (instead of three separate networks as previously used) was used to estimate weld specifications (arc current, voltage and wire travel speed) for a given specific set of weld bead characteristics because it is believed that the welding parameters and weld characteristics are somewhat inter-related and the solution (welding parameters) should always be considered as a set. Therefore, solving all three parameters with one network is the more logical approach. However, in order to compensate for the complexity of the welding parameters-weld dimensions relationship, a larger network structure is required to accommodate the extra information. As the network size increases, the learning time increases exponentially because the number of weight combinations increases significantly.

6.6.1.1 Welding Conditions Estimated from BW, BH, PenE and \( t^{2.5} \)

It is conventional to define a weld bead by its width, height and penetration. However, with the extra lower-bead bay information \( (t^{2.5}) \), the weld bead description is more complete. The results of various networks tested are summarized in Table 6-16. A 64-hidden node 2-hidden layer network generates the most accurate overall estimation with a correlation coefficient value of 0.986. Comparisons of estimated arc current, voltage and wire travel speed with the measured values are included in Figures 6.31 to 6.33.
Table 6-16 Summary of Estimates of Welding Parameters from Various Networks Using BW, BH, Pene, $r^{22.5}$ and $h$, for C-25 Shielding.

<table>
<thead>
<tr>
<th># of Hidden Layers (nodes)</th>
<th>Arc Current (amperes)</th>
<th>Arc Voltage (volts)</th>
<th>Wire Travel Speed (mm/s)</th>
<th>Overall Correlation Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correlation Coefficient</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 (4)</td>
<td>0.808</td>
<td>0.838</td>
<td>0.713</td>
<td>0.981</td>
</tr>
<tr>
<td>1 (5)</td>
<td>0.736</td>
<td>0.863</td>
<td>0.661</td>
<td>0.977</td>
</tr>
<tr>
<td>2 (5/3)</td>
<td>0.830</td>
<td>0.895</td>
<td>0.728</td>
<td>0.985</td>
</tr>
<tr>
<td>2 (5/4)</td>
<td>0.838</td>
<td>0.848</td>
<td>0.758</td>
<td>0.985</td>
</tr>
<tr>
<td>2 (6/3)</td>
<td>0.784</td>
<td>0.825</td>
<td>0.727</td>
<td>0.980</td>
</tr>
<tr>
<td>2 (6/4)*</td>
<td><strong>0.839</strong></td>
<td><strong>0.862</strong></td>
<td><strong>0.773</strong></td>
<td><strong>0.986</strong></td>
</tr>
<tr>
<td>2 (6/5)</td>
<td>0.837</td>
<td>0.843</td>
<td>0.724</td>
<td>0.985</td>
</tr>
<tr>
<td>Mean</td>
<td>-</td>
<td>221.56</td>
<td>33.15</td>
<td>6.66</td>
</tr>
<tr>
<td>Mean (S.D.) of Absolute Difference</td>
<td>1 (4)</td>
<td>23.40 (24.97)</td>
<td>2.36 (3.47)</td>
<td>0.92 (1.46)</td>
</tr>
<tr>
<td></td>
<td>1 (5)</td>
<td>26.87 (25.26)</td>
<td>2.22 (2.15)</td>
<td>1.52 (1.20)</td>
</tr>
<tr>
<td></td>
<td>2 (5/3)</td>
<td>26.71 (21.44)</td>
<td>1.98 (1.70)</td>
<td>1.02 (0.81)</td>
</tr>
<tr>
<td></td>
<td>2 (5/4)</td>
<td>21.77 (22.31)</td>
<td>2.31 (2.32)</td>
<td>1.09 (0.84)</td>
</tr>
<tr>
<td></td>
<td>2 (6/3)</td>
<td>23.54 (27.12)</td>
<td>2.51 (2.38)</td>
<td>1.02 (0.88)</td>
</tr>
<tr>
<td></td>
<td>2 (6/4)*</td>
<td><strong>20.29</strong> (20.31)</td>
<td><strong>2.24</strong> (1.97)</td>
<td><strong>0.83</strong> (0.68)</td>
</tr>
<tr>
<td></td>
<td>2 (6/5)</td>
<td>24.22 (20.48)</td>
<td>2.61 (2.31)</td>
<td>1.22 (0.94)</td>
</tr>
</tbody>
</table>

Notes: 1) Highlighted values are the closest estimations.  
a) The weights of this entry can be found in Appendix XII.

Figure 6.31 Comparison of measured arc current with values estimated by BPN using BW, BH, Pene, $r^{22.5}$ and $h$.

Figure 6.32 Comparison of measured arc voltage with values estimated by BPN using BW, BH, Pene, $r^{22.5}$ and $h$. 

Chapter 6 Predicting Bead Geometry with BPNs
6.6.1.2 Welding Conditions Estimated Using BW, Pene and A2

Sometimes in practice, the filler metal (deposited material) is eliminated (ground off) to provide a smooth surface. Therefore, the bead height and deposit area become less important. In this case, the weld bead characteristics - bead width, penetration and plate fusion area can be used for defining the input space to the network. They are specially chosen to fix the plate fusion parameters where there is no interest in the geometry developed above the plate surface. The results from various networks test 1 are listed in Table 6-17. In general, a 6&4 hidden node 2-hidden layer network provides the most accurate welding condition.
estimates using bead width, penetration and plate fusion area. Estimated and measured welding parameters comparisons are similar to those shown in Figures 6.31 to 6.33 and are included in Figures 6.34 to 6.36.

Figure 6.35 Comparison of measured voltage with values estimated by BPN using BW, Pene, A2 and h.  

Figure 6.36 Comparison of measured wire travel speed with values estimated by BPN using BW, Pene, A2 and h.

Table 6-17 Summary of Estimates of Welding Parameters from Various Networks Using BW, Pene, A2 and h, for C-25 Shielding.

<table>
<thead>
<tr>
<th># of Hidden Layers (nodes)</th>
<th>Arc Current (amperes)</th>
<th>Arc Voltage (volts)</th>
<th>Wire Travel Speed (mm/s)</th>
<th>Overall Correlation Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correlation Coefficient</td>
<td>1 (5)</td>
<td>0.832</td>
<td>0.830</td>
<td>0.748</td>
</tr>
<tr>
<td></td>
<td>1 (6)</td>
<td>0.795</td>
<td>0.850</td>
<td>0.689</td>
</tr>
<tr>
<td></td>
<td>1 (7)</td>
<td>0.795</td>
<td>0.845</td>
<td>0.631</td>
</tr>
<tr>
<td></td>
<td>2 (5/4)</td>
<td>0.757</td>
<td>0.780</td>
<td>0.669</td>
</tr>
<tr>
<td></td>
<td>2 (6/4)*</td>
<td>0.876</td>
<td>0.860</td>
<td>0.759</td>
</tr>
<tr>
<td></td>
<td>2 (6/5)</td>
<td>0.817</td>
<td>0.833</td>
<td>0.701</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td>221.56</td>
<td>33.15</td>
<td>6.66</td>
</tr>
<tr>
<td>Mean (S.D.)</td>
<td>1 (7)</td>
<td>22.97 (22.12)</td>
<td>2.68 (2.26)</td>
<td>1.02 (0.77)</td>
</tr>
<tr>
<td>of Absolute Difference</td>
<td>1 (6)</td>
<td>24.90 (26.03)</td>
<td>2.27 (2.32)</td>
<td>1.24 (1.09)</td>
</tr>
<tr>
<td></td>
<td>1 (7)</td>
<td>24.64 (25.82)</td>
<td>2.38 (2.18)</td>
<td>1.42 (1.28)</td>
</tr>
<tr>
<td></td>
<td>2 (5/4)</td>
<td>26.91 (25.82)</td>
<td>2.99 (2.59)</td>
<td>1.17 (0.91)</td>
</tr>
<tr>
<td></td>
<td>2 (6/4)*</td>
<td>18.67 (17.05)</td>
<td>2.03 (2.21)</td>
<td><strong>0.89 (0.73)</strong></td>
</tr>
<tr>
<td></td>
<td>2 (6/5)</td>
<td>23.96 (23.25)</td>
<td>2.32 (2.28)</td>
<td>1.03 (0.87)</td>
</tr>
</tbody>
</table>

Notes: 1) Highlighted values are the closest estimations.  
a) The weights of this entry can be found in Appendix XII.
6.6.1.3 Welding Conditions Estimates Using BW, Pene, A1 and A2

In some cases deposit area together with bead width, penetration, plate fusion area and plate thickness are convenient in practice to describe a desired weld bead. The input space to the network is similar to the one mentioned in the previous section with the addition of the deposit area constraint. The results from different networks are listed in Table 6-18. A 6&4-hidden node 2-hidden layer network is recommended. The weights of this network are listed in Appendix XII. Comparisons of the network predicted and measured values are included in Figures 6.37 to 6.39.

Figure 6.37 Comparison of measured current with values estimated by BPN using BW, Pene, A1, A2 and \( h \).

Figure 6.38 Comparison of measured voltage with values estimated by BPN using BW, Pene, A1, A2 and \( h \).

Figure 6.39 Comparison of measured wire travel speed with values estimated by BPN using BW, Pene, A1, A2 and \( h \).
Table 6-18  Summary of Estimates of Welding Parameters from Various Networks Using BW, Pene, A1, A2 and \( h \), for C-25 Shielding.

<p>| # of Hidden | Arc Current | Arc Voltage | Wire Travel | Overall |</p>
<table>
<thead>
<tr>
<th>Layers (nodes)</th>
<th>(amperes)</th>
<th>(volts)</th>
<th>Speed (mm/s)</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correlation Coefficient</td>
<td>1 (4)</td>
<td>0.758</td>
<td>0.832</td>
<td>0.668</td>
</tr>
<tr>
<td></td>
<td>1 (5)</td>
<td>0.796</td>
<td>0.752</td>
<td>0.672</td>
</tr>
<tr>
<td></td>
<td>1 (6)</td>
<td>0.777</td>
<td>0.676</td>
<td>0.602</td>
</tr>
<tr>
<td></td>
<td>2 (5/4)</td>
<td>0.810</td>
<td>0.791</td>
<td>0.666</td>
</tr>
<tr>
<td></td>
<td>2 (6/3)</td>
<td>0.718</td>
<td>0.775</td>
<td>0.562</td>
</tr>
<tr>
<td></td>
<td>2 (6/4)*</td>
<td><strong>0.848</strong></td>
<td><strong>0.854</strong></td>
<td><strong>0.750</strong></td>
</tr>
<tr>
<td></td>
<td>2 (6/5)</td>
<td>0.789</td>
<td>0.830</td>
<td>0.658</td>
</tr>
<tr>
<td>Mean</td>
<td>-</td>
<td>221.56</td>
<td>33.15</td>
<td>6.66</td>
</tr>
<tr>
<td>Mean (S.D.) of Absolute Difference</td>
<td>1 (4)</td>
<td>27.59 (26.19)</td>
<td>2.51 (2.34)</td>
<td>1.15 (0.98)</td>
</tr>
<tr>
<td></td>
<td>1 (5)</td>
<td>25.89 (24.15)</td>
<td>3.08 (2.69)</td>
<td>1.25 (1.02)</td>
</tr>
<tr>
<td></td>
<td>1 (6)</td>
<td>27.88 (28.54)</td>
<td>3.55 (3.45)</td>
<td>1.47 (1.36)</td>
</tr>
<tr>
<td></td>
<td>2 (5/4)</td>
<td>23.52 (34.58)</td>
<td>2.76 (2.63)</td>
<td>1.17 (1.06)</td>
</tr>
<tr>
<td></td>
<td>2 (6/3)</td>
<td>32.29 (30.43)</td>
<td>3.04 (2.82)</td>
<td>1.54 (1.35)</td>
</tr>
<tr>
<td></td>
<td>2 (6/4)*</td>
<td>22.46 (22.78)</td>
<td>2.37 (2.15)</td>
<td>1.09 (0.92)</td>
</tr>
<tr>
<td></td>
<td>2 (6/5)</td>
<td>27.11 (26.71)</td>
<td>2.54 (2.46)</td>
<td>1.28 (1.19)</td>
</tr>
</tbody>
</table>

Notes: 1) Highlighted values are the closest estimations.
   a) The weights of this entry can be found in Appendix XII.

6.6.1.4 Welding Conditions Estimates Using BW, A1 and A2

Using bead width, deposit area and plate fusion area to define the weld bead is believed to be the most simplified form since there is no constraint regarding the height or penetration. The results are tabulated in Table 6-19. A 6-hidden node single-hidden layer network is found to be the most appropriate in this case and the weights are listed in Appendix XII. The comparisons of estimated and measured welding parameters are included in Figures 6.40 to 6.42.

Figure 6.40 Comparison of measured current with values estimated by BPN using BW, A1, A2 and \( h \).
Predicting Weld Features Using ANN Technology

Figure 6.41 Comparison of measured voltage with values estimated by BPN using BW, A₁, A₂ and hₑ.

Figure 6.42 Comparison of measured wire travel speed with values estimated by BPN using BW, A₁, A₂ and hₑ.

Table 6-19 Summary of Estimates of Welding Parameters from Various Networks Using BW, A₁, A₂ and hₑ for C-25 Shielding.

<table>
<thead>
<tr>
<th># of Hidden Layers (nodes)</th>
<th>Arc Current (amperes)</th>
<th>Arc Voltage (volts)</th>
<th>Wire Travel Speed (mm/s)</th>
<th>Overall Correlation Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correlation Coefficient</td>
<td>1 (5)</td>
<td>0.688</td>
<td>0.695</td>
<td>0.611</td>
</tr>
<tr>
<td></td>
<td>1 (6)*</td>
<td>0.766</td>
<td>0.855</td>
<td>0.705</td>
</tr>
<tr>
<td></td>
<td>2 (5/4)</td>
<td>0.716</td>
<td>0.780</td>
<td>0.599</td>
</tr>
<tr>
<td></td>
<td>2 (6/4)</td>
<td>0.752</td>
<td>0.849</td>
<td>0.689</td>
</tr>
<tr>
<td></td>
<td>2 (7/5)</td>
<td>0.705</td>
<td>0.763</td>
<td>0.631</td>
</tr>
<tr>
<td>Mean</td>
<td>-</td>
<td>221.56</td>
<td>33.15</td>
<td>6.66</td>
</tr>
<tr>
<td>Mean (S.D.)</td>
<td>1 (5)</td>
<td>29.30 (28.75)</td>
<td>3.33 (3.07)</td>
<td>1.29 (0.99)</td>
</tr>
<tr>
<td></td>
<td>1 (6)*</td>
<td>24.31 (27.09)</td>
<td>2.31 (2.17)</td>
<td>1.03 (1.02)</td>
</tr>
<tr>
<td>Absolute Difference</td>
<td>2 (5/4)</td>
<td>27.01 (29.56)</td>
<td>2.45 (2.88)</td>
<td>1.16 (1.01)</td>
</tr>
<tr>
<td></td>
<td>2 (6/4)</td>
<td>25.62 (27.25)</td>
<td>2.36 (2.29)</td>
<td>1.03 (0.95)</td>
</tr>
<tr>
<td></td>
<td>2 (7/5)</td>
<td>29.84 (29.68)</td>
<td>2.96 (2.98)</td>
<td>1.20 (1.13)</td>
</tr>
</tbody>
</table>

Notes: 1) Highlighted values are the closest estimations.
   a) The weights of this entry can be found in Appendix XII.
6.6.1.5 Comparing the Four Different Weld Bead Criteria

It is to be expected that the use of weld bead defined by its width, deposit area, plate fusion area and plate thickness to estimate the appropriate welding parameters would yield the least accurate results because the definitions contain the least information and constraints. On the other hand, the use of traditional weld bead definitions (bead width, bead height, penetration, bay length at 22.5° and plate thickness) offers the best results since the definitions are the most complete and descriptive. The use of bead width, penetration, deposit area, plate fusion area and plate thickness to estimate the welding parameters generates comparable results because deposit area seems somewhat coupled to bead height (Section 6.2) and plate fusion area can be closely described by penetration and bay length at 22.5° (Section 6.2).

The most accurate welding condition estimates are provided by using only bead width, penetration and plate fusion area when the upper-bead is not included. Eliminating the upper-bead for the flat plate (ground bead) situation gives the network more flexibility in selecting the most appropriate welding conditions. Furthermore, as mentioned in Sections 6.3.1.2 and 6.3.1.5, the experimental upper-bead information is somewhat uncertain. By neglecting the upper-bead information, some of the uncertainties of the upper-bead information can be avoided and hence a better result can be achieved.

The use of inverse weld bead networks provides near approximations to the welding conditions necessary for generating desired weld shapes as shown in Figures 6.43 to 6.45. Table 6-20 shows network predicted weld bead dimensions using the estimations of welding conditions when compared to the desired weld bead

Figure 6.43 Comparison of the desired and expected bead width using the results of the BW, Pene & A2 inverse network.
dimensions. In other words, the desired weld bead dimensions are submitted to the inverse networks, the results (welding conditions) of the inverse network are then used to predict weld bead dimensions and the final output (networks predicted weld bead dimensions) are in turn compared with the original desired dimensions. Figures 6.43 to 6.45 compare the desired and expected weld dimensions (predicted from the welding parameters of the BW, Pene & A2 inverse network). The networks used for weld bead geometry and inverse weld bead problems are those described in Sections 6.3.1.1 to 6.3.1.6 and Sections 6.6.1.1 to 6.6.1.4 respectively. Some sample estimated and desired weld bead dimensions are included in Appendix XIII.

![Graph 1](image1.png) ![Graph 2](image2.png)

Figure 6.44 Comparison of the desired and expected penetration using the results of the BW, Pene & A2 inverse network. Figure 6.45 Comparison of the desired and expected plate fusion area using the results of the BW, Pene & A2 inverse network.

All the inverse weld bead networks presented in Table 6-20 provide close weld bead dimension predictions from of welding conditions. The average performance of inverse network ‘B’ (estimated by using BW, Pene, A2 and hₙ) is the best among the results of the four networks examined with a correlation coefficient of every weld dimension over 0.70. The weld bead dimension predictions using welding conditions from the traditional weld bead definitions (BW, BH, Pene, l²/₅ & hₙ) offer excellent accuracy for
bead width, penetration and lower-bead bay length at 22.5°. However, the results of these same networks suggest less accurate bead height and deposit area predictions. The difficulties can be traced back to the original experimental weld data as described in Section 6.3.1.2.

Table 6-20 The Summary of Weld Bead Dimensions Predicted by Using the Estimated Welding Conditions for C-25 Shielding.

<table>
<thead>
<tr>
<th>Inverse Network</th>
<th>Bead Width (mm)</th>
<th>Bead Height (mm)</th>
<th>Penetration (mm)</th>
<th>Bay Length (mm)</th>
<th>Deposit Area (mm²)</th>
<th>Plate Fusion Area (mm²)</th>
<th>Overall Corr. Coeff.</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.858</td>
<td>0.671</td>
<td>0.857</td>
<td>0.841</td>
<td>0.677</td>
<td>0.913</td>
<td>0.958</td>
</tr>
<tr>
<td>B</td>
<td>0.892</td>
<td>0.717</td>
<td>0.807</td>
<td>0.848</td>
<td>0.728</td>
<td>0.886</td>
<td>0.966</td>
</tr>
<tr>
<td>C</td>
<td>0.839</td>
<td>0.694</td>
<td>0.796</td>
<td>0.524</td>
<td>0.722</td>
<td>0.868</td>
<td>0.964</td>
</tr>
<tr>
<td>D</td>
<td>0.806</td>
<td>0.783</td>
<td>0.805</td>
<td>0.656</td>
<td>0.832</td>
<td>0.871</td>
<td>0.969</td>
</tr>
</tbody>
</table>

Notes: 1) The weld bead geometry problem networks are described in Sections 6.3.1.1 to 6.3.1.6. A) The inverse network input is BW, BH, Pene, \( \tilde{R}^{2.5} \) and \( h_t \) (Section 6.6.1.1). B) The inverse network input is BW, Pene, A2 and \( h_t \) (Section 6.6.1.2). C) The inverse network input is BW, Pene, A1, A2 and \( h_t \) (Section 6.6.1.3). D) The inverse network input is BW, A1, A2 and \( h_t \) (Section 6.6.1.4).

### 6.7 Effect of Plate Thickness on Weld Dimensions

The weld bead geometry of GMAW is closely related to the arc heat input, shielding gas, electrode and joint geometry since all these parameters affect the heat flow during welding. The effect of heat input can be viewed in terms of the parameters: current, voltage and wire travel speed because each parameter has an effect on the weld bead geometry. Furthermore, the electrode effect is usually characterized by its polarity, diameter and extension (distance between the workpiece and the electrode nozzle). In general, as the heat input increases so do the weld dimensions. Therefore, weld dimensions increase with increasing arc current and voltage or decreasing wire travel speed and electrode extension. Negative polarity and smaller electrode diameter usually result in
deeper penetration. Shielding gas influences the workpiece surrounding environment and hence the heat transfer. Joint geometry directly affects the heat flow within the workpiece.

The effects of the welding parameters discussed above have been studied and reported by many researchers [6-8,9,10,11], except for the effect of the workpiece thickness, since most investigation have been assumed thick plate situations (described in Chapter 1, Section 1.1.1.2). This part of the study is intended to provide a preliminary investigation regarding the effect of plate thickness on weld bead geometry. The weld bead geometry prediction models developed previously in this Chapter (Sections 6.3 & 6.4 and the weights of the networks are listed in Appendix XII) are used in this analysis.

6.7.1 Results and Discussion

In general, the effect of plate thickness is not as great as those of arc current, voltage or wire travel speed (Table 6-21). By doubling the plate thickness, the bead width only increases by some 5%. Moreover, from the same Table, where input energy is held constant, various welding parameters affect the bead width for C-25 shielding differently. The greatest effect on bead width is arc current while wire travel speed has the least effect.

Table 6-21 Comparison of the Effects of Welding Parameters on C-25 Bead Width.

<table>
<thead>
<tr>
<th>Current $I_c$ (amperes)</th>
<th>Voltage $V_o$ (volts)</th>
<th>Speed $S_p$ (mm/s)</th>
<th>Input Energy $Q$ (kJ)</th>
<th>Thickness $h_i$ (mm)</th>
<th>Bead Width $BW$ (mm)</th>
<th>% Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>160</td>
<td>25</td>
<td>5</td>
<td>0.80</td>
<td>6.5</td>
<td>9.06</td>
<td>83</td>
</tr>
<tr>
<td>320</td>
<td>25</td>
<td>5</td>
<td>1.60</td>
<td>6.5</td>
<td>16.61</td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>20</td>
<td>5</td>
<td>0.80</td>
<td>6.5</td>
<td>10.37</td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>40</td>
<td>5</td>
<td>1.60</td>
<td>6.5</td>
<td>14.91</td>
<td></td>
</tr>
<tr>
<td>320</td>
<td>25</td>
<td>10</td>
<td>0.80</td>
<td>6.5</td>
<td>15.34</td>
<td></td>
</tr>
<tr>
<td>320</td>
<td>25</td>
<td>5</td>
<td>1.60</td>
<td>6.5</td>
<td>16.61</td>
<td>44</td>
</tr>
<tr>
<td>160</td>
<td>25</td>
<td>5</td>
<td>0.80</td>
<td>6.5</td>
<td>9.06</td>
<td></td>
</tr>
<tr>
<td>160</td>
<td>25</td>
<td>5</td>
<td>0.80</td>
<td>13</td>
<td>9.45</td>
<td>4.3</td>
</tr>
</tbody>
</table>

The following observations are based on a specific set of intermediate welding conditions ($I_c=200$ amperes, $V_o=25$ volts, $S_p=5$ mm/s and with C-25 shielding). This covers the three different heat flow situations (2-D, 2.5-D & 3-D as described in Section.
1.1.1.2 and Equations 1-12) evenly when the plate thickness increases from 6.5 mm to 15.5 mm. For GMAW, a 70% process efficiency ($\eta_{\text{pro}}$) [6-12] is used for calculating the relative thickness ($H_r$). In this case, plate thicknesses less than 7.5 mm can be considered to be 2-D, while plate thicknesses greater than 13.6 mm are 3-D and plate thicknesses between 7.5 mm and 13.6 mm are said to be 2.5-D. The predicted weld dimensions are listed in Appendix XIII. The effect of the plate thickness on the bead width, bead height, penetration, bay length, deposit area and fusion area are shown in Figures 6.46 & 6.47.

From Figure 6.46, bead width seems to increase with the plate thickness. However, the plate thickness does not have any significant effect on the bead height, penetration or bay length although some variation is observed in the 2.5-D region. The most significant effect caused by plate thickness seems to be on the

---

**Figure 6.46** The effect of plate thickness on bead width, height, penetration and bay length for $I_a=200$ amperes, $V_o=25$ volts, $S_p=5$ mm/s and with C-25 shielding.

**Figure 6.47** The effect of plate thickness on deposit area and plate fusion area for $I_a=200$ amperes, $V_o=25$ volts, $S_p=5$ mm/s and with C-25 shielding.
deposit area (Figure 6.47). In the 2-D situation, the deposit area decreases significantly with increasing plate thickness but its effect seems to taper off in the 2.5- and 3-D regions. Yet, plate thickness seems to have a slightly positive effect on the plate fusion area.

6.8 Chapter Summary

For estimating the upper-bead (deposit area) shape of C-25 shielding, if the deposit area is greater than 40 mm², a semi-ellipse (determined by bead width and height) is the most appropriate choice. Otherwise a parabola is the better choice (deposit area is greater than 40 mm²). However, for the pictorial representation of the upper-bead shape of M-2 shielding, a semi-ellipse usually provides a closer approximation. On the other hand, the pictorial approximation of the lower-bead (plate fusion area) of both C-25 and M-2 shielding can be accurately represented by two parabolas, one rotated 90° (defined by bead width and penetration). Furthermore, the intersection of the two parabolas is located by the bay angle (22.5° from the horizontal plane) and length (from the center to the weld edge at this angle).

For solving the weld bead geometry problem where C-25 is the shielding, six networks are required and each one of them is responsible for one and only one of the weld dimensions. The network structure for each weld dimension is listed in Table 6-22 and weights are included in Appendix XII. Most of the network predictions provide reasonable accuracy except for the upper-bead parameters (bead height and deposit area). Similarly, the weld bead geometry problem for M-2 shielding requires six individual networks which are also listed in Table 6-22 and Appendix XII. It has also been shown that the M-2 and C-25 shielding weld bead geometry problems can be combined and solved with the BPN technique using the shielding gas as one of the input parameters. However, prediction accuracy is sacrificed by so doing.

Estimating the welding conditions given the weld bead characteristics can also be achieved with BPN method. Four networks are proposed for estimating the near welding conditions given different input weld dimension requirements (Table 6-23 and Appendix
XIII). The best accuracy is found by using bead width, penetration, plate fusion area and plate thickness. Because welding conditions to weld bead shape relationship is non-trivial, i.e., more than one set of welding conditions is able to provide the desired weld shape, the set of welding parameters are treated as a unique solution and hence all inverse networks contain three output parameters (arc current, voltage and wire travel speed).

Table 6-22 Networks Used for Predicting Weld Bead Dimensions with C-25 and M-2 Shielding.

<table>
<thead>
<tr>
<th>Shielding</th>
<th>Weld Dimension</th>
<th>Network Structure</th>
<th>Mean Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td># of Layers</td>
<td># of Nodes</td>
</tr>
<tr>
<td>C-25</td>
<td>Bead Width</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Bead Height</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Penetration</td>
<td>2</td>
<td>8/6</td>
</tr>
<tr>
<td></td>
<td>Bay Length at 22.5°</td>
<td>2</td>
<td>4/3</td>
</tr>
<tr>
<td></td>
<td>Deposit Area</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Plate Fusion Area</td>
<td>2</td>
<td>5/3</td>
</tr>
<tr>
<td>M-2</td>
<td>Bead Width</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Bead Height</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Penetration</td>
<td>2</td>
<td>5/3</td>
</tr>
<tr>
<td></td>
<td>Bay Length at 22.5°</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Deposit Area</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>Plate Fusion Area</td>
<td>1</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 6-23 Networks Used for Estimating Welding Conditions from Weld Bead Dimensions for C-25 Shielding.

<table>
<thead>
<tr>
<th>Network Input</th>
<th># of Hidden Layers</th>
<th># of Hidden Nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>BW, BH, Pene, l^{22.5} &amp; h</td>
<td>2</td>
<td>6/4</td>
</tr>
<tr>
<td>BW, Pene, A2 &amp; h</td>
<td>2</td>
<td>6/4</td>
</tr>
<tr>
<td>BW, Pene, A1, A2 &amp; h</td>
<td>2</td>
<td>6/4</td>
</tr>
<tr>
<td>BW, A1, A2 &amp; h</td>
<td>1</td>
<td>6</td>
</tr>
</tbody>
</table>

Finally, plate thickness is found to have minimal effect on the bead height, penetration, bay length at 22.5° and plate fusion area. Bead width increases and deposit area decreases with plate thickness for thin plate 2-D/2.5-D situations.
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Chapter Seven

General Discussion

In general, the use of the BPN technique to predict HAZ hardness and weld bead geometry provides significant advantages over the use of conventional regression analysis. The major advantage is ability of the BPN method to ferret out a relationship from the given training patterns, e.g., the characteristic hardness curves in Chapter 5, Section 5.3.2. If regression technology is used, that relationship must be ascertained by the user and may bias the entire analysis. BPN also eliminates the need to assign some physical constants required when a physical solution is used, e.g., cooling time prediction in Chapter 5, Section 5.2.2.

7.1 Comparing BPN Predictions with Previous Works

The use of BPN method to predict $t_{50}$ has demonstrated significant advantages over the Adams' cooling time models [7-1]. In most cases, the network predicted $t_{50}$ is more accurate. Although the network cooling time knowledge is acquired from SAW data only, it can be applied to other welding process by assigning an appropriate process efficiency. However, it seems that the process efficiency depends not only on the type of welding process but also on workmanship and equipment setup. Therefore, assigning a nominal efficiency for different welding process may give rise to a certain amount of inaccuracy. However it may be necessary to use an efficiency when experimental cooling time data is limited or when the cost and time to produce such information are also involved into consideration.

The HAZ hardness network is found to be more accurate than several recent regression HAZ hardness prediction models [7-2,3]. Moreover, the network knowledge developed in this work covers a larger range of low alloy steels than previously considered. Specifically, existing network hardness knowledge can also be fine tuned by
injecting new hardness data other than the original data (Yurioka in this case) into the network training data set. Finally, the HAZ hardness can be estimated directly from welding conditions and steel chemical composition by combining the cooling time network and HAZ hardness network. The results are more accurate and generally better based in principle than those generated from using Adams’ cooling time models and regression hardness models. For example, BPN technique eliminates the need to pre-define the cooling time-plate thickness relationship, and eliminates the need to assign physical thermal parameters which are not well known.

Similarly the use of BPN technique to predict weld bead geometry instead of the conventional regression formulation eliminates the need for pre-defining the weld dimensions-welding parameters relationships, e.g., the logarithmic function assumed by Chandel et al [7-4,5]. There are two other publications in the literature, Andersen et al [7-6] and Jones et al [7-7], where BPN for predicting weld size is used. However, they are based on GTAW and FCAW. These two welding processes are not as commonly used as GMAW used in this study. Furthermore, there are few details regarding the development of the BPN technology for this purpose. In fact, the work of Jones et al is currently commercial and specifically denies the welding community the algorithms and methodology.

7.2 BPN Prediction and Fundamental Analysis

The main disadvantage of the BPN technique is the absence of reasoning. Unlike a fundamental physical solution [7-8,9], the weld mechanics are not included in an ANN solution and hence explanations of predicted phenomena are almost impossible. Therefore, BPN can be used as a regression analysis alternative for predicting HAZ hardness and weld bead geometry but it does not replace a fundamental physical solution of the weld mechanics of such a problem. It is always going to be necessary to understand the fundamentals of such situations in the end.
Furthermore, there is no control of the network predicted input-output relationship which is solely dependent on the training pattern provided. As a result, the network generated relationship can be very unpredictable. For the same reason, the network generated relationship may perform poorly beyond the training pattern limits.

7.3 Effects of the Network Structure and Training Patterns

As shown in Sections 5.2.2, 5.3.2, 6.3.1 and 6.4.1, the effect of the training patterns is more significant than the network hidden structure. A good set of training patterns ensures the network has been provided with the necessary knowledge to solve the problem. The hidden structure can be viewed as a way of fine tuning the input-output relationship once the knowledge size has been determined.

Despite different degrees of uncertainty presented in the experimental data used in this study, all BPN were capable of predicting the required weld features with acceptable accuracy. Although the BPN technique is designed to handle noisy data, uncertainties in the training patterns should be minimized if possible because they affect both the learning time and the accuracy of the knowledge. In general, the HAZ hardness and cooling time predictions (with an average correlation coefficient about 0.90) are more accurate than weld bead geometry prediction (with an average correlation coefficient of 0.85). This is because the hardness and cooling time values used are the mean values of several measurements [7-10,11,12], i.e., variations in the experimental values due to uncertainty are reduced. On the other hand, the weld bead data used are the measurements of single runs and a greater uncertainty is to be expected.

Even though BPN can handle some uncertainty, it has limited tolerance for conflicts within the training data. It is suspected that this might be the cause for rather poor C-25 shielding bead height predictions (Chapter 6, Section 6.3.1.2). At least in one case from the C-25 shielding data sets 1 & 5 (Appendix VI), the measured data suggests that bead height is reduced as the voltage increases. However, from the C-25 shielding data sets 9 & 13, the measurements suggest the opposite phenomena, i.e., bead height
increases with voltage. Although the learning converged, predictions were not all that satisfactory (Table 6-5). In order to solve this, two training patterns (#5 & 72) were removed from the training set by this researcher after examining the entire data base for apparent conflicting measurements.

As mentioned in Chapter 3, Section 3.3.3, the least complex hidden structure that provides reasonable prediction is always preferred, since a smaller hidden structure is always a sub-set of a larger one. As the combination of weights for satisfying the training criteria increases with a larger hidden structure, the probability of finding an optimal set of weights may be reduced and hence the actual time required to acquire the correct knowledge may increase even though the individual learning time may seem shorter, i.e., the chance of successful learning is larger for a larger network, and, the knowledge may not be as accurate as that of a simpler one. Furthermore, as stated in Sections 5.2.2 (Table 5-3), 5.3.2 (Table 5-9) and 6.4.1 (Table 6-11), the hidden structure usually has minimal effect on the final network prediction accuracy.

Finally, the accuracy of network prediction is also affected by the normalization range. By normalizing the input and output data between 0.1 and 0.9, some information may have lost because of the shrinkage of the problem domain. However, the practice could be justified by improving the training time. At the same time, the work should be constrained to this range, i.e., extrapolation should be discouraged.
Chapter Eight
General Conclusions

1) The backpropagation network technique is found to be an effective alternative to conventional regression analysis for modeling HAZ hardness and weld bead geometry problems.

2) The heat-affected zone hardness of low-alloyed steel can be accurately predicted using the backpropagation network technology given the carbon content, carbon equivalent (IIW), silicon content and 800 to 500 °C cooling time. Furthermore, the 800 to 500 °C cooling time can also be determined by the backpropagation network method given the arc current, voltage, wire travel speed, plate thickness and process efficiency. In brief, HAZ hardness can be estimated by the combining cooling time and HAZ hardness networks, given welding conditions and steel chemical composition.

3) Networks have been successfully trained for predicting gas metal arc weld bead dimensions in terms of bead height, bead width, penetration, lower-bead bay length at 22.5°, deposit area and plate fusion area given arc current, voltage, wire travel speed and plate thickness.

4) A double-parabola algorithm is proposed for representing the lower-bead shape pictorially, defined by the bead width, penetration and bay length at 22.5°. The upper-bead shape can be approximated by the conventional semi-ellipse for M-2 and for C-25 shielding with deposit area greater than 40 mm². However, for C-25 shielding, a parabola is more appropriate if the deposit area is less than 40 mm².

5) The inverse weld bead geometry problem, i.e., estimating the welding conditions given a specific weld shape, can also be solved by the backpropagation network method. It is found that using bead width, penetration and plate fusion area provides the best welding conditions estimates.
Chapter Nine

Future Works

From the results of this study, it seems that BPN is a useful technology for the welding industry and for that matter for the fabrication and manufacturing industry in general. Numerous application can be imagined just by considering the use of BPN as an alternative to regression analysis and at least in principle it goes well beyond that.

The cooling time prediction knowledge base should be extended to include other welding processes as suggested in Section 5.2.2.2. Instead of using an efficiency factor, the input should be the welding parameters directly. Similarly, instead of using a carbon equivalent to predict HAZ hardness of steel, alloy content should be used as direct input to the network, at least in principle, since carbon equivalents are the products of prior regression analyses. Moreover, predicting HAZ hardness directly from welding conditions (arc current, voltage, wire travel speed, plate temperature, plate geometry and welding process) and steel chemical composition (C, Si, Mn, Cu, Cr Ni, Mo, V & B) would be an ideal approach with the cooling time prediction eliminated since it is only an intermediate step in any case. Finally, an inverse HAZ hardness network would also be interesting, i.e., predicting the arc energy input given plate temperature, plate geometry, welding process and steel chemical composition to achieve a given hardness level.

The GMAW bead geometry problem could be expanded to cover the effect of electrode extension, electrode diameter and electrode polarity which are believed to have significant effects. In addition, including the workpiece edge preparation and preheat temperature to the bead geometry problem would provide a more practical knowledge base. Finally, the most ambitious improvement for the weld bead geometry problem would be to analyze the effect of steel chemical composition using BPN.
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