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Abstract

Let $K$ be a bicyclic field of degree 4 over $\mathbb{Q}$ given in the form $K = \mathbb{Q}(\theta)$ where \( \theta^4 + A\theta^2 + B\theta + C = 0 \) for $A, B, C \in \mathbb{Z}$. The discriminant $d(K)$ and the conductor $f(K)$ are explicitly determined in terms of $A, B$ and $C$. 
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Introduction

Let $K$ be a number field - that is, $K$ is a finite extension of $\mathbb{Q}$. An integral basis of a number field $K$ is a $\mathbb{Z}$-basis of $O_K$, the ring of integral elements of $K$ [5]. The discriminant of a number field $K$ with $[K : \mathbb{Q}] = n$ is given by the value

$$d(K) = \det \left( \sigma_j(\theta_i) \right)$$

where, for $1 \leq j \leq n$, $\sigma_j : K \rightarrow \mathbb{C}$ is an injective field homomorphism which fixes $\mathbb{Q}$ and $\{\theta_1, \theta_2, ..., \theta_n\}$ is an integral basis of $K$. First discovered by Richard Dedekind and published in the eleventh supplement to Dirichlet’s Vorlesungen über Zahlentheorie [17], the discriminant is a quantity of fundamental importance in understanding the properties of a number field. It was established in 1922 by C.L. Siegel that non-trivial extensions of $\mathbb{Q}$ which lie completely in $\mathbb{R}$ have a discriminant greater than 1 and was expanded to all non-trivial finite extensions of $\mathbb{Q}$ by J.M. Calloway (see [14]), a result contained in his Ph.D. thesis.

Dedekind also discovered that the prime divisors of $d(K)$ are exactly the set of primes which ramify in $K$ [17]. It is used in determining the upper bound of the norm of an ideal of $O_K$, which can be used in some cases to compute the class number of a number field [40]. From the powerful conductor-discriminant formula, first deduced by Hasse [24] (see [44]), the sign of the discriminant (positive or negative) determines the parity of the number of complex embeddings of the field. It is also used in determining the maximum norm of a fractional ideal in a given ideal class, which in turn proves very useful in the deduction of
class numbers in certain cases (see, for example, [40, p.116]). This bound on fractional ideal norms is known as the Minkowski bound and is derived using Minkowski’s Convex Body Theorem. Another consequence of the deduction of the Minkowski bound is a lower bound for the discriminant of a number field, given by

\[ |d(K)| \geq \frac{n^{2n}}{(n!)^2} \left( \frac{\pi}{4} \right)^{2r_2} \]

where \( r_2 \) is the number of injective \( \mathbb{Q} \)-homomorphisms \( \varphi : K \rightarrow \mathbb{C} \) [26]. For an abelian extension, the Kronecker-Weber theorem [40, p.244] implies that there is a positive integer \( f \) such that \( K \subseteq \mathbb{Q} \left( e^{\frac{2\pi i}{f}} \right) \). The least such integer \( f \) is known as the conductor of \( K \) and is denoted by \( f(K) \). This result was first proven (with some gaps) by Weber and completed by Hilbert (see [40, p.254] and [25]). The conductor-discriminant formula also links the conductor of an abelian number field to the conductors of its characters, which allows for the deduction that \( f(K) \mid d(K) \) [42, p.416]. Moreover, \( p \mid d(K) \) if and only if \( p \mid f(K) \), meaning the conductor can also be used to determine the primes which ramify in \( K \). The conductor-discriminant formula will be described in more detail in Section 1.1.

Much of the current research in discriminant formulas for certain classes of abelian number fields has been relying on a number field’s defining irreducible polynomial, which is guaranteed to exist as abelian extensions of \( \mathbb{Q} \) are necessarily Galois over \( \mathbb{Q} \). The discriminant of a quadratic extension of \( \mathbb{Q} \) is well-known: for \( K = \mathbb{Q}(\sqrt{a}) \) where \( a \neq 0,1 \) is square-free, the minimal polynomial of \( \sqrt{a} \) is \( g(x) = x^2 - a \) and we have

\[ d(K) = \begin{cases} a, & \text{if } a \equiv 1 \pmod{4}, \\ 4a, & \text{if } a \equiv 2, 3 \pmod{4}. \end{cases} \]

The discriminant of a cubic extension of \( \mathbb{Q} \) has been determined by Llorente, Nart and Vila [37] and Alaca [2], and is given more concisely in [3] in terms of a defining cubic trinomial \( x^3 - ax + b \). In both cases, a general irreducible quadratic or cubic polynomial can be
assumed to be of the forms given above using the same rationale as in Section 1.2. The discriminant of a cyclotomic extension of \( \mathbb{Q} \), \( \mathbb{Q}(\zeta_n) \), is

\[
d(\mathbb{Q}(\zeta_n)) = (-1)^{e(n)/2} \frac{\varphi(n)}{\prod_{p|n} p^{\varphi(n)/(p-1)}},
\]

where \( \zeta_n = e^{2\pi i/n} \) and \( \varphi \) is Euler’s totient function [52].

Beyond these fields, the theoretical computation of discriminants relies heavily on special cases of defining polynomials, usually with a restricted number of terms. A far-reaching result was obtained by Llorente and Nart in 1984 [36] for the primes dividing the discriminant of a number field defined by a general trinomial \( x^n + Ax^s + B \) for \( n > s \geq 1 \), though it does not completely treat such cases. The cases of quartic and quintic trinomials have been treated in [6] and [1], respectively. The case of cyclic quintic fields defined by Lehmer quintics has been addressed in [30] and [19]. The discriminant of octic extensions \( K \) with \( \operatorname{Gal}(K/\mathbb{Q}) \cong D_4 \) given by an irreducible octic trinomial of the form \( x^8 + Ax^2 + 1 \) has been treated by [48]. Recent developments in the utilization of higher Newton polygons have provided another avenue in the deduction of field discriminants and construction of integral bases (see [23] and [22]).

Bicyclic quartic fields (also referred to as bicyclic biquadratic fields or occasionally as biquadratic fields) have been the subject of much study. Research completed in the past half-century on bicyclic quartic fields has included a focus on integral bases, discriminants and class numbers of bicyclic quartic fields.

A bicyclic quartic field \( K \) is a number field such that \( [K : \mathbb{Q}] = 4 \) and \( \operatorname{Gal}(K/\mathbb{Q}) \cong \mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z} \). Bicyclic quartic fields may be expressed as \( \mathbb{Q}(\sqrt{m}, \sqrt{n}) \) for square-free integers \( m \) and \( n \) where \( m \neq 1, n \neq 1 \) and \( m \neq n \). Given \( K \) of the form \( K = \mathbb{Q}(\sqrt{m}, \sqrt{n}) \), the formulas for an integral basis and discriminant of \( K \) were deduced by Williams [53] based on simple congruence conditions of \( m, n \) and \( \gcd(m, n) \) modulo 4. One key component of Williams’ work is the use of explicit descriptions of \( K \) and its
quadratic subfields. Work on finding other integral bases in terms of $m$ and $n$ has largely focused on power integral bases (see, for example, [41], [43] and [35]). Other notable work has been done to study the indices of elements of a bicyclic quartic field [29], the construction of a non-Euclidean ideal in a real bicyclic quartic field [21], sums of three squares of integral elements of a bicyclic quartic field [31] and the construction of a fundamental system of units assuming the abc conjecture [34].

Much work has been done in investigating the class numbers of biquadratic fields. The work of Stark [50], Uchida [51], and Brown and Parry [10] deduced that there are exactly 47 imaginary bicyclic quartic fields with class number 1. Setzer [47] then proved there are exactly 7 imaginary cyclic quartic fields of class number 1, concluding the investigation of class numbers of imaginary abelian quartic fields of class number 1. The case of imaginary bicyclic quartic fields of class number 2 was treated by Buell and Hugh and Kenneth S. Williams [13], where they determined there are exactly 160 imaginary bicyclic quartic fields of class number 2 by deducing any quadratic subfield must have class number 1, 2 or 4 and using previous results on the class numbers of quadratic extensions. Much later, in 1998, a list of all imaginary bicyclic quartic fields with class number 3 was completed by Jung and Kwong [32].

Gauss conjectured that there are infinitely-many quadratic fields of class number 1 and the search to prove or disprove this assertion has, in part, involved determining which bicyclic quartic fields contain a quadratic subfield of class number one (see, for example, [54]). Of course, all quartic extensions of $\mathbb{Q}$ are contained within a bicyclic quartic field, so it makes sense to investigate what restrictions a bicyclic quartic field would place on a quadratic subfield of a given class number. However, the conjecture has not yet been resolved as special cases are still being treated separately (see, for example, [7]). Computationally, it has been estimated, based on heuristics developed by Cohen and Lenstra, that approximately 75.45% of the class numbers of $\mathbb{Q}(\sqrt{p})$ are 1, where $p \equiv 1 \pmod{4}$ is a prime (see [46] and [15]), which certainly lends some computational support to Gauss’
conjecture.

The approach used in this thesis was made possible by the result stated by Kappe and Warren [33], which gives a powerful and complete classification of Galois groups of the splitting fields defined by irreducible quartic polynomials of the general form

\[ g(x) = x^4 + Dx^3 + Ax^2 + Bx + C \]

based entirely on their resolvent cubic \( q(x) \) where

\[ q(x) = x^3 - Ax^2 + (BD - 4C)x + 4AC - B^2 - CD^2. \]

The condition for a quartic polynomial to have a Klein-4 Galois group has been known for some time (see, for example, [27, Proposition 4.11] and [28, Theorem 43]). Spearman and Williams [49] used this result to obtain the conductor and discriminant of cyclic quartic fields.

The objective of this thesis is to determine both the conductor \( f(K) \) and the discriminant \( d(K) \) of a bicyclic quartic field \( K \) arithmetically in terms of \( A, B \) and \( C \). While the discriminant of a bicyclic quartic field is known from the work of Williams [53], the work in this thesis will express both the conductor and discriminant of \( K \) in terms of the coefficients of a defining quartic polynomial without an explicit description of \( K \) and its subfields. We will begin in Chapter 1 with a discussion of the conductor-discriminant formula and its application to bicyclic quartic extensions to develop simple and effective formulas for finding the conductor and discriminant of such fields. Moreover, we will establish the simplifying assumptions on the defining quartic of \( K, g(x) = x^4 + Ax^2 + Bx + C \), which are essential in making the proofs contained in this thesis more concise. In Chapter 2 we use the main theorem in [33] discussed above in the case where \( \text{Gal}_\mathbb{Q}(g(x)) \cong \mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z} \), which implies that \( q(x) = x^3 - Ax^2 - 4Cx + 4AC - B^2 \) splits over \( \mathbb{Z} \). Denoting the roots of \( q(x) \) as \( r, s \) and \( t \), we show that when \( B \neq 0 \), the quadratic subfields of \( K \) are given by \( \mathbb{Q}(\sqrt{r - A}), \mathbb{Q}(\sqrt{s - A}) \) and \( \mathbb{Q}(\sqrt{t - A}) \). From there, the square-free parts of \( r - A, s - A \) and \( t - A \) (denoted \( r_1, s_1 \) and \( t_1 \), respectively) become the subject of our interest and the chapter is concluded with results from Chapter 1 applied to this new information. If \( p \) is a prime and \( m \) is a non-zero integer, we define the non-negative integer \( v_p(m) \) by \( p^{v_p(m)} \parallel m \). The results from the end of Chapter 2 illustrate why \( v_p(f(K)) \) and \( v_p(d(K)) \) require separate treatments
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from \( \alpha = v_2(f(K)) \) and \( \beta = v_2(d(K)) \), where \( p \) is an odd prime. Chapter 3 is the treatment of \( v_p(f(K)) \) and \( v_p(d(K)) \) in the first main case, where \( AB(A^2 - 4C) \neq 0 \). Chapters 4 and 5 deal with finding \( \alpha \) and \( \beta \) in this first main case. Chapter 4 contains a collection of technical results on congruences modulo powers of 2 and uses these and subsequent results to break down Main Case 1 into 13 primary cases based on conditions on \( A, B \) and \( C \) modulo powers of 2. As this case breakdown is quite involved, a flowchart is included in Appendix B to help make this breakdown more accessible to the reader. It is certainly the case that Chapters 4 and 5 represent the most challenging and detail-intensive portions of the thesis. The treatments of Main Cases 2-5 are far less complex and are each treated in individual chapters, Chapters 6-9, respectively. As \( B = 0 \) in Main Cases 3 and 5 (Chapters 7 and 9, respectively), alternative methods different than those developed in Chapter 2 are used to deduce \( f(K) \) and \( d(K) \). Finally, we close with a discussion of future work directions. As the discriminant of a number field is closely related to its integral basis and ramification of integer primes, we briefly explore the connections between the thesis results and previous results on these subjects. As the conductor and discriminant of cyclic quartic extensions are given in terms of the coefficients of a defining irreducible quartic polynomial in [49] and for bicyclic quartic extensions in this thesis, natural future research arises in deducing the discriminants of other fields defined by irreducible quartic polynomials. However, since the only abelian fields which arise as the splitting field of an irreducible quartic polynomial are cyclic and bicyclic quartic extensions, the deduction of the conductor of fields defined by an irreducible quartic polynomial in terms of its coefficients is complete.
Chapter 1

Preliminaries

1.1 The Conductor-Discriminant Formula

We begin with developing an understanding of the Conductor-Discriminant Formula. Let \( U = \{ z \in \mathbb{C} : |z| = 1 \} \) be the complex unit circle, \( \zeta_n = e^{\frac{2\pi i}{n}} \) and \( G \) be a finite abelian group. A character is a group homomorphism \( h : G \rightarrow \mathbb{C}^* \), where \( \mathbb{C}^* = \mathbb{C}\backslash\{0\} \). Since \( G \) is finite and \( h \) is a group homomorphism, we have that \( h(g) \) is an element of \( \mathbb{C}^* \) of finite order. It follows that \( h(g) \in U \), so we consider characters to be group homomorphisms with codomain \( U \).

The character group of \( G \) is the set of all characters of \( G \) and is denoted \( \hat{G} \). The identity element of \( \hat{G} \) is the principal character \( P \) of \( G \) and is the trivial homomorphism from \( G \) to \( U \); that is, \( P(G) = \{1\} \). It is known that \( G \cong \hat{G} \) and \( \hat{\hat{G}} \cong G \) [52, p.22]. We now wish to establish a couple of lemmas:

Lemma 1.1. Let \( G \) be a finite abelian group and let \( H \leq G \). Define the restriction map

\[
\rho : \hat{G} \rightarrow \hat{H} \\
\gamma \mapsto \gamma|_H .
\]
Then \( \ker(\rho) \cong G/H \).

**Proof:** We have

\[
\ker(\rho) = \{ \gamma \in \hat{G} \mid \gamma(h) = h \ \forall \ h \in H \}.
\]

Let \( g, g_1 \in G \) with \( g_1 \in gH \), so \( g_1 = gh_1 \) for some \( h_1 \in H \). Then for \( \gamma \in \ker(\rho) \), we have that

\[
\gamma(g_1) = \gamma(gh_1) = \gamma(g) \cdot 1 = \gamma(g)
\]

thus the action of \( \gamma \) on cosets of \( H \) can be uniquely determined by its action on any coset representative. Therefore, each character \( \gamma \in \ker(\rho) \) is in one-to-one correspondence with a character \( \gamma \in \hat{G}/H \). Clearly, this correspondence represents a group isomorphism. Therefore, \( \ker(\rho) \cong \hat{G}/H \cong G/H \).

**Lemma 1.2.** Let \( G \) be a finite abelian group, let \( H \leq G \) and define the set

\[
X_H = \{ \gamma \in \hat{G} \mid \ker(\gamma) \supseteq H \}.
\]

Then \( |X_H| = [G : H] \) and \( H = \bigcap_{\gamma \in X_H} \ker(\gamma) \).

**Proof:** From the proof of Lemma 1.1, with \( \rho : \hat{G} \to \hat{H} \) as above, we know that \( X_H = \ker(\rho) \), so \( |X_H| = [G : H] \) and \( X_H \cong G/H \). Moreover, every \( \gamma \in X_H \) corresponds to a character \( \gamma \in \hat{G}/H \) where \( \gamma(g) = \gamma(gH) \). From the Fundamental Theorem of Finitely-Generated Abelian Groups, we know that for some \( k \geq 1 \) we can express any \( gH \in G/H \) as

\[
gH = \prod_{i=1}^{k} s_i^{a_i} H
\]

Theorem 1.3. Let \( G \) be a finite abelian group, let \( H \leq G \) and define the set

\[
X_H = \{ \gamma \in \hat{G} \mid \ker(\gamma) \supseteq H \}.
\]

Then \( |X_H| = [G : H] \) and \( H = \bigcap_{\gamma \in X_H} \ker(\gamma) \).

**Proof:** From the proof of Lemma 1.1, with \( \rho : \hat{G} \to \hat{H} \) as above, we know that \( X_H = \ker(\rho) \), so \( |X_H| = [G : H] \) and \( X_H \cong G/H \). Moreover, every \( \gamma \in X_H \) corresponds to a character \( \gamma \in \hat{G}/H \) where \( \gamma(g) = \gamma(gH) \). From the Fundamental Theorem of Finitely-Generated Abelian Groups, we know that for some \( k \geq 1 \) we can express any \( gH \in G/H \) as

\[
gH = \prod_{i=1}^{k} s_i^{a_i} H
\]
where \( \langle g_iH \rangle \cap \langle g_jH \rangle = H \) whenever \( i \neq j \). Let \( |g_i| = n_i \) for \( 1 \leq i \leq k \) and define the character \( \bar{\gamma}_i \in \hat{G}/H \) by extending

\[
\bar{\gamma}_i(gH) = \zeta_{n_i}
\]

\[
\bar{\gamma}_i(gH) = H \text{ when } j \neq i
\]

to all of \( G/H \). From here, we see that \( \ker(\bar{\gamma}_i) = \langle g_1H, g_2H, \ldots, g_{i-1}H, g_{i+1}H, \ldots, g_kH \rangle \) and that \( \bigcap_{i=1}^{k} \ker(\bar{\gamma}_i) = H \). Since \( \gamma_i(g) = \bar{\gamma}_i(gH) \forall g \in G \), we have that \( \bigcap_{i=1}^{k} \ker(\gamma_i) = H \). As \( H \subseteq \ker(\gamma_i) \) for \( 1 \leq i \leq k \), we have that \( \gamma_i \in X_H \) for \( 1 \leq i \leq k \). We then have

\[
H = \bigcap_{i=1}^{k} \ker(\bar{\gamma}_i) \supseteq \bigcap_{\gamma \in X_H} \ker(\gamma) \supseteq H,
\]

thus \( \bigcap_{\gamma \in X_H} \ker(\gamma) = H \). \( \square \)

Denote \( U_n = \{ \zeta_n^k \mid 0 \leq k < n \} \) as the group of \( n \)th roots of unity in \( \mathbb{C}^* \). Define on \( U_n \) the group homomorphism \( \bar{\psi}_k : \zeta_n \mapsto \zeta_n^k \). When \( \gcd(k, n) = 1 \), we can extend \( \bar{\psi}_k \) to a \( \mathbb{Q} \)-automorphism \( \psi_k \) of \( \mathbb{Q}(\zeta_n) \). We denote

\[
G(n) = \text{Gal}(\mathbb{Q}(\zeta_n)/\mathbb{Q}) = \{ \psi_k \mid 1 \leq k < n, \ \gcd(k, n) = 1 \}.
\]

We know that \( G(n) \cong (\mathbb{Z}/n\mathbb{Z})^* \) via the group isomorphism \( \phi : G(n) \rightarrow (\mathbb{Z}/n\mathbb{Z})^* \) which maps \( \psi_k \mapsto k + n\mathbb{Z} \). A character \( h : (\mathbb{Z}/n\mathbb{Z})^* \rightarrow U \) may be extended to what is known as a **Dirichlet character** \( \chi : \mathbb{Z} \rightarrow \mathbb{C} \), which is given by

\[
\chi(k) = \begin{cases} h(\bar{k}), & \bar{k} \in (\mathbb{Z}/n\mathbb{Z})^*, \\ 0, & \text{otherwise,} \end{cases}
\]

where \( \bar{k} = k + n\mathbb{Z} \). When \( \chi \) is defined via a character \( h : (\mathbb{Z}/n\mathbb{Z})^* \rightarrow U \), we say that \( \chi \) is a **Dirichlet character modulo n**. The smallest such \( n \) for which a given \( \chi \) can be defined
is known as the **conductor** of $\chi$ and is denoted $f(\chi)$. When $n$ is as small as possible, $\chi$ is a **primitive character**. Therefore, all Dirichlet characters may be considered primitive modulo their conductor. We will assume from this point onward that all Dirichlet characters modulo $n$ are defined to be primitive modulo $n$ unless otherwise stated.

Now, let $h$ be a character of $\left(\mathbb{Z}/n\mathbb{Z}\right)^*$ such that the associated Dirichlet character $\chi_h$ is primitive modulo $n$. Define $\gamma_h = h \circ \phi$ where $\phi$ is the group isomorphism listed above between $G(n)$ and $\left(\mathbb{Z}/n\mathbb{Z}\right)^*$. So $\gamma_h : G(n) \rightarrow U$ is a group character where $\gamma_h(\psi_k) = h(k)$. The character $\gamma_h$ as defined above is known as a **Galois character**. We consider the conductor of $\gamma_h$ to be the conductor of the primitive Dirichlet character associated with $h$ and denote this value $f(\gamma_h)$. We note that the principal character $P$ has conductor 1. A Galois character $\gamma_h$ is said to be **odd** if $h(-1 + n\mathbb{Z}) = -1$ and **even** if $h(-1 + n\mathbb{Z}) = 1$.

Let $K$ be a finite abelian Galois extension of $\mathbb{Q}$. The Kronecker-Weber theorem [40, p. 256] implies that there is a positive integer $f$ such that $K \subseteq \mathbb{Q}\left(e^{\frac{2\pi i}{n}}\right)$. The least such integer $f$ is known as the **conductor** of $K$ and is denoted by $f(K)$. For convenience of notation in this section, we will set $n = f(K)$. Now, let $H \leq G(n)$ such that $H = \text{Gal}(\mathbb{Q}(\zeta_n)/K)$. Replace the notation $X_H$ with $X(K)$, so

$$X(K) = \{\gamma_h \in G(n) \mid \ker(\gamma_h) \supseteq H\}$$

is a set of Galois characters. We have from Lemma 1.1 that $X(K) \cong G(n)/H$. Since $G(n)$ is abelian, $\text{Gal}(K/\mathbb{Q})$ is a normal subgroup of $G(n)$. Therefore, by the Fundamental Theorem of Galois Theory, $K/\mathbb{Q}$ is also a Galois extension of $\mathbb{Q}$ and $G(n)/H \cong \text{Gal}(K/\mathbb{Q})$ [18, p.574]. Therefore, $X(K) \cong \text{Gal}(K/\mathbb{Q})$. The **discriminant** of a number field $K$ with $[K : \mathbb{Q}] = n$ is given by the value

$$d(K) = \det\left(\sigma_j(\alpha_i)\right)$$
where, for \(1 \leq j \leq n\), \(\sigma_j : K \rightarrow \mathbb{C}\) is an injective field homomorphism which fixes \(\mathbb{Q}\) and \(\{\alpha_1, \alpha_2, ..., \alpha_n\}\) is an integral basis of \(K\).

We are finally able to present the conductor-discriminant formula [38, p. 182], [42, Proposition 8.7, p. 416].

**Theorem 1.1** (Conductor-Discriminant Formula). If \(K/\mathbb{Q}\) is abelian, then

\[
d(K) = (-1)^u \prod_{\gamma_h \in X(K)} f(\gamma_h)
\]  

(1.1)

and

\[
f(K) = \text{lcm}\{f(\gamma_h) \mid \gamma_h \in X(K)\}
\]  

(1.2)

where \(u\) denotes the number of odd characters in \(X(K)\).

Since the principal character \(P\) has conductor 1, we have from (1.2) the following corollary:

**Corollary 1.1.** Let \(F = \mathbb{Q}\left(\sqrt{m}\right)\) where \(m \neq 1\) is square-free. Then if \(\gamma \in X(F)\) is the non-principal character of \(X(F)\), we have that \(f(\gamma) = f(F) = |d(F)|\).

**Proof:** Since \(P\) has conductor 1, we have from (1.1) that \(d(F) = (-1)^u f(\gamma)\). We know that \(f(\gamma)\) is a positive integer and that

\[
d\left(\mathbb{Q}\left(\sqrt{m}\right)\right) = \begin{cases} m, & m \equiv 1 \pmod{4}, \\ 4m, & m \equiv 2,3 \pmod{4}. \end{cases}
\]

Therefore, the signs of \(d(F)\) and \(m\) are the same. Thus, \(u = 0\) when \(m\) and \(d(F)\) are positive and \(u = 1\) when \(m\) and \(d(F)\) are negative. Hence, \(f(\gamma) = |d(F)|\). Furthermore, we have
from (1.2) that
\[
f(F) = \text{lcm}\{f(\gamma_h) \mid \gamma_h \in X(F)\} = f(\gamma) = |d(F)|. \quad \square
\]

### 1.2 Bicyclic Quartic Fields

Let $K$ be a bicyclic quartic field; that is, $[K : \mathbb{Q}] = 4$ and $\text{Gal}(K/\mathbb{Q}) \cong \mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z}$. As $K$ is an abelian extension, the Kronecker-Weber theorem [40, p. 256] implies that there is a positive integer $f$ such that $K \subseteq \mathbb{Q}\left(e^{2\pi i f}\right)$. The least such integer $f$ is known as the conductor of $K$ and is denoted by $f(K)$.

**Claim.** Let $g(x)$ be a defining polynomial for $K$. We show that $g(x)$ can be taken in the form
\[
g(x) = x^4 + Ax^2 + Bx + C \in \mathbb{Z}[x], \quad (1.3)
\]
$x^4 + Ax^2 + Bx + C$ irreducible, \quad (1.4)
\[
\text{Gal}(x^4 + Ax^2 + Bx + C) \cong \mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z}, \quad (1.5)
\]
and there does not exist a prime $p$ such that $p^2|A$, $p^3|B$, and $p^4|C$. \quad (1.6)

**Proof:** Let $g_0(x) = x^4 + a_0x^3 + b_0x^2 + c_0x + d_0 \in \mathbb{Z}[x]$ be a defining polynomial for $K$. Let
\[
g_1(x) = g_0\left(x - \frac{d_0}{4}\right) = x^4 + a_1x^2 + b_1x + c_1 \in \mathbb{Q}[x]
\]
so that $g_1(x)$ is a defining polynomial for $K$. Let $d$ be the least positive integer such that $d^2a_1$, $d^3b_1$, $d^4c_1 \in \mathbb{Z}$. Letting
\[
g_2(x) = d^4g_1\left(\frac{x}{d}\right) = x^4 + d^2a_1x^2 + d^3b_1x + d^4c_1 \in \mathbb{Z}[x],
\]
we note that $g_2(x)$ is also a defining polynomial for $K$. As $g_2(x)$ is irreducible, we have that
$d^4c_1 \neq 0$, so we can let $k$ denote the largest positive integer such that $k^2|d^2a_1$, $k^3|d^3b_1$, $k^4|d^4c_1$.

Then

$$g(x) = \frac{1}{k^4} g_2(kx) = x^4 + Ax^2 + Bx + C \in \mathbb{Z}[x]$$

is a defining polynomial for $K$ such that there does not exist a prime $p$ with $p^2|A$, $p^3|B$, and $p^4|C$.

As $K$ is a bicyclic quartic field, there are square-free integers $m$ and $n$ with $m \neq 1$, $n \neq 1$, $m \neq n$ such that

$$K = \mathbb{Q}(\sqrt{m}, \sqrt{n}).$$

Let $\rho = \frac{mn}{\gcd(m,n)^2}$. The three distinct quadratic subfields of $K$ are

$$K_1 = \mathbb{Q}(\sqrt{m}), \; K_2 = \mathbb{Q}(\sqrt{n}), \; K_3 = \mathbb{Q}(\sqrt{\rho}).$$

Observe that $\rho$ is square-free and

$$n = \frac{mp}{\gcd(m,\rho)^2}, \; m = \frac{np}{\gcd(n,\rho)^2}.$$ 

Therefore, the roles of $m$, $n$ and $\rho$ may be interchanged. Moreover, these quantities are the unique square-free integers with the property that

$$K = \mathbb{Q}(\sqrt{m}, \sqrt{n}) = \mathbb{Q}(\sqrt{n}, \sqrt{\rho}) = \mathbb{Q}(\sqrt{m}, \sqrt{\rho}).$$

**Lemma 1.3.** Let $K = \mathbb{Q}(\sqrt{m}, \sqrt{n})$ be a bicyclic quartic field, where $m$ and $n$ are square-free integers with $m \neq 1$, $n \neq 1$, $m \neq n$ and let $\rho = \frac{mn}{\gcd(m,n)^2}$. Then, up to a permutation of $m,n$ and $\rho$, exactly one of the following is true:
(a) \( m \equiv n \equiv \rho \equiv 1 \pmod{4} \),

(b) \( m \equiv n \equiv 3 \pmod{4} \), \( \rho \equiv 1 \pmod{4} \),

(c) \( m \equiv n \equiv 2 \text{ or } 6 \pmod{8} \), \( \rho \equiv 1 \pmod{4} \),

(d) \( m \equiv 2 \pmod{8} \), \( n \equiv 6 \pmod{8} \), \( \rho \equiv 3 \pmod{4} \).

**Proof:** As we may interchange the roles of \( m \), \( n \) and \( \rho \), we will show that the value of \( \rho \) modulo 4 follows directly from conditions taken on \( m \) and \( n \). First, suppose that \( m \) and \( n \) are odd, so that gcd\((m, n)\)^2 \( \equiv 1 \pmod{4} \). If \((m, n) \equiv (1, 1) \pmod{4}\) we have that \( \rho \equiv 1 \pmod{4} \). If \((m, n) \equiv (3, 3) \pmod{4}\) then we have \( \rho \equiv 1 \pmod{4} \). Supposing instead that \( m \) and \( n \) are even, we have that \( 2 \mid \gcd(m, n) \), so \( \rho \equiv \frac{m}{2} \cdot \frac{n}{2} \pmod{4} \). If \((m, n) \equiv (2, 2) \pmod{8}\), then

\[
\frac{m}{2} \cdot \frac{n}{2} \equiv 1 \cdot 1 \equiv 1 \pmod{4},
\]

we have that \( \rho \equiv 1 \pmod{4} \). If \((m, n) \equiv (2, 6) \pmod{8}\) then we have

\[
\frac{m}{2} \cdot \frac{n}{2} \equiv 1 \cdot 3 \equiv 3 \pmod{4},
\]

so \( \rho \equiv 3 \pmod{4} \). If \((m, n) \equiv (3, 6) \pmod{8}\) then we have

\[
\frac{m}{2} \cdot \frac{n}{2} \equiv 3 \cdot 3 \equiv 1 \pmod{4},
\]

so \( \rho \equiv 1 \pmod{4} \).

As \([K_1 : \mathbb{Q}] = [K_2 : \mathbb{Q}] = [K_3 : \mathbb{Q}] = 2\), we have

\[
f(K_1) = |d(K_1)|, \ f(K_2) = |d(K_2)|, \ f(K_3) = |d(K_3)|,
\]

where \( f(K_j) \) denotes the conductor of \( K_j \) and \( d(K_j) \) denotes the discriminant of \( K_j \) for each \( j \in \{1, 2, 3\} \) [38, p. 98]. By the conductor-discriminant formula (1.2) and Corollary 1.1, for
the bicyclic quartic field $K$ we have

$$f(K) = \text{lcm}(f(K_1), f(K_2), f(K_3)) = \text{lcm}(d(K_1), d(K_2), d(K_3)).$$

Note: we assume that the least common multiple of two or more integers is always non-negative. Now, by [42, Theorem 2.18, p. 61], we have


d(K_1) = \begin{cases} 
  m, & \text{if } m \equiv 1 \pmod{4}, \\
  4m, & \text{if } m \not\equiv 1 \pmod{4},
\end{cases}

d(K_2) = \begin{cases} 
  n, & \text{if } n \equiv 1 \pmod{4}, \\
  4n, & \text{if } n \not\equiv 1 \pmod{4},
\end{cases}

d(K_3) = \begin{cases} 
  \rho, & \text{if } \rho \equiv 1 \pmod{4}, \\
  4\rho, & \text{if } \rho \not\equiv 1 \pmod{4}.
\end{cases}

If $(m, n) \equiv (1, 1) \pmod{4}$, then $\rho \equiv 1 \pmod{4}$, so

$$f(K) = \text{lcm}(m, n, \rho) = \text{lcm}(m, n).$$

If $(m, n) \not\equiv (1, 1) \pmod{4}$, then $m \equiv 2$ or $3 \pmod{4}$ or $n \equiv 2$ or $3 \pmod{4}$. Interchanging $m$ and $n$, if necessary, we may suppose that $m \equiv 2$ or $3 \pmod{4}$, so $f(K_1) = 4|m|$. As $f(K_2) = |n|$ or $|4n|$ and $f(K_3) = |\rho|$ or $|4\rho|$, we have that

$$f(K) = 4\text{lcm}(m, n, \rho) = 4\text{lcm}(m, n).$$

Thus, we have established the following:

**Lemma 1.4.** Let $K = \mathbb{Q} \left( \sqrt{m}, \sqrt{n} \right)$ be a bicyclic quartic field, where $m$ and $n$ are square-free
integers with \( m \neq 1, \ n \neq 1, \ m \neq n \). Then the conductor \( f(K) \) of \( K \) is given by:

\[
f(K) = 2^\gamma \cdot \text{lcm}(m, n),
\]

(1.8)

where

\[
\gamma = \begin{cases} 
0, & \text{if } m \equiv n \equiv 1 \pmod{4}, \\
2, & \text{otherwise}.
\end{cases}
\]

(1.9)

**Corollary 1.2.** Let \( K = \mathbb{Q}\left( \sqrt{m}, \sqrt{n} \right) \) be a bicyclic quartic field, where \( m \) and \( n \) are square-free integers with \( m \neq 1, \ n \neq 1, \ m \neq n \). Then \( \alpha = v_2(f(K)) \) is given by:

\[
\alpha = \begin{cases} 
0, & \text{if } m \equiv n \equiv 1 \pmod{4}, \\
2, & \text{if at least one of } m \text{ or } n \equiv 3 \pmod{4} \text{ and } m \equiv n \equiv 1 \pmod{2}, \\
3, & \text{if at least one of } m \text{ or } n \equiv 2 \pmod{4}.
\end{cases}
\]

**Proof:** If \( m \equiv n \equiv 1 \pmod{4} \) then by (1.9) we have that \( \gamma = 0 \) and \( 2 \nmid \text{lcm}(m, n) \), therefore by (1.8) we have that \( 2 \nmid f(K) \), hence \( \alpha = 0 \). If \( (m, n) \neq (1, 1) \pmod{4} \) we have \( \gamma = 2 \) by (1.9). If both \( m \) and \( n \) are odd, then again \( 2 \nmid \text{lcm}(m, n) \), so by (1.8) we have that \( 2^2 \parallel f(K) \), hence \( \alpha = 2 \). Finally, if at least one of \( m \) and \( n \) is even, then as \( m \) and \( n \) are square-free we have that \( 2 \mid \text{lcm}(m, n) \), thus from (1.8) we have that \( 2^3 \parallel f(K) \), hence \( \alpha = 3 \). \( \square \)

Note that \( m \cdot n \cdot \rho = \left( \frac{mn}{\gcd(m, n)} \right)^2 = \text{lcm}(m, n)^2 \). As \( d(K) = |d(K_1)d(K_2)d(K_3)| \) by the conductor-discriminant formula (1.1), we have the following result (which agrees with [53]):

**Lemma 1.5.** Let \( K = \mathbb{Q}\left( \sqrt{m}, \sqrt{n} \right) \) be a bicyclic quartic field, where \( m \) and \( n \) are square-free integers with \( m \neq 1, \ n \neq 1, \ m \neq n \). Then the discriminant \( d(K) \) of \( K \) is given by

\[
d(K) = 2^delta \text{lcm}(m, n)^2,
\]

(1.10)
where

\[
\delta = \begin{cases} 
0, & m \equiv n \equiv 1 \pmod{4}, \\
4, & m \equiv 1 \pmod{4}, \ n \equiv 2 \text{ or } 3 \pmod{4}, \\
6, & m, n \not\equiv 1 \pmod{4}.
\end{cases}
\]  \tag{1.11}

If \( p \) is a prime and \( m \) is a non-zero integer, we define the non-negative integer \( v_p(m) \) by \( p^{v_p(m)} \mid m \). Let \( \beta = v_2(d(K)) \). Then \( \beta = \delta + 2v_2(\text{lcm}(m, n)) \) is determined in the following table:

**Table 1.1**

<table>
<thead>
<tr>
<th>( m )</th>
<th>( n )</th>
<th>( \rho )</th>
<th>( \delta )</th>
<th>( v_2(\text{lcm}(m, n)) )</th>
<th>( \alpha )</th>
<th>( \beta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 ( \pmod{4} )</td>
<td>1 ( \pmod{4} )</td>
<td>1 ( \pmod{4} )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1 ( \pmod{4} )</td>
<td>3 ( \pmod{4} )</td>
<td>3 ( \pmod{4} )</td>
<td>4</td>
<td>0</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>3 ( \pmod{4} )</td>
<td>3 ( \pmod{4} )</td>
<td>1 ( \pmod{4} )</td>
<td>4</td>
<td>0</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>2 ( \pmod{8} )</td>
<td>2 ( \pmod{8} )</td>
<td>1 ( \pmod{4} )</td>
<td>4</td>
<td>1</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>2 ( \pmod{8} )</td>
<td>6 ( \pmod{8} )</td>
<td>3 ( \pmod{4} )</td>
<td>6</td>
<td>1</td>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td>6 ( \pmod{8} )</td>
<td>6 ( \pmod{8} )</td>
<td>1 ( \pmod{4} )</td>
<td>4</td>
<td>1</td>
<td>3</td>
<td>6</td>
</tr>
</tbody>
</table>

We note from the table that \( \beta = 2\alpha \) whenever \( m \) and \( n \) are odd as \( \delta = 2\alpha \). Therefore, once the conductor is known, it is only when \( \alpha = 3 \) that extra calculation is required. Hence, we have deduced the following:

**Corollary 1.3.** Let \( K = \mathbb{Q}(\sqrt{m}, \sqrt{n}) \) be a bicyclic quartic field, where \( m \) and \( n \) are square-free integers with \( m \neq 1, \ n \neq 1, \ m \neq n \). Then, up to permutation of \( m \) and \( n, \beta = v_2(d(K)) \)
is given by

\[
\beta = \begin{cases} 
2\alpha, & \text{if } \alpha \neq 3, \\
6, & \text{if } (m, n) \equiv (1, 2) \pmod{4} \text{ or when } m \equiv n \equiv 2 \text{ or } 6 \pmod{8}, \\
8, & \text{if } (m, n) \equiv (2, 3) \pmod{4} \text{ or when } (m, n) \equiv (2, 6) \pmod{8}. 
\end{cases}
\]  

(1.12)

The objective of this thesis is to determine both the conductor \( f(K) \) and the discriminant \( d(K) \) of \( K \) arithmetically in terms of \( A, B \) and \( C \). As \( g(x) = x^4 + Ax^2 + Bx + C \) is irreducible, we have

\[ C \neq 0. \]  

(1.13)

From Lemma 1.4, Corollary 1.2 and Corollary 1.3, we have the following theorem:

**Theorem 1.2.** Let \( K = \mathbb{Q}(\sqrt{m}, \sqrt{n}) \) be a bicyclic quartic field, where \( m \) and \( n \) are square-free integers with \( m \neq 1, n \neq 1, m \neq n \), and \( \rho = \frac{mn}{\gcd(m, n)^2} \). Furthermore, let \( f(K) = 2^\alpha f_0(K) \) and \( d(K) = 2^\beta d_0(K) \) where \( \alpha = v_2(f(K)) \) and \( \beta = v_2(d(K)) \). Then, up to a permutation of \( m, n \) and \( \rho \), we have:

(a) \( d_0(K) = f_0(K)^2 \).

(b) \[ \alpha = \begin{cases} 
0, & \text{if } m \equiv n \equiv \rho \equiv 1 \pmod{4}, \\
2, & \text{if } m \equiv 1 \pmod{4} \text{ and } n \equiv \rho \equiv 3 \pmod{4}, \\
3, & \text{if } mn\rho \equiv 0 \pmod{2}. 
\end{cases} \]

(c) \[ \beta = \begin{cases} 
2\alpha, & \text{if } \alpha \neq 3, \\
6, & \text{if } m \equiv 1 \pmod{4} \text{ and } n \equiv \rho \equiv 2 \text{ or } 6 \pmod{8}, \\
8, & \text{if } m \equiv 3 \pmod{4} \text{ and } (n, \rho) \equiv (2, 6) \pmod{8}. 
\end{cases} \]

(d) When \( \alpha \neq 3 \), \( d(K) = f(K)^2 \).
**Proof:** For part (a), from (1.8) and (1.10) we have

\[ f(K) = 2^7 \text{lcm}(m, n) \]

and

\[ d(K) = 2^6 \text{lcm}(m, n)^2. \]

Let \( m_2 = v_2(m) \) and \( n_2 = v_2(n) \), so that \( m_0 = \frac{m}{2^{m_2}} \) and \( n_0 = \frac{n}{2^{n_2}} \) are odd integers. Then, from (1.8) we have

\[ f_0(K) = \text{lcm}(m_0, n_0) \]

and

\[ d_0(K) = \text{lcm}(m_0, n_0)^2 = f_0(K)^2. \]

Parts (b) and (c) follow directly from Lemma 1.3, Corollary 1.2 and Corollary 1.3. Part (d) follows immediately from part (a) and Corollary 1.3. \( \square \)

We set

\[ a_p = v_p(A), \text{ if } A \neq 0, \]
\[ b_p = v_p(B), \text{ if } B \neq 0, \]
\[ c_p = v_p(C), \text{ if } C \neq 0, \]
\[ l_p = v_p(A^2 - 4C), \text{ if } A^2 - 4C \neq 0, \]
\[ e_p = \min(b_p, l_p) \text{ if } A^2 - 4C \neq 0 \text{ and } B \neq 0, \]
\[ a = a_2, \]
\[ b = b_2, \]
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\[ c = c_2, \]
\[ l = l_2, \]
\[ E = \frac{A^2 - 4C}{2^l} \equiv 1 \pmod{2}, \]
\[ \alpha = v_2(f(K)), \]
\[ \beta = v_2(d(K)). \]

Five main cases naturally arise:

Main Case 1: \( A \neq 0, \ B \neq 0, \ A^2 - 4C \neq 0, \)

Main Case 2: \( A \neq 0, \ B \neq 0, \ A^2 - 4C = 0, \)

Main Case 3: \( A \neq 0, \ B = 0, \)

Main Case 4: \( A = 0, \ B \neq 0, \)

Main Case 5: \( A = 0, \ B = 0. \)

In Main Case 3, as \( x^4 + Ax^2 + Bx + C \) is irreducible, we have \( A^2 - 4C \neq M^2 \) for any integer \( M \), therefore \( A^2 - 4C \neq 0 \). In Main Cases 4 and 5 we have \( A^2 - 4C = -4C \neq 0. \)

Main Case 1 is treated in Chapters 2-5. We prove the following result:

**Theorem 1.3** (Main Case 1). Let \( K \) be a bicyclic quartic field. Suppose that \( K = \mathbb{Q}(\theta) \), where \( \theta^4 + A\theta^2 + B\theta + C = 0 \) and \( A, B, C \) are integers satisfying (1.3), (1.4), (1.5), (1.6), and \( AB(A^2 - 4C) \neq 0. \) Then \( f(K) = 2^n f_0(K) \), where

\[
f_0(K) = \prod_{\text{prime } p \neq 2} p \prod_{\text{prime } p \neq 2} p \prod_{e_p \geq 2 \text{ even}} p \prod_{p | A} \frac{p}{e_p} \text{odd}
\]

and the values of \( \alpha \) are given in Table 1 in Appendix A. Moreover, \( d(K) = 2^\beta (f_0(K))^2 \)

where the values of \( \beta \) are given in Tables 1 and 2 in Appendix A.
Main Case 2 is treated in Chapters 2 and 6. We prove the following result:

**Theorem 1.4** (Main Case 2). Let $K$ be a bicyclic quartic field. Suppose that $K = \mathbb{Q}(\theta)$, where $\theta^4 + A\theta^2 + B\theta + C = 0$ and $A, B, C$ are integers satisfying (1.3), (1.4), (1.5), (1.6), $AB \neq 0$ and $A^2 - 4C = 0$. Then $C$ is odd and $f(K) = 2^\alpha f_0(K)$, where

$$f_0(K) = \prod_{\substack{p \text{ (prime)} \\ p \neq 2 \text{ or } v_p(B) \text{ odd}}} p,$$

and

$$\alpha = \begin{cases} 2, & \text{if } b \equiv 1 \pmod{2}, \\ 3, & \text{if } b \equiv 0 \pmod{2}. \end{cases}$$

Moreover, $d(K) = 2^\beta (f_0(K))^2$, where

$$\beta = \begin{cases} 4, & \text{if } b \equiv 1 \pmod{2}, \\ 8, & \text{if } b \equiv 0 \pmod{2}. \end{cases}$$

Main Case 3 is treated in Chapter 7. We prove the following result:

**Theorem 1.5** (Main Case 3). Let $K$ be a bicyclic quartic field. Suppose that $K = \mathbb{Q}(\theta)$, where $\theta^4 + A\theta^2 + B\theta + C = 0$ and $A, B, C$ are integers satisfying (1.3), (1.4), (1.5), (1.6) and $A \neq 0$, $B = 0$. Then $C$ is the square of a non-zero integer and $f(K) = 2^\alpha f_0(K)$, where

$$f_0(K) = \prod_{\substack{p \text{ (prime)} \\ p \neq 2 \text{ or } v_p(-A + 2\sqrt{C}) \text{ or } v_p(-A - 2\sqrt{C}) \text{ odd}}} p$$

and the values of $\alpha$ are given in Tables 3 and 4 in Appendix A. Moreover, $d(K) = 2^\beta (f_0(K))^2$, where $\beta$ is given in Tables 3 and 4 in Appendix A.
Main Case 4 is treated in Chapters 2 and 8. We prove the following result:

**Theorem 1.6 (Main Case 4).** Let $K$ be a bicyclic quartic field. Suppose that $K = \mathbb{Q}(\theta)$, where $\theta^4 + A\theta^2 + B\theta + C = 0$ and $A, B, C$ are integers satisfying (1.3), (1.4), (1.5), (1.6), $A = 0$, $B \neq 0$ and $b = v_2(B)$. Then $f(K) = 2^\alpha f_0(K)$, where

$$f(K) = 2^\alpha \prod_{\substack{p \text{ (prime) } \neq 2 \\
p^2 \mid B \text{ and } p^2 \mid|C}} p$$

where

$$\alpha = \begin{cases} 2, & \text{if } C \text{ is even,} \\ 3, & \text{if } C \text{ is odd,} \end{cases}$$

and $d(K) = 2^\beta f_0(K)^2$, where

$$\beta = \begin{cases} 4, & \text{if } C \text{ is even,} \\ 6, & \text{if } b = 2, \\ 8, & \text{if } b \geq 3. \end{cases}$$

Main Case 5 is treated in Chapter 9. We prove the following result:

**Theorem 1.7 (Main Case 5).** Let $K$ be a bicyclic quartic field. Suppose that $K = \mathbb{Q}(\theta)$, where $\theta^4 + A\theta^2 + B\theta + C = 0$ and $A, B, C$ are integers satisfying (1.3), (1.4), (1.5), (1.6) and $A = B = 0$. Then $C = n^2$ for some square-free $n \in \mathbb{Z}$,

$$f(K) = \begin{cases} 8|n|, & \text{if } n \text{ is odd,} \\ 2|n|, & \text{if } n \text{ is even,} \end{cases}$$
and

\[ d(K) = \begin{cases} 
16n^2, & \text{if } n \text{ is odd,} \\
4n^2, & \text{if } n \text{ is even.}
\end{cases} \]

The corresponding determination of the conductor of a cyclic quartic field was carried out by Spearman and Williams [49] in 1996. The bicyclic quartic case is much more complicated.
Chapter 2

Roots of the Resolvent Cubic of

\[ x^4 + Ax^2 + Bx + C \text{ when } B \neq 0 \]

The following theorem is a part of Theorem 1 of [33].

**Theorem 2.1.** Let \( A, B \) and \( C \) be integers such that \( x^4 + Ax^2 + Bx + C \) is irreducible and \( \text{Gal}(x^4 + Ax^2 + Bx + C) \cong \mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z} \). Then the cubic resolvent of \( x^4 + Ax^2 + Bx + C \), namely \( x^3 - Ax^2 - 4Cx + (4AC - B^2) \), has three integer roots.

Consider \( q(x) = x^3 - Ax^2 - 4Cx + (4AC - B^2) \), the resolvent cubic of \( g(x) \) where \( g(x) = x^4 + Ax^2 + Bx + C \). For the entirety of this chapter, we assume that \( B \neq 0 \) so that the analysis carried out in this chapter applies to Main Cases 1, 2 and 4. By the above theorem, \( q \) has three integer roots, say \( r, s \) and \( t \). Thus

\[
q(x) = x^3 - Ax^2 - 4Cx + (4AC - B^2) = (x - r)(x - s)(x - t) \quad (2.1)
\]
and

\[ r + s + t = A, \]  
\[ rs + st + rt = -4C, \]  
\[ rst = B^2 - 4AC. \]  

Evaluating \( q(A) \) in view of (2.1), we obtain

\[ (r - A)(s - A)(t - A) = B^2. \]  

As we are assuming that \( B \neq 0 \), we deduce from (2.5) that

\[ r - A \neq 0, \ s - A \neq 0, \ t - A \neq 0. \]  

From (2.4) we have

\[ r \neq 0, \ s \neq 0, \ t \neq 0 \ \text{when} \ B^2 - 4AC \neq 0. \]  

Evaluating \( q(r) \) in view of (2.1), we have

\[ q(r) = r^3 - Ar^2 - 4Cr + (4AC - B^2) = 0 \]  

so that

\[ (r - A)(r^2 - 4C) = B^2. \]  

Similarly, we have

\[ (s - A)(s^2 - 4C) = B^2. \]
and

\[(t - A)(t^2 - 4C) = B^2.\]  \hspace{1cm} (2.11)

As \(B \neq 0\), we see from (2.9)-(2.11) that

\[r^2 - 4C \neq 0, \ s^2 - 4C \neq 0, \ t^2 - 4C \neq 0.\]  \hspace{1cm} (2.12)

We next generalize (2.6). For convenience, denote by \(\square\) the set of all integer squares.

**Lemma 2.1.** \(r - A \notin \square, \ s - A \notin \square, \ t - A \notin \square.\)

**Proof:** Let \(\theta = \theta_1, \theta_2, \theta_3, \theta_4\) be the four roots of \(g(x)\), so that

\[\theta_1 + \theta_2 + \theta_3 + \theta_4 = 0,\]  \hspace{1cm} (2.13)

\[\theta_1\theta_2 + \theta_1\theta_3 + \theta_2\theta_3 + \theta_2\theta_4 + \theta_3\theta_4 = A,\]  \hspace{1cm} (2.14)

\[\theta_1\theta_2\theta_3 + \theta_1\theta_2\theta_4 + \theta_2\theta_3\theta_4 = -B,\]  \hspace{1cm} (2.15)

\[\theta_1\theta_2\theta_3\theta_4 = C.\]  \hspace{1cm} (2.16)

Then, as \(q(x) = x^3 - Ax^2 - 4Cx + (4AC - B^2)\) is the resolvent cubic of \(g(x) = x^4 + Ax^2 + Bx + C\), we have without loss of generality that

\[\theta_1\theta_2 + \theta_3\theta_4 = r,\]  \hspace{1cm} (2.17)

\[\theta_1\theta_3 + \theta_2\theta_4 = s,\]  \hspace{1cm} (2.18)

\[\theta_1\theta_4 + \theta_2\theta_3 = t.\]  \hspace{1cm} (2.19)
Now, \( \text{Gal}(K/\mathbb{Q}) = \text{Gal}(x^4 + Ax^2 + Bx + C) \cong \mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z} \cong \langle \sigma \rangle \times \langle \tau \rangle \), where

\[
\sigma^2 = \tau^2 = 1, \quad \sigma \tau = \tau \sigma,
\]

\[
\sigma: \theta_1 \leftrightarrow \theta_3, \quad \theta_2 \leftrightarrow \theta_4, \quad \tau: \theta_1 \leftrightarrow \theta_2, \quad \theta_3 \leftrightarrow \theta_4.
\]

Suppose that \( r - A \in \square \). Then there exists an integer \( m \) such that \( r - A = m^2 \). By (2.6) we see that \( m \neq 0 \). Further, by (2.2), we have \( s + t = A - r = -m^2 \). Hence, by (2.13), (2.18) and (2.19), we obtain

\[
(\theta_1 + \theta_2 - \theta_3 - \theta_4)^2 = (\theta_1 + \theta_2 + \theta_3 + \theta_4)^2 - 4(\theta_1 + \theta_2)(\theta_3 + \theta_4)
\]

\[
= -4(\theta_1\theta_3 + \theta_1\theta_4 + \theta_2\theta_3 + \theta_2\theta_4)
\]

\[
= -4(s + t) = 4m^2,
\]

so that

\[
\theta_1 + \theta_2 - \theta_3 - \theta_4 = 2m
\]

for some choice of sign of \( m \). Then, from (2.13) we deduce

\[
\theta_1 + \theta_2 = m, \quad \theta_3 + \theta_4 = -m.
\]

Then,

\[
m = \sigma(m) = \sigma(\theta_1 + \theta_2) = \theta_3 + \theta_4 = -m
\]

so \( m = 0 \), a contradiction. Thus \( r - A \notin \square \), and similarly for \( s - A \notin \square \) and \( t - A \notin \square \). □

**Lemma 2.2.** There do not exist integers \( j \) and \( k \) such that \( j^2(r-A) = k^2(s-A) \) (and similarly
for $r - A$ and $t - A$, as well as $s - A$ and $t - A$).

**Proof:** Suppose there exist non-zero integers $j$ and $k$ such that

$$j^2(r - A) = k^2(s - A).$$

By (2.5) and (2.6) we deduce that

$$t - A = \frac{B^2}{(r - A)(s - A)} = \left(\frac{kB}{j(r - A)}\right)^2$$

so that $t - A$ is the square of a rational number. But $t - A$ is an integer, thus it must be the square of an integer, contradicting Lemma 2.1. \qed

**Theorem 2.2.** When $B \neq 0$, the three quadratic subfields of $K$ are $\mathbb{Q}\left(\sqrt{r - A}\right)$, $\mathbb{Q}\left(\sqrt{s - A}\right)$ and $\mathbb{Q}\left(\sqrt{t - A}\right)$.

**Proof:** Let $\theta_1, \theta_2, \theta_3, \theta_4$ be the four roots of $g(x) = x^4 + Ax^2 + Bx + C$. By (2.2), (2.18) and (2.19), we have

$$-4(s + t) = -4(\theta_1\theta_3 + \theta_2\theta_4 + \theta_1\theta_4 + \theta_2\theta_3)$$

$$= (\theta_1 + \theta_2 + \theta_3 + \theta_4)^2 - 4(\theta_1 + \theta_2)(\theta_3 + \theta_4)$$

$$= (\theta_1 + \theta_2 - \theta_3 - \theta_4)^2$$

so that

$$\pm \sqrt{-s - t} = \frac{1}{2}(\theta_1 + \theta_2 - \theta_3 - \theta_4) \in \mathbb{Q}(\theta_1, \theta_2, \theta_3, \theta_4) = \mathbb{Q}(\theta) = K.$$

But by (2.2) we have

$$r + s + t = A,$$
so \( r - A = -s - t \). Thus, \( \sqrt{r-A} \in K \). By Lemma 2.1, \( r - A \not\in \mathbb{Q} \) so we have that 
\[
\left[ \mathbb{Q}\left( \sqrt{r-A} \right) : \mathbb{Q} \right] = 2.
\]
Hence \( \mathbb{Q}\left( \sqrt{r-A} \right) \) is a quadratic subfield of \( K \). Similarly, \( \mathbb{Q}\left( \sqrt{s-A} \right) \) and \( \mathbb{Q}\left( \sqrt{t-A} \right) \) are quadratic subfields of \( K \). These three quadratic subfields are distinct in view of Lemma 2.2.

From Lemma 1.3, Theorem 1.2 and Theorem 2.2, we immediately have the following corollaries:

**Corollary 2.1.** When \( B \neq 0 \), let \( r - A = r_1 x^2 \), \( s - A = s_1 y^2 \) and \( t - A = t_1 z^2 \), where \( r_1 \), \( s_1 \) and \( t_1 \) are square-free integers and \( x \), \( y \) and \( z \) are non-negative integers. Then, up to a permutation of \( r \), \( s \) and \( t \), exactly one of the following must be true:

(a) \( r_1 \equiv s_1 \equiv t_1 \equiv 1 \pmod{4} \),

(b) \( r_1 \equiv s_1 \equiv 3 \pmod{4}, \ t_1 \equiv 1 \pmod{4} \),

(c) \( r_1 \equiv s_1 \equiv 2 \text{ or } 6 \pmod{8}, \ t_1 \equiv 1 \pmod{4} \),

(d) \( r_1 \equiv 2 \pmod{8}, \ s_1 \equiv 6 \pmod{8}, \ t_1 \equiv 3 \pmod{4} \).

**Corollary 2.2.** When \( B \neq 0 \), let \( r - A = r_1 x^2 \), \( s - A = s_1 y^2 \) and \( t - A = t_1 z^2 \) where \( r_1 \), \( s_1 \) and \( t_1 \) are square-free integers and \( x \), \( y \) and \( z \) are non-negative integers. Then, up to a permutation of \( r \), \( s \) and \( t \), we have

(A) If \( r_1 s_1 t_1 \equiv 0 \pmod{2} \), then \( \alpha = 3 \). Furthermore, if we have \( r_1 \equiv 1 \pmod{4} \) and \( s_1 \equiv t_1 \equiv 2 \text{ or } 6 \pmod{8} \), then \( \beta = 6 \); otherwise, \( r_1 \equiv 3 \pmod{4} \), \( (s_1, t_1) \equiv (2, 6) \pmod{8} \) and \( \beta = 8 \).

(B) If all of \( r_1 \), \( s_1 \) or \( t_1 \) are odd and at most one of \( r_1 \), \( s_1 \) or \( t_1 \) is congruent to 1 modulo 4, then \( \alpha = 2 \).

(C) If \( r_1 \equiv s_1 \equiv t_1 \equiv 1 \pmod{4} \), then \( \alpha = 0 \).

**Lemma 2.3.** The roots of \( x^3 + 2Ax^2 + (A^2 - 4C)X - B^2 \) are \( r - A \), \( s - A \), and \( t - A \).
**Proof:** By (2.2) we have

\[(r - A) + (s - A) + (t - A) = (r + s + t) - 3A = A - 3A = -2A.\]

By (2.2) and (2.3) we have

\[(r - A)(s - A) + (s - A)(t - A) + (r - A)(t - A)\]
\[= (rs + st + rt) - 2A(r + s + t) + 3A^2\]
\[= -4C - 2A^2 + 3A^2 = A^2 - 4C.\]

By (2.5) we have

\[(r - A)(s - A)(t - A) = B^2.\]

The result follows.  \(\square\)

From Lemma 2.3, we have

\[(r - A)^3 + 2A(r - A)^2 + (A^2 - 4C)(r - A) - B^2 = 0,\] (2.20)
\[(s - A)^3 + 2A(s - A)^2 + (A^2 - 4C)(s - A) - B^2 = 0,\] (2.21)
\[(t - A)^3 + 2A(t - A)^2 + (A^2 - 4C)(t - A) - B^2 = 0.\] (2.22)
Chapter 3

Main Case 1: $AB(A^2 - 4C) \neq 0$. The odd part of the conductor

By (2.6) we can define square-free integers $r_1, s_1$ and $t_1$ and positive integers $x, y$ and $z$ by

\begin{align*}
r - A &= r_1 x^2, \\ s - A &= s_1 y^2, \\ t - A &= t_1 z^2.
\end{align*}

Moreover, by Lemmas 2.1 and 2.2, we have

\begin{equation}
    r_1 \neq 1, \ s_1 \neq 1, \ t_1 \neq 1, \ r_1 \neq s_1, \ s_1 \neq t_1, \ r_1 \neq t_1. \quad (3.4)
\end{equation}

By (3.1)-(3.3) and Theorem 2.2 we have that

\begin{equation}
    \mathbb{Q}\left(\sqrt{r_1}\right), \ \mathbb{Q}\left(\sqrt{s_1}\right), \ \mathbb{Q}\left(\sqrt{t_1}\right) \quad (3.5)
\end{equation}
are the three distinct quadratic subfields of $K$. Clearly,

$$|r_1| = \prod_{\substack{p \text{ (prime)} \atop \nu_p(r - A) \text{ odd}}} p, \quad |s_1| = \prod_{\substack{p \text{ (prime)} \atop \nu_p(s - A) \text{ odd}}} p, \quad |t_1| = \prod_{\substack{p \text{ (prime)} \atop \nu_p(t - A) \text{ odd}}} p. \quad (3.6)$$

By Lemma 2.3 and (2.20)-(2.22), we see that

$$r_1x^2 + s_1y^2 + t_1z^2 = -2A, \quad (3.7)$$
$$r_1s_1x^2y^2 + s_1t_1y^2z^2 + r_1t_1x^2z^2 = A^2 - 4C, \quad (3.8)$$
$$r_1s_1t_1x^2y^2z^2 = B^2, \quad (3.9)$$
$$r_1^3x^6 + 2Ar_1^2x^4 + (A^2 - 4C)r_1x^2 - B^2 = 0, \quad (3.10)$$
$$s_1^3y^6 + 2As_1^2y^4 + (A^2 - 4C)s_1y^2 - B^2 = 0, \quad (3.11)$$
$$t_1^3z^6 + 2At_1^2z^4 + (A^2 - 4C)t_1z^2 - B^2 = 0. \quad (3.12)$$

From (3.9) we see that

$$r_1s_1t_1 = \left(\frac{B}{xyz}\right)^2. \quad (3.13)$$

From (3.1)-(3.3) we see that for a prime $p$ we have

$$\nu_p(r - A) + \nu_p(s - A) + \nu_p(t - A) \equiv \nu_p(r_1) + \nu_p(s_1) + \nu_p(t_1) \pmod{2}. \quad (3.14)$$

As $\nu_p(r_1) + \nu_p(s_1) + \nu_p(t_1) = \nu_p(r_1s_1t_1) \equiv 0 \pmod{2}$, by (3.13), we obtain

$$\nu_p(r - A) + \nu_p(s - A) + \nu_p(t - A) \equiv 0 \pmod{2}. \quad (3.14)$$

As the quadratic subfields of $K$ are given by the square roots of $r - A$, $s - A$ and $t - A$
and the conductor is given in terms of the generators of the quadratic subfields of $K$, we wish to discover when $v_p(r - A)$, $v_p(s - A)$ and $v_p(t - A)$ are odd.

**Lemma 3.1.** Let $p$ be an odd prime. If at least one of $v_p(r - A)$, $v_p(s - A)$, $v_p(t - A)$ is odd, then either $p^e$ is odd or $p^e$ is even with $e \geq 2$ and $p | A$.

**Proof:** As we may permute $r$, $s$, and $t$, we may suppose without loss of generality that $v_p(r - A)$ is odd, say $v_p(r - A) = 2h + 1$ for some non-negative integer $h$. To prove the assertion of the lemma we must show that if $e_p$ is even then $e_p \geq 2$ and that $p | A$.

Suppose that $e_p = 0$. Then $e_p = \min(v_p(A^2 - 4C), v_p(B)) = \min(l_p, b_p) = 0$. If $l_p > b_p$ then $b_p = 0$, so $p \nmid B$. Hence, by (2.5), we see that $p \nmid r - A$. Thus $v_p(r - A) = 0$, contradicting the assumption that $v_p(r - A)$ is odd. Now, if $b_p \geq l_p$ then $l_p = 0$ so $p \nmid A^2 - 4C$. As $v_p(r - A) = 2h + 1$, we have $p^{2h+1} \parallel r - A$. Hence

$$p^{2h+2} \parallel (r - A)^3, \quad p^{2h+2} \parallel 2A(r - A)^2, \quad p^{2h+1} \parallel (A^2 - 4C)(r - A).$$

Thus

$$p^{2h+1} \parallel (r - A)^3 + 2A(r - A)^2 + (A^2 - 4C)(r - A).$$

By (2.20) we deduce $p^{2h+1} \parallel B^2$, which is impossible. Thus $e_p > 0$. As $e_p$ is even, we have that $e_p \geq 2$.

Now, suppose that $p \nmid A$, so $a_p = 0$. We have

$$p^{6h+3} \parallel (r - A)^3, \quad p^{4h+2} \parallel 2A(r - A)^2.$$ 

Thus, as $p$ is odd, we have

$$p^{4h+2} \parallel (r - A)^3 + 2A(r - A)^2.$$
Recall (2.20); namely, that

\[(r - A)^3 + 2A(r - A)^2 + (A^2 - 4C)(r - A) - B^2 = 0.\]  \hspace{1cm} (2.20)

Therefore, we have

\[p^{4h+2} \parallel (A^2 - 4C)(r - A) - B^2.\]

Then

\[p^{l_p+2h+1} \parallel (A^2 - 4C)(r - A), \quad p^{2b_p} \parallel B^2.\]

From this, we deduce:

(i) \(4h + 2 = 2b_p,\) if \(l_p + 2h + 1 > 2b_p,\)

(ii) \(4h + 2 = l_p + 2h + 1,\) if \(l_p + 2h + 1 < 2b_p,\)

(iii) \(4h + 2 \geq 2b_p,\) if \(l_p + 2h + 1 = 2b_p.\)

If (i) holds, then \(b_p = 2h + 1\) and \(l_p > b_p,\) so

\[e_p = \min(l_p, b_p) = b_p = 2h + 1,\]

contradicting the fact that \(e_p\) is even.

If (ii) holds, then \(l_p = 2h + 1\) and \(b_p > l_p,\) so

\[e_p = \min(l_p, b_p) = l_p = 2h + 1,\]

again contradicting the fact that \(e_p\) is even.
If (iii) holds, then \(2h + 1 \geq b_p\), so \(2b_p = l_p + 2h + 1 \geq l_p + b_p\), thus \(l_p \leq b_p\). Hence

\[e_p = \min(l_p, b_p) = l_p = 2b_p - 2h - 1,\]

which contradicts \(e_p\) being even. Therefore, \(p \nmid A\) is impossible, so \(p \mid A\). This completes the proof of Lemma 3.1. \(\square\)

**Remark 3.1.** If \(a_p \geq 2\), \(b_p \geq 3\) and \(l_p \geq 4\), then, as \(p^4 \mid A^2\), \(p^4 \mid A^2 - 4C\) and \(p \neq 2\), we deduce that \(p^4 \mid C\), so that \(p^2 \mid A\), \(p^3 \mid B\), and \(p^4 \mid C\), contradicting our simplifying assumption from (1.6). Thus

\[a_p \geq 2 \text{ and } b_p \geq 3 \text{ and } l_p \geq 4 \text{ cannot occur.} \quad (3.15)\]

**Remark 3.2.** If \(p \mid B\) then from (2.5) we deduce that \(p\) divides one of \(r - A\), \(s - A\) and \(t - A\). Relabelling \(r\), \(s\) and \(t\) if necessary, we may suppose that \(p \mid r - A\) without loss of generality. Thus

\[b_p \geq 1 \Rightarrow p \mid r - A. \quad (3.16)\]

**Remark 3.3.** If \(v_p(r - A)\) is even, say \(2h\) for some non-negative integer \(h\) (so \(p^{2h} \parallel r - A\)), then

\[p^{6h} \parallel (r - A)^3, \ p^{a_p + 4h} \parallel 2A(r - A)^2, \ p^{b_p + 2h} \parallel (A^2 - 4C)(r - A), \ p^{2h} \parallel B^2.\]

and solving (2.20) for \(B^2\),

\[(r - A)^3 + 2A(r - A)^2 + (A^2 - 4C)(r - A) = B^2, \quad (2.20)\]
We have

\[ v_p \left( (r - A)^3 + 2A(r - A)^2 + (A^2 - 4C)(r - A) \right) = v_p(B^2). \]

Set \( m_p = \min(v_p(r - A)^3, v_p(A(r - A)^2), v_p((A^2 - 4C)(r - A))). \) From this, we see that six cases arise:

Case (i): When \( v_p((r - A)^3) = v_p(A(r - a)^2), \) \( 6h = a_p + 4h \leq \min(l_p + 2h, 2b_p), \)

Case (ii): When \( v_p((r - A)^3) = v_p(A^2 - 4C)(r - A)), \)
\[ 6h = l_p + 2h \leq \min(a_p + 4h, 2b_p), \]

Case (iii): When \( m_p = v_p((r - A)^3), \) \( 6h = 2b_p \leq \min(a_p + 4h, l_p + 2h), \)

Case (iv): When \( v_p(A(r - A)^2) = v_p(A^2 - 4C)(r - A)), \)
\[ a_p + 4h = l_p + 2h \leq \min(6h, 2b_p), \]

Case (v): When \( m_p = v_p(A(r - A)^2), \) \( a_p + 4h = 2b_p \leq \min(l_p + 2h, 6h), \)

Case (vi): When \( m_p = v_p((A^2 - 4C)(r - A)), \) \( l_p + 2h = 2b_p \leq \min(6h, a_p + 4h). \)

We now treat the converse of Lemma 3.1 in two parts.

**Lemma 3.2.** Let \( p \) be an odd prime. If \( e_p \) is odd, then at least one of \( v_p(r - A), v_p(s - A) \) or \( v_p(t - A) \) is odd.

**Proof:** By way of contradiction, assume that \( v_p(r - A), v_p(s - A) \) and \( v_p(t - A) \) are all even. We define the non-negative integer \( h \) by \( v_p(r - A) = 2h \) and treat the six cases as described in Remark 3.3.
Cases (i),(ii),(iii). In these cases, we have \(a_p \geq 2h, \ b_p \geq 3h, \ l_p \geq 4h\). As \(e_p\) is odd, we have \(\min(l_p, b_p) = e_p \geq 1\) so that \(l_p \geq 1\) and \(b_p \geq 1\). From (3.16) we deduce that \(p \mid r - A\), so \(h \geq 1\). Thus, \(a_p \geq 2, \ b_p \geq 3\) and \(l_p \geq 4\). This is a contradiction by (3.15).

Case (iv). Here \(a_p \leq 2h, \ b_p \geq \frac{a_p}{2} + 2h\) and \(l_p = a_p + 2h\).

First, we treat the case \(l_p \geq b_p\). If \(a_p = 0\) then \(b_p \geq 2h\) and \(l_p = b_p = 2h\), contradicting that \(e_p = \min(l_p, b_p) = b_p\) is odd. If \(a_p = 1\) then \(b_p \geq \frac{1}{2} + 2h\) and \(l_p = 1 + 2h\) so that \(l_p = b_p = 1 + 2h\). Hence

\[
p \parallel A, \ p^{1+2h} \parallel B, \ p^{1+2h} \parallel A^2 - 4C, \ p^{2h} \parallel r - A.
\]

As \(b_p \geq 1\) by (3.16) we have \(h \geq 1\). Now by (2.5) we have

\[
p^{2h+2} \parallel \frac{B^2}{r - A} = (s - A)(t - A),
\]

so \(p \mid s - A\) or \(p \mid t - A\). Without loss of generality, we may suppose that \(p \mid s - A\). From Lemma 2.3 we have

\[
(r - A) + (s - A) + (t - A) = -2A \tag{3.17}
\]

and, as \(p \mid r - A, \ p \mid s - A\) and \(p \mid A\), we deduce that \(p \mid t - A\). But \(v_p(r - A), \ v_p(s - A), \ v_p(t - A)\) are all even, so \(p^2 \mid r - A, \ p^2 \mid s - A, \) and \(p^2 \mid t - A.\) Thus \(p^2 \mid A\), contradicting \(p \parallel A.\) If \(a_p \geq 2, \) then \(h \geq 1\) so \(b_p \geq 3\) and \(l_p \geq 4\). This contradicts (3.15).

We now turn to the case where \(b_p \geq l_p\). In this case, we have \(a_p \leq 2h, \ l_p \leq 4h, \ l_p = a_p + 2h, \ b_p \geq \frac{a_p}{2} + 2h.\) If \(a_p = 0, \) then \(b_p \geq 2h\) and \(l_p = 2h, \) so \(e_p = \min(l_p, b_p) = 2h\) is even, a contradiction. If \(a_p = 1\) then \(h \geq 1, \ l_p = 1 + 2h, \ b_p \geq 1 + 2h.\) As \(b_p \geq l_p\) we have
\[ b_p \geq 2 + 2h. \] Now, by (2.5), we deduce

\[ p^{2h+4} \mid \frac{B^2}{r-A} = (s-A)(t-A), \]

so \( p \mid s-A \) or \( p \mid t-A \). Without loss of generality, we may suppose that \( p \mid s-A \). Since \( p \mid r-A, p \mid s-A \) and \( p \mid A \), we deduce from (3.17) that \( p \mid t-A \). But \( v_p(r-A), v_p(s-A) \) and \( v_p(t-A) \) are all even, so \( p^2 \mid r-A, p^2 \mid s-A, p^2 \mid t-A \). Thus \( p^2 \mid A \), contradicting \( p \parallel A \). If \( a_p \geq 2 \) then \( h \geq 1, l_p \geq 2 + 2h \geq 4 \) and \( b_p > l_p \geq 4 \) contradicting (3.15).

\underline{Case (v)} Here \( a_p \) is even, \( b_p = \frac{a_p}{2} + 2h, a_p \leq 2h, b_p \leq 3h, l_p \geq a_p + 2h \).

If \( a_p = 0 \) then \( b_p = 2h \) and \( l_p \geq 2h \), thus \( e_p = \min(l_p, b_p) = b_p = 2h \), contradicting the fact that \( e_p \) is odd. If \( a_p \geq 2 \) then \( h \geq 1 \), so \( b_p \geq 1 + 2h \geq 3 \) and \( l_p \geq 2 + 2h \geq 4 \), contradicting (3.15).

\underline{Case (vi)} Here \( l_p \) is even, \( b_p = \frac{l_p}{2} + h, l_p \leq 4h, b_p \leq 3h \) and \( a_p \geq l_p - 2h \).

If \( h = 0 \) then \( l_p = b_p = 0 \), so \( e_p = \min(l_p, b_p) = 0 \), contradicting the fact that \( e_p \) is odd.

If \( h \geq 1 \) and \( l_p \geq b_p \) then \( e_p = \min(l_p, b_p) = b_p \), so \( b_p \) is odd. But \( l_p \) is even, so \( l_p \geq b_p + 1 \). Thus \( l_p \geq \frac{l_p}{2} + h + 1 \), so \( l_p \geq 2h + 2 \geq 4 \) and \( b_p = \frac{l_p}{2} + h \geq 2h + 1 \geq 3 \). Also, \( a_p \geq l_p - 2h \geq 2 \). This contradicts (3.15).

If \( h \geq 1 \) and \( b_p > l_p \) then \( e_p = \min(l_p, b_p) = l_p \) is even, contradicting the fact that \( e_p \) is odd.

Therefore, all six cases are impossible, so our assumption that all of \( v_p(r-A), v_p(s-A) \) and \( v_p(t-A) \) are even is invalid. This completes the proof of Lemma 3.2.

\[ \square \]

**Lemma 3.3.** Let \( p \) be an odd prime. If \( e_p \) is even with \( e_p \geq 2 \) and \( p \mid A \), then at least one of \( v_p(r-A), v_p(s-A) \) or \( v_p(t-A) \) is odd.

**Proof:** By way of contradiction, assume that \( v_p(r-A), v_p(s-A) \) and \( v_p(t-A) \) are all even.

Define the non-negative integer \( h \) by \( v_p(r-A) = 2h \). As \( p \mid A \) we have \( a_p \geq 1 \). As
\[ e_p = \min(l_p, b_p) \geq 2 \] we have \( l_p \geq 2 \) and \( b_p \geq 2 \). As \( e_p \) is even, we have

\[
\begin{cases}
    b_p \text{ even, if } l_p > b_p, \\
    l_p \text{ even, if } b_p \geq l_p.
\end{cases}
\]  

(3.18)

We treat the six cases described in Remark 3.3.

**Cases (i), (ii), (iii).** In these cases we have \( a_p \geq 2h, b_p \geq 3h, l_p \geq 4h \).

As \( b_p \geq e_p \geq 2 \), by (3.16) we have \( h \geq 1 \). Thus \( a_p \geq 2, b_p \geq 3, l_p \geq 4 \), a contradiction to (3.15).

**Case (iv).** Here, \( a_p \leq 2h, l_p \leq 4h, l_p = a_p + 2h \) and \( b_p \geq \frac{a_p}{2} + 2h \).

As \( a_p \geq 1 \) we have \( h \geq 1 \). If \( a_p = 1 \) then \( l_p = 1 + 2h \) and \( b_p \geq \frac{1}{2} + 2h \), so \( b_p \geq 1 + 2h \). Thus \( b_p \geq l_p \), so by (3.18) we have that \( l_p \) is even, a contradiction. If \( a_p \geq 2 \) then \( b_p \geq 1 + 2h \geq 3 \) and \( l_p \geq 2 + 2h \geq 4 \), contradicting (3.15).

**Case (v).** Here, \( a_p \) is even, \( a_p \leq 2h, b_p \leq 3h, l_p \geq a_p + 2h \) and \( b_p \geq \frac{a_p}{2} + 2h \).

As \( a_p \geq 1 \) and \( a_p \) is even we have \( a_p \geq 2 \). Also, \( h \geq 1 \). Thus, \( b_p \geq 1 + 2h \geq 3 \) and \( l_p \geq 2 + 2h \geq 4 \), contradicting (3.15).

**Case (vi).** Here \( l_p \) is even, \( b_p = \frac{l_p}{2} + h, l_p \leq 4h, b_p \leq 3h \) and \( a_p \geq l_p - 2h \).

As \( b_p \geq 2 \) we have \( h \geq 1 \). By (2.5) we have

\[
p^{l_p} \left\| \frac{B^2}{r - A} \right\| = (s - A)(t - A).
\]

As \( l_p \geq 2 \), \( p \) divides either \( s - A \) or \( t - A \). Without loss of generality, we may suppose that \( p \mid s - A \). As \( p \mid r - A, p \mid s - A \) and \( p \mid A \), we deduce from (3.17) that \( p \mid t - A \). But \( \nu_p(r - A), \nu_p(s - A) \) and \( \nu_p(t - A) \) are all even, so \( p^2 \mid r - A, p^2 \mid s - A \) and \( p^2 \mid t - A \). Thus \( p^2 \mid A \), hence
\[ a_p \geq 2. \] Also,

\[ p^6 \mid (r - A)(s - A)(t - A) = B^2, \]

so \( b_p \geq 3. \) Also, \( p^4 \mid (s - A)(t - A), \) so \( l_p \geq 4. \) This contradicts (3.15).

Therefore, all six cases are impossible, so our assumption that all of \( v_p(r - A), v_p(s - A) \) and \( v_p(t - A) \) are even is invalid. This completes the proof of Lemma 3.3. \( \square \)

**Lemma 3.4.** Let \( p \) be an odd prime. Then at least one of \( v_p(r - A), v_p(s - A) \) or \( v_p(t - A) \) is odd if and only if \( e_p \) is odd or \( e_p \) is even, \( e_p \geq 2 \) and \( p \mid A. \)

**Proof:** This follows immediately from Lemmas 3.1-3.3. \( \square \)

We are now in a position to determine the odd part of the conductor of a bicyclic quartic field in Main Case 1.

**Theorem 3.1.** Let \( K \) be a bicyclic quartic field. Suppose that \( K = \mathbb{Q}(\theta), \) where \( \theta^4 + A\theta^2 + B\theta + C = 0 \) and \( A, B, C \) are integers satisfying (1.5) and (1.6) and \( AB(A^2 - 4C) \neq 0. \) Then the odd part \( f_0(K) \) of the conductor \( f(K) \) is given by

\[
f_0(K) = \prod_{p \text{ (prime)} \neq 2} \left( \prod_{e_p \text{ odd}} p \right) \prod_{p | A, \, e_p \text{ (even)} \geq 2} p^{\frac{1}{2}} \prod_{p \text{ (prime)} \neq 2} \left( \prod_{e_p \text{ even}} p \right) \prod_{p | A, \, e_p \text{ (odd)} \geq 2} p^{\frac{1}{2}}.
\]

and the odd part \( d_0(K) \) of the discriminant \( d(K) \) is given by

\[
d_0(K) = \prod_{p \text{ (prime)} \neq 2} p^{2} \prod_{p | A, \, e_p \text{ (even)} \geq 2} p^{2} \prod_{p \text{ (prime)} \neq 2} p^{2}.
\]

**Proof:** By (3.5) we have

\[ K = \mathbb{Q} \left( \sqrt{r_1}, \sqrt{s_1} \right). \]
By (3.6) we have

\[ |r_1| = \prod_{\substack{p \text{ (prime)} \vphantom{p^p} \\ v_p(r - A) \text{ odd}}} p, \quad |s_1| = \prod_{\substack{p \text{ (prime)} \vphantom{p^p} \\ v_p(s - A) \text{ odd}}} p. \]

By (1.8) and (1.9) we have \( f(K) = (1 \text{ or } 4) \lcm(r_1, s_1) \), hence

\[
\begin{align*}
\frac{f_0(K)}{f_0(K)} &= \lcm \left( \prod_{\substack{p \text{ (prime)} \vphantom{p^p} \\ v_p(r - A) \text{ odd}}} p, \prod_{\substack{p \text{ (prime)} \vphantom{p^p} \\ v_p(s - A) \text{ odd}}} p \right) \\
&= \prod_{\substack{p \text{ (prime)} \vphantom{p^p} \\ v_p(r - A) \text{ or } v_p(s - A) \text{ odd}}} p, \\
&= \prod_{\substack{p \text{ (prime)} \vphantom{p^p} \\ \text{at least one of } \\
v_p(r - A), v_p(s - A), v_p(t - A) \text{ odd}}} p.
\end{align*}
\]

by (3.14). By Lemma 3.4 we have

\[
\prod_{\substack{p \text{ (prime)} \vphantom{p^p} \\ e_p \text{ odd}}} p \prod_{\substack{p \text{ (prime)} \vphantom{p^p} \\ e_p \geq 2 \text{ even}}} p = \prod_{\substack{p \text{ (prime)} \vphantom{p^p} \\ p|A}} p.
\]

The formula for \( f_0(K) \) now follows. The formula for \( d_0(K) \) follows directly from Theorem 1.2. \[ \square \]
Chapter 4

Main Case 1: Congruences for $A, B, C$

modulo powers of 2

Throughout this section $A, B$ and $C$ are integers such that (1.3)-(1.6) hold and $A, B$ and $A^2 - 4C$ are all non-zero. The non-negative integers $a, b, c$ and $l$ and the odd integers $A_1, B_1, C_1$ and $E$ are defined by

$$A = 2^a A_1, \quad B = 2^b B_1, \quad C = 2^c C_1, \quad A^2 - 4C = 2^l E.$$  

Since $\text{Gal}(x^4 + Ax^2 + Bx + C) \cong \mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z}$, there are restrictions on the residue classes modulo powers of 2 to which $A, B, C$ and $E$ can belong. We determine these residue classes in this section.

We recall from (2.2)-(2.4) that there are non-zero integers $r, s$ and $t$ such that

$$r + s + t = A, \quad (4.1)$$
$$rs + st + rt = -4C, \quad (4.2)$$
$$rst = B^2 - 4AC. \quad (4.3)$$
By Lemma 2.3 the integers \( r - A, s - A \) and \( t - A \) satisfy

\[
(r - A) + (s - A) + (t - A) = -2A, \tag{4.4}
\]

\[
(r - A)(s - A) + (s - A)(t - A) + (r - A)(t - A) = A^2 - 4C, \tag{4.5}
\]

\[
(r - A)(s - A)(t - A) = B^2. \tag{4.6}
\]

Our first result of this section gives results about the quantities \( u + v + w, uv + vw + uw \) and \(uvw\) modulo powers of 2, where \( u, v \) and \( w \) are integers. These will be very useful in analyzing (4.1)-(4.6).

**Proposition 4.1.** Let \( u, v, w \in \mathbb{Z} \). Let \((P)\) indicate “up to permutation of \( u, v \) and \( w \)”. Then

(i):

\[
\begin{cases}
  u + v + w \equiv 1 \pmod{2} \\
  uvw \equiv 8 \pmod{16}
\end{cases}
\Rightarrow
\begin{cases}
  uv + vw + uw \equiv 2 \pmod{4},
\end{cases}
\]

(ii):

\[
\begin{cases}
  u + v + w \equiv 0 \pmod{4} \\
  uv + vw + uw \equiv 0 \pmod{4}
\end{cases}
\Rightarrow
\begin{cases}
  u \equiv v \equiv w \equiv 0 \pmod{2} \\
  \text{at least one of } u, v, w \equiv 0 \pmod{4}
\end{cases},
\]

and \(uvw \equiv 0 \pmod{16}\)

(iii):

\[
\begin{cases}
  u + v + w \equiv 0 \pmod{4} \\
  uv + vw + uw \equiv 0 \pmod{8}
\end{cases}
\Rightarrow
\begin{cases}
  u \equiv v \equiv w \equiv 0 \pmod{4},
\end{cases}
\]
(iv):
\[
\begin{align*}
\begin{cases}
    u + v + w \equiv 4 \pmod{8} \\
    uv + vw + uw \equiv 4 \pmod{16}
\end{cases}
\quad (P)
\quad \Rightarrow
\begin{cases}
    u \equiv 0 \pmod{8}, \quad v \equiv w \equiv 2 \pmod{4} \\
    v \equiv w \pmod{8}
\end{cases},
\end{align*}
\]

(v):
\[
\begin{align*}
\begin{cases}
    u + v + w \equiv 4 \pmod{8} \\
    uv + vw + uw \equiv 12 \pmod{16}
\end{cases}
\quad (P)
\quad \Rightarrow
\begin{cases}
    u \equiv 4 \pmod{8}, \quad v \equiv 2 \pmod{8} \\
    w \equiv 6 \pmod{8}
\end{cases},
\end{align*}
\]

(vi):
\[
\begin{align*}
\begin{cases}
    u + v + w \equiv 0 \pmod{8} \\
    uv + vw + uw \equiv 4 \pmod{8} \\
    uvw \equiv 0 \pmod{64}
\end{cases}
\quad (P)
\quad \Rightarrow
\begin{cases}
    u \equiv v \equiv 2 \pmod{4}, \quad w \equiv 0 \pmod{16} \\
    u \equiv -v \pmod{8}
\end{cases},
\end{align*}
\]

(vii):
\[
\begin{align*}
\begin{cases}
    u + v + w \equiv 0 \pmod{8} \\
    uv + vw + uw \equiv 0 \pmod{4} \\
    uvw \equiv 16 \pmod{64}
\end{cases}
\quad (P)
\quad \Rightarrow
\begin{cases}
    u \equiv v \equiv 2 \pmod{4}, \quad w \equiv 4 \pmod{16} \\
    u \equiv v \pmod{8}
\end{cases},
\end{align*}
\]

(viii):
\[
\begin{align*}
\begin{cases}
    u + v + w \equiv 2 \pmod{4} \\
    uv + vw + uw \equiv 12 \pmod{16}
\end{cases}
\quad \Rightarrow
\begin{cases}
    u \equiv v \equiv w \equiv 2 \pmod{4}.
\end{cases}
\end{align*}
\]

**Proof:** (i): Clearly \(uvw \neq 0\), so we can define non-negative integers \(\alpha, \beta\) and \(\gamma\) and odd
integers $u_1, v_1, w_1$ by

$$u = 2^\alpha u_1, \quad v = 2^\beta v_1, \quad w = 2^\gamma w_1.$$  

By permuting $u, v$ and $w$ if necessary, we may suppose that $\alpha \leq \beta \leq \gamma$. Then

$$2^\alpha u_1 + 2^\beta v_1 + 2^\gamma w_1 \equiv 1 \pmod{2}$$

and

$$\alpha + \beta + \gamma = 3.$$  

Hence $\alpha = 0$ and $\beta + \gamma = 3$. Thus $\beta = 1$ and $\gamma = 2$, giving

$$uv + vw + uw = 2u_1v_1 + 8v_1w_1 + 4u_1w_1 \equiv 2 \pmod{4}.$$  

(ii): Suppose that $u, v, w$ are not all even. Then, as $u + v + w \equiv 0 \pmod{2}$, exactly two of them are odd and one is even. Assuming without loss of generality that $w$ is even, then $uv + vw + uw \equiv uv \equiv 1 \pmod{2}$, a contradiction. Thus $u, v, w$ are all even, so there are integers $u_1, v_1, w_1$ such that $u = 2u_1, v = 2v_1, w = 2w_1$. The congruence $u + v + w \equiv 0 \pmod{4}$ then yields $u_1 + v_1 + w_1 \equiv 0 \pmod{2}$. Clearly, $u_1, v_1, w_1$ are not all odd, so at least one of them is even, say $u_1$. Then $u \equiv 0 \pmod{4}$ and $uvw \equiv 0 \pmod{16}$.

(iii): By (ii) we have $u \equiv v \equiv w \equiv 0 \pmod{2}$ and, without loss of generality, we have $u \equiv 0 \pmod{4}$. Then $v + w \equiv 0 \pmod{4}$ and $vw \equiv 0 \pmod{8}$. Hence $v \equiv w \equiv 0 \pmod{4}$.

(iv): By (ii) we have $u \equiv v \equiv w \equiv 0 \pmod{2}$ and, without loss of generality, we have
$u \equiv 0 \pmod{4}$. Set $u = 4u_1$, $v = 2v_1$, and $w = 2w_1$, so that

\[2u_1 + v_1 + w_1 \equiv 2 \pmod{4},\]
\[2u_1 v_1 + v_1 w_1 + 2u_1 w_1 \equiv 1 \pmod{4}.

Clearly we have $v_1 \equiv w_1 \equiv 1 \pmod{2}$, say $v_1 = 2v_2 + 1$ and $w_1 = 2w_2 + 1$. Using this in the first congruence above we get

\[2u_1 + 2v_2 + 2w_2 + 2 \equiv 2 \pmod{4} \implies 2u_1 \equiv 2v_2 + 2w_2 \pmod{4}.

From the second congruence we then deduce the following:

\[2u_1 v_1 + v_1 w_1 + 2u_1 w_1 \equiv 1 \pmod{4} \]
\[\implies 2u_1 (v_1 + w_1) + 4v_2 w_2 + 2v_2 + 2w_2 + 1 \equiv 1 \pmod{4} \]
\[\implies 2u_1 (v_1 + w_1) + 2u_1 \equiv 0 \pmod{4} \]
\[\implies 2u_1 (v_1 + w_1 + 1) \equiv 0 \pmod{4}.

Since $v_1 + w_1 + 1$ is odd, we must have $u_1 \equiv 0 \pmod{2}$. Then from the second congruence we quickly see that $v_1 \equiv w_1 \pmod{4}$. Thus $u \equiv 0 \pmod{8}$ and $v \equiv w \pmod{8}$. Since $u + v + w \equiv v + w \equiv 4 \pmod{8}$, we have that $v \equiv w \equiv 2 \pmod{4}$.

(v): By (ii) we have $u \equiv v \equiv w \equiv 0 \pmod{2}$ and, without loss of generality, $u \equiv 0 \pmod{4}$. Set $u = 4u_1$, $v = 2v_1$ and $w = 2w_1$ so that

\[2u_1 + v_1 + w_1 \equiv 2 \pmod{4},\]
\[2u_1 v_1 + v_1 w_1 + 2u_1 w_1 \equiv 3 \pmod{4}.

Hence $v_1 \equiv w_1 \equiv 1 \pmod{2}$, say $v_1 = 2v_2 + 1$ and $w_1 = 2w_2 + 1$. We then have that
\( u_1 \equiv v_2 + w_2 \equiv 1 \pmod{2} \). Without loss of generality, \( v_2 \equiv 0 \pmod{2} \) and \( w_2 \equiv 1 \pmod{2} \).

Thus \( u \equiv 4 \pmod{8}, v \equiv 2 \pmod{8} \) and \( w \equiv 6 \pmod{8} \).

(vi): By (ii) we have \( u \equiv v \equiv w \equiv 0 \pmod{2} \) and, without loss of generality, we have \( w \equiv 0 \pmod{4} \). Set \( u = 2u_1, v = 2v_1 \) and \( w = 4w_1 \). Then

\[
\begin{align*}
u_1 + v_1 + 2w_1 & \equiv 0 \pmod{4}, \\
u_1v_1 & \equiv 1 \pmod{2}, \\
u_1v_1w_1 & \equiv 0 \pmod{4},
\end{align*}
\]

hence

\[
\begin{align*}
u_1 & \equiv v_1 \equiv 1 \pmod{2}, \\
w_1 & \equiv 0 \pmod{4}, \\
u_1 + v_1 & \equiv 0 \pmod{4}.
\end{align*}
\]

Thus

\[
\begin{align*}
u & \equiv v \equiv w \equiv 0 \pmod{2}, \\
w & \equiv 0 \pmod{8}, \\
u + v & \equiv 0 \pmod{16}.
\end{align*}
\]

(vii): By (ii) we have \( u \equiv v \equiv w \equiv 0 \pmod{2} \) and, without loss of generality, we have \( w \equiv 0 \pmod{4} \). Set \( u = 2u_1, v = 2v_1 \) and \( w = 4w_1 \). Then

\[
\begin{align*}
u_1 + v_1 + 2w_1 & \equiv 0 \pmod{4}, \\
u_1v_1w_1 & \equiv 1 \pmod{4}.
\end{align*}
\]

Hence \( u_1 \equiv v_1 \equiv w_1 \equiv 1 \pmod{2} \) and \( w_1 \equiv u_1v_1 \pmod{4} \). Thus

\[
u_1 + v_1 \equiv 2 \pmod{4},
\]
so

\[ u_1 \equiv v_1 \pmod{4}, \ w_1 \equiv u_1^2 \equiv 1 \pmod{4}. \]

Then

\[ u \equiv v \equiv w \equiv 2 \pmod{8}, \ w \equiv 4 \pmod{16}, \ u \equiv v \pmod{8}. \]

(viii): By (ii) we have that \( u \equiv v \equiv w \equiv 0 \pmod{2} \). Therefore, there are only two possibilities for \( u, v \) and \( w \) modulo 4 (up to permutation of \( u, v \) and \( w \)):

\[ (u, v, w) \equiv (2, 2, 2) \text{ or } (2, 0, 0) \pmod{4}. \]

Note, if \( (u, v, w) \equiv (2, 0, 0) \pmod{4} \), then we see that \( 8 \mid uv + vw + uw \), contradicting \( uv + vw + uw \equiv 12 \pmod{16} \). Thus \( u, v, w \equiv 2 \pmod{4} \).

**Lemma 4.1.** \( B \equiv 0 \pmod{2} \).

**Proof:** Suppose \( B \equiv 1 \pmod{2} \). Then, by (4.6), we have

\[ r - A \equiv s - A \equiv t - A \equiv 1 \pmod{2}. \]

Hence, \( (r - A) + (s - A) + (t - A) \equiv 1 \pmod{2} \), contradicting (4.4). Therefore, we must have that \( B \equiv 0 \pmod{2} \).

**Lemma 4.2.** If \( A \equiv 1 \pmod{2} \) and \( B \equiv 0 \pmod{4} \) then \( C \equiv 2 \pmod{4} \).

**Proof:** In this case it is easier to use (4.1)-(4.3) rather than (4.4)-(4.6). Suppose that \( A \equiv 1 \pmod{2} \) and \( B \equiv 0 \pmod{4} \). If \( C \equiv 2 \pmod{4} \) then (4.1) and (4.3) yield \( r + s + t \equiv 1 \pmod{2} \) and \( rst \equiv 8 \pmod{16} \), respectively. Hence, by Proposition 4.1(i), we have \( rs + st + rt \equiv 2 \pmod{4} \). This contradicts (4.2), thus \( C \equiv 2 \pmod{4} \).
Lemma 4.3. If $A \equiv 0 \text{ (mod 2)}$ then $B \equiv 0 \text{ (mod 4)}$.

**Proof:** By (4.4) and (4.5) we have $(r - A) + (s - A) + (t - A) \equiv 0 \text{ (mod 4)}$ and $(r - A)(s - A) + (s - A)(t - A) + (r - A)(t - A) \equiv 0 \text{ (mod 4)}$. Then, by Proposition 4.1(ii), we have $(r - A)(s - A)(t - A) \equiv 0 \text{ (mod 16)}$. Hence, by (4.6), $B^2 \equiv 0 \text{ (mod 16)}$, thus $B \equiv 0 \text{ (mod 4)}$. \qed

Lemma 4.4. If $A \equiv 2 \text{ (mod 4)}$ then $B \equiv 0 \text{ (mod 4)}$ and $C \equiv 3 \text{ (mod 4)}$. Moreover,

$$B \equiv \begin{cases} 0 \text{ (mod 8)}, & \text{if } C \equiv 0, 1 \text{ (mod 4)}, \\ 4 \text{ (mod 8)}, & \text{if } C \equiv 2 \text{ (mod 4)}. \end{cases}$$

**Proof:** If $A \equiv 2 \text{ (mod 4)}$ then $A = 4k + 2$ for some integer $k$. We then have that $A^2 = 16k^2 + 16k + 4$, so $A^2 \equiv 4 \text{ (mod 16)}$ and $A^2 - 4C \equiv 4 - 4C \equiv 4(1 - C) \text{ (mod 16)}$. From (4.4) and (4.5), we obtain

$$(r - A) + (s - A) + (t - A) = -2A \equiv 4 \text{ (mod 8)}$$

and

$$(r - A)(s - A) + (s - A)(t - A) + (r - A)(t - A) = A^2 - 4C$$

$$\equiv 4(1 - C) \text{ (mod 16)}.$$ 

Hence, by Proposition 4.1(ii), we have

$$(r - A)(s - A)(t - A) \equiv 0 \text{ (mod 16)}.$$

Appealing to (4.6), we obtain $B^2 \equiv 0 \text{ (mod 16)}$, so $B \equiv 0 \text{ (mod 4)}$ as asserted.
Suppose $C \equiv 3 \pmod{4}$. Then, from the above, we have

$$(r - A) + (s - A) + (t - A) \equiv 4 \pmod{8}$$

and

$$(r - A)(s - A) + (s - A)(t - A) + (r - A)(t - A) \equiv 8 \pmod{16}.$$ 

Therefore, by Proposition 4.1(iii), we obtain

$$(r - A)(s - A) + (s - A)(t - A) + (r - A)(t - A) \equiv 0 \pmod{16},$$

a contradiction. Hence $C \not\equiv 3 \pmod{4}$ as claimed.

If $C \equiv 0 \pmod{4}$, then

$$(r - A) + (s - A) + (t - A) \equiv 4 \pmod{8}$$

and

$$(r - A)(s - A) + (s - A)(t - A) + (r - A)(t - A) \equiv 4 \pmod{16}.$$ 

Thus, by (4.6) and Proposition 4.1(iv), we have

$$B^2 = (r - A)(s - A)(t - A) \equiv 0 \pmod{32}.$$ 

Hence $2v_2(B) = v_2(B^2) \geq 5$, so $v_2(B) \geq 3$. Therefore, $B \equiv 0 \pmod{8}$. 
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If $C \equiv 1 \pmod{4}$ then

$$(r - A) + (s - A) + (t - A) \equiv 4 \pmod{8}$$

and

$$(r - A)(s - A) + (s - A)(t - A) + (r - A)(t - A) \equiv 0 \pmod{16}.$$  

By (4.6) and Proposition 4.1(iii), we then have

$$B^2 = (r - A)(s - A)(t - A) \equiv 0 \pmod{64},$$

so $B \equiv 0 \pmod{8}$.

If $C \equiv 2 \pmod{4}$, then

$$(r - A) + (s - A) + (t - A) \equiv 4 \pmod{8}$$

and

$$(r - A)(s - A) + (s - A)(t - A) + (r - A)(t - A) \equiv 12 \pmod{16}.$$  

Thus, by (4.6) and Proposition 4.1(v), we have

$$B^2 = (r - A)(s - A)(t - A) \equiv 16 \pmod{32}.$$  

Therefore, $2\nu_2(B) = \nu_2(B^2) = 4$, so $\nu_2(B) = 2$ and $B \equiv 4 \pmod{8}$.  

Lemma 4.5. If $A \equiv 4 \pmod{8}$ and $B \equiv 4 \pmod{8}$ then $C \equiv 3 \pmod{4}$.  
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Proof: By (4.4)-(4.6), we have

\[(r - A) + (s - A) + (t - A) \equiv 8 \pmod{16},\]
\[(r - A)(s - A) + (s - A)(t - A) + (r - A)(t - A) \equiv -4C \pmod{16},\]
\[(r - A)(s - A)(t - A) \equiv 16 \pmod{64}.\]

Appealing to Proposition 4.1(vii), we obtain

\[(r - A)(s - A) + (s - A)(t - A) + (r - A)(t - A) \equiv 4 \pmod{16}.\]

Hence \(-4C \equiv 4 \pmod{16}\), so \(C \equiv 3 \pmod{4}\).

Lemma 4.6. If \(A \equiv 4 \pmod{8}\), \(B \equiv 0 \pmod{8}\) and \(C \equiv 1 \pmod{2}\) then \(C \equiv 1 \pmod{4}\).

Proof: From (4.4)-(4.6) we have

\[(r - A) + (s - A) + (t - A) \equiv 8 \pmod{16},\]
\[(r - A)(s - A) + (s - A)(t - A) + (r - A)(t - A) \equiv -4C \pmod{16},\]
\[(r - A)(s - A)(t - A) \equiv 0 \pmod{64}.\]

As \(C \equiv 1 \pmod{2}\), we have \(-4C \equiv 4 \pmod{8}\). By Proposition 4.1(vi), we obtain

\[(r - A)(s - A) + (s - A)(t - A) + (r - A)(t - A) \equiv 12 \pmod{16}.\]

Hence \(-4C \equiv 12 \pmod{16}\), so \(C \equiv 1 \pmod{4}\).

Lemma 4.7. If \(A \equiv 4 \pmod{8}\), \(B \equiv 0 \pmod{8}\) and \(C \equiv 0 \pmod{8}\) then \(B \equiv 0 \pmod{16}\) and \(C \equiv 4 \pmod{8}\).
Proof: By (4.4) and (4.5) we have

\[(r - A) + (s - A) + (t - A) \equiv 0 \pmod{8},\]

\[(r - A)(s - A) + (s - A)(t - A) + (r - A)(t - A) \equiv 0 \pmod{8}.

Hence, by Proposition 4.1(iii), we deduce

\[r - A \equiv s - A \equiv t - A \equiv 0 \pmod{4}.

Define integers \(x, y, z\) by

\[r - A = 4x, \ s - A = 4y, \ t - A = 4z.

Then (4.4)-(4.6) become

\[x + y + z = \frac{-A}{2},\]

\[xy + yz + xz = \left(\frac{A}{4}\right)^2 - C/4,\]

\[xyz = \left(\frac{B}{8}\right)^2,\]

proving \(C \equiv 0 \pmod{4}\). As \(\frac{A}{2}\) is even, at least one of \(x, y, z\) is even. Without loss of generality we may suppose that \(x \equiv 0 \pmod{2}\), say \(x = 2x_1, x_1 \in \mathbb{Z}\). Then

\[2x_1 + y + z = \frac{-A}{2},\]

\[2x_1(y + z) + yz = \left(\frac{A}{4}\right)^2 - C/4,\]

\[2x_1yz = \left(\frac{B}{8}\right)^2.\]

Hence \(\frac{B^2}{128} = x_1yz\), so \(256|B^2\) since \(v_2(B^2)\) is even. Thus \(B \equiv 0 \pmod{16}\) as asserted.
Define $A_1, B_1, C_1$ by $A = 8A_1 + 4$, $B = 16B_1$, $C = 4C_1$, so

$$2x_1 + y + z = -4A_1 - 2,$$
$$2x_1(y + z) + yz = 4A_1^2 + 4A_1 + 1 - C_1,$$
$$x_1yz = 2B_1^2.$$ 

Clearly $y \equiv z \pmod{2}$. If $y \equiv z \equiv 1 \pmod{2}$, then $x_1 \equiv 0 \pmod{2}$, so

$$y + z \equiv 2 \pmod{4},$$
$$yz \equiv 1 - C_1 \pmod{4}.$$ 

Thus

$$1 - C_1 \equiv yz \equiv y(2 - y) \equiv 2 - 1 \equiv 1 \pmod{4},$$

so $C_1 \equiv 0 \pmod{4}$. Hence $C \equiv 0 \pmod{16}$, contradicting (1.6). Thus, we must have $y \equiv z \equiv 0 \pmod{2}$. Then $C_1 \equiv 1 \pmod{4}$, thus $C \equiv 4 \pmod{16}$. 

**Lemma 4.8.** If $A \equiv 0 \pmod{8}$ and $B \equiv 4 \pmod{8}$ then $C \equiv 3 \pmod{4}$.

**Proof:** From (4.4) and (4.5) we have

$$(r - A) + (s - A) + (t - A) \equiv 0 \pmod{16},$$
$$(r - A)(s - A) + (s - A)(t - A) + (r - A)(t - A) \equiv 0 \pmod{4}.$$
Hence, by Proposition 4.1(ii), after permuting of \(r, s\) and \(t\), if necessary, the following:

\[
\begin{align*}
    r - A &\equiv 0 \pmod{4}, \\
    s - A &\equiv 0 \pmod{2}, \\
    t - A &\equiv 0 \pmod{2}.
\end{align*}
\]

Thus we can define integers \(x, y\) and \(z\) by

\[
\begin{align*}
    r - A &= 4x, \\
    s - A &= 2y, \\
    t - A &= 2z.
\end{align*}
\]

Then (4.4)-(4.6) become

\[
\begin{align*}
    2x + y + z &= -A, \\
    2x(y + z) + yz &= \left(\frac{A}{2}\right)^2 - C, \\
    xyz &= \left(\frac{B}{4}\right)^2.
\end{align*}
\]

As \(\frac{B}{4} \equiv 1 \pmod{2}\), we see that \(x \equiv y \equiv z \equiv 1 \pmod{2}\). Then, modulo 4, we have

\[
\begin{align*}
    2 + y + z &\equiv 0 \pmod{4}, \\
    2x(y + z) + yz &\equiv yz \equiv -C \pmod{4}, \\
    xyz &\equiv 1 \pmod{4}.
\end{align*}
\]

Thus

\[
\begin{align*}
    C &\equiv -yz \equiv -y(2 - y) \equiv y^2 - 2y \equiv 1 - 2 \equiv 3 \pmod{4}
\end{align*}
\]

as claimed.

\[
\square
\]

**Lemma 4.9.** If \(A \equiv B \equiv 0 \pmod{8}\) and \(C \equiv 1 \pmod{2}\) then \(C \equiv 1 \pmod{4}\).
**Proof:** By (4.4)-(4.6) we have

\[(r - A) + (s - A) + (t - A) \equiv 0 \pmod{16},\]

\[(r - A)(s - A) + (s - A)(t - A) + (r - A)(t - A) \equiv -4C \pmod{16},\]

\[(r - A)(s - A)(t - A) \equiv 0 \pmod{64}.\]

Appealing to Proposition 4.1(vi) we have

\[(r - A)(s - A) + (s - A)(t - A) + (r - A)(t - A) \equiv 12 \pmod{16}.\]

Hence \(-4C \equiv 12 \pmod{16}\), so \(C \equiv 1 \pmod{4}\).

**Lemma 4.10.** If \(A \equiv B \equiv 0 \pmod{8}\) and \(C \equiv 0 \pmod{2}\) then \(B \equiv 0 \pmod{16}\), \(C \equiv 4 \pmod{16}\) and \(B + C \equiv 4 \pmod{32}\).

**Proof:** By (4.4) and (4.5) we have

\[(r - A) + (s - A) + (t - A) \equiv 0 \pmod{16},\]

\[(r - A)(s - A) + (s - A)(t - A) + (r - A)(t - A) \equiv 0 \pmod{8}.\]

Hence, by Proposition 4.1(iii), we deduce that

\[r - A \equiv s - A \equiv t - A \equiv 0 \pmod{4}.\]

Thus there are integers \(x, y, z\) such that

\[r - A = 4x, \ s - A = 4y, \ t - A = 4z.\]
Then (4.4)-(4.6) become
\[ x + y + z = -\frac{A}{2}, \]
\[ xy + yz + xz = \left(\frac{A}{4}\right)^2 - \frac{C}{4}, \]
\[ xyz = \left(\frac{B}{8}\right)^2, \]
proving that \( C \equiv 0 \pmod{4}. \) As \( \frac{A}{2} \) is even, at least one of \( x, y \) and \( z \) is even. Without loss of generality we may suppose that \( x \equiv 0 \pmod{2}, \) say \( x = 2x_1 \) for some \( x_1 \in \mathbb{Z}. \) Then
\[ 2x_1 + y + z = -\frac{A}{2}, \]
\[ 2x_1(y + z) + yz = \left(\frac{A}{4}\right)^2 - \frac{C}{4}, \]
\[ 2x_1yz = \left(\frac{B}{8}\right)^2. \]
Hence \( \frac{B}{8} \equiv 0 \pmod{2}, \) so \( B \equiv 0 \pmod{16}, \) as asserted. We define integers \( A_1, B_1, C_1 \) by \( A = 8A_1, B = 16B_1, C = 4C_1 \) so
\[ 2x_1 + y + z = -4A_1, \]
\[ 2x_1(y + z) + yz = 4A_1^2 - C_1, \]
\[ x_1yz = 2B_1^2. \]
Clearly \( y \equiv z \pmod{2}. \) If \( y \equiv z \equiv 0 \pmod{2} \) then \( C_1 \equiv 0 \pmod{4}, \) thus \( C \equiv 0 \pmod{16}, \) contradicting (1.6). Hence \( y \equiv z \equiv 1 \pmod{2}, \) so we must have \( x_1 \equiv 0 \pmod{2}. \) Therefore, \( y + z \equiv 0 \pmod{4} \) and \( yz \equiv -C_1 \pmod{4}. \) Hence
\[ C_1 \equiv -yz \equiv y^2 \equiv 1 \pmod{4}, \]
so \( C \equiv 4C_1 \equiv 4 \pmod{16}, \) as asserted.
As \( x_1 \equiv 0 \pmod{2} \), we can define \( x_2 \in \mathbb{Z} \) such that \( x_1 = 2x_2 \). Then

\[
4x_2 + y + z = -4A_1,
\]
\[
4x_2(y + z) + yz = 4A_1^2 - C_1,
\]
\[
x_2yz = B_1^2.
\]

As \( y \equiv z \equiv 1 \pmod{2} \) and \( y + z \equiv 0 \pmod{4} \), permuting \( y \) and \( z \) if necessary we have that \( y \equiv 1 \pmod{4} \) and \( z \equiv 3 \pmod{4} \). From this, we have

\[
(y - 1)(z - 1) \equiv 0 \pmod{8}
\]
\[
\Rightarrow yz - z - y + 1 \equiv 0 \pmod{8}
\]
\[
\Rightarrow yz \equiv yz + 1 \pmod{8}.
\]

Therefore, we have

\[
4x_2 + yz + 1 \equiv 4A_1 \pmod{8},
\]
\[
yz \equiv 4A_1^2 - C_1 \pmod{8},
\]
\[
x_2 \equiv B_1 \pmod{2}.
\]

Finally,

\[
B + C = 16B_1 + 4C_1 \equiv 16x_2 + (16A_1 - 4yz)
\]
\[
\equiv 16x_2 + (16x_2 + 4yz + 4) - 4yz \equiv 4 \pmod{32}. \quad \square
\]

From Lemmas 4.1-4.10 we deduce that each triple \((A, B, C)\) satisfying (1.3)-(1.6) and \(AB(A^2 - 4C) \neq 0\) falls into one and only one of the thirteen cases listed in the table below. A flowchart outlining the deduction of this case breakdown using the
lemmas in this section can be found in Appendix B. Appendix A contains examples of each case not considered to be invalid here, along with examples for all other main cases.

The rest of this section is devoted to a more detailed analysis of Case 6. This analysis justifies the breakdown of Case 6 into the nineteen subcases listed in Table 1 of Appendix A. Recall that \(a = v_2(A), b = v_2(B), c = v_2(C), l = v_2(A^2 - 4C),\) and \(E = \frac{A^2 - 4C}{b}\).

**Lemma 4.11.** Suppose that

\[
A \equiv 2 \pmod{4}, \quad B \equiv 0 \pmod{8}, \quad C \equiv 1 \pmod{4}.
\]

Then

(i): \(b \geq 3,

(ii): \(l \geq 4,

(iii): \text{if } l = 4 \text{ then } b = 3 \text{ and } A \equiv 2 \pmod{8},

(iv): \text{if } l \geq 5 \text{ is odd and } b = l - 2 \text{ then } l \geq 7 \text{ and } A \equiv 6 \pmod{8},

(v): \text{if } l \geq 5 \text{ is odd, } b < l - 3 \text{ and } b \text{ is odd then } b \geq 5 \text{ and }

\[
\begin{align*}
A &\equiv 10 \pmod{16}, \text{ if } b = 5, \\
A &\equiv 2 \pmod{16}, \text{ if } b \geq 7,
\end{align*}
\]
(vi): if \( l \geq 6 \) is even, \( b \leq l - 2 \) and \( b \) is odd then \( l \geq 8, b \geq 5 \) and

\[
\begin{cases}
A \equiv 6 \pmod{8}, & \text{if } b = l - 2, \\
A \equiv 2 \pmod{8}, & \text{if } b \leq l - 3,
\end{cases}
\]

(vii): the possibility where \( b = l - 1, l \) (even) \( \geq 6 \) cannot occur.

**Proof:** (i): As \( B \equiv 0 \pmod{8} \) we have \( b \geq 3 \).

(ii): As \( A \equiv 2 \pmod{4} \) we have \( A^2 \equiv 4 \pmod{16} \). As \( C \equiv 1 \pmod{4} \) we have \( 4C \equiv 4 \pmod{16} \). Thus \( A^2 - 4C \equiv 0 \pmod{16} \). But \( 2^4 | A^2 - 4C \) and \( A^2 - 4C \neq 0 \), hence \( l \geq 4 \).

(iii): Here \( l = 4 \) and we wish to show that \( b = 3 \) and \( A \equiv 2 \pmod{8} \). By part (i) we know that \( b \geq 3 \). By (4.4)-(4.6) the integers \( r - A, s - A \) and \( t - A \) satisfy

\[
(r - A) + (s - A) + (t - A) = -2A = -4A_1 \equiv 4 \pmod{8}, \tag{4.7}
\]

\[
(r - A)(s - A) + (s - A)(t - A) + (r - A)(t - A) = A^2 - 4C = 16E, \tag{4.8}
\]

\[
(r - A)(s - A)(t - A) = B^2 = 2^{2b}B_1^2 \equiv 0 \pmod{64}. \tag{4.9}
\]

We deduce from (4.7) and (4.8), through Proposition 4.1 (iii), that

\[
r - A \equiv s - A \equiv t - A \equiv 0 \pmod{4}.
\]

Thus we can define non-zero integers \( e, f \) and \( h \) by

\[
r - A = 4e, \ s - A = 4f, \ t - A = 4h. \tag{4.10}
\]
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Then, from (4.7)-(4.10), we have

\begin{align}
e + f + h &= -A_1, \\
e f + fh + eh &= E, \\
e fh &= 2^{2b-6}B_1^2. \\
\end{align}

From (4.11) and (4.12) we have

\begin{align}
e + f + h &\equiv 1 \pmod{2}, \\
e f + fh + eh &\equiv 1 \pmod{2}, \\
\end{align}

so that

\begin{align}
e \equiv f \equiv h \equiv 1 \pmod{2}.
\end{align}

Then, from (4.13), we deduce

\begin{align}
1 \equiv efh \equiv 2^{2b-6}B_1^2 \equiv 2^{2b-6} \pmod{2},
\end{align}

so \( b = 3 \) as claimed.

From here, (4.13) gives

\begin{align}
e fh &= B_1^2 \equiv 1 \pmod{4}
\end{align}

so \( h \equiv ef \pmod{4} \). Then, appealing to (4.11), we obtain

\begin{align}
-A_1 \equiv e + f + ef \equiv (1 + e)(1 + f) - 1 \equiv -1 \pmod{4}
\end{align}
so

\[ A_1 \equiv 1 \pmod{4}, \ A = 2A_1 \equiv 2 \pmod{8} \]

as claimed.

(iv): Here \( l \geq 5 \) is odd and \( b = l - 2 \). We wish to prove that \( l \geq 7 \) and \( A \equiv 6 \pmod{8} \). With \( l \geq 5 \) we have that \( A^2 - 4C \equiv 0 \pmod{32} \). By (4.4)-(4.6) the integers \( r - A \), \( s - A \) and \( t - A \) satisfy

\[
(r - A) + (s - A) + (t - A) = -2A = -4A_1 \equiv 4 \pmod{8},
\]

\[
(r - A)(s - A) + (s - A)(t - A) + (r - A)(t - A) \equiv 2lE \equiv 0 \pmod{32},
\]

\[
(r - A)(s - A)(t - A) = B^2 = 2^{2b}B_1^2 = 2^{2l-4}B_1^2.
\]

By Proposition 4.1 (iii), we see from (4.14) and (4.15) that

\[ r - A \equiv s - A \equiv t - A \equiv 0 \pmod{4}. \]

Thus we can define non-zero integers \( e \), \( f \) and \( h \) by

\[ r - A = 4e, \ s - A = 4f, \ t - A = 4h. \]

Then (4.14)-(4.16) become

\[
e + f + h = -A_1,
\]

\[
e f + f h + e h = 2^{l-4}E,
\]

\[
e f h = 2^{2l-10}B_1^2.
\]
We write

\[ e = 2^u e_1, \quad f = 2^v f_1, \quad h = 2^w h_1, \quad (4.20) \]

where \( u, v, w \in \mathbb{N}_0 = \mathbb{N} \cup \{0\} \) and \( e_1, f_1, h_1 \in \mathbb{Z} \) are odd. By permuting \( e, f \) and \( h \) if necessary, we may suppose that \( u \leq v \leq w \). From (4.17) and (4.20) we have

\[ 2^u + 2^v + 2^w \equiv 1 \pmod{2} \]

so that \( u = 0 \). From (4.19) and (4.20) we deduce

\[ 2^{v+w} e_1 f_1 h_1 = 2^{2l-10} B_1^2 \]

so

\[ v + w = 2l - 10, \quad e_1 f_1 h_1 \equiv 1 \pmod{4}. \]

Hence

\[ e = e_1 \equiv f_1 h_1 \pmod{4}, \quad f = 2^v f_1, \quad h = 2^{2l-10-v} h_1, \quad (4.21) \]

so \( 0 \leq v \leq l - 5 \). From (4.18) and (4.20) we deduce

\[ 2^v e_1 f_1 + 2^{2l-10} f_1 h_1 + 2^{2l-10-v} e_1 h_1 = 2^{l-4} E. \quad (4.22) \]

Suppose \( l = 5 \). Then \( v = 0 \) and (4.22) becomes

\[ e_1 f_1 + f_1 h_1 + e_1 h_1 = 2E, \]

which is impossible as the left-hand side is odd and the right-hand side is even. Hence
\( l > 5 \). But \( l \) is odd, so \( l \geq 7 \) as claimed.

Suppose that \( v \leq l - 6 \). Then

\[
l - 4 \leq 2l - 10 - v \leq 2l - 10
\]

so that, by (4.22),

\[
2^{l-4} \mid 2^{l-4}E - 2^{2l-10}f_1h_1 - 2^{2l-10-v}e_1h_1 = 2^ve_1f_1.
\]

But \( e_1 \) and \( f_1 \) are odd, so \( l - 4 \leq v \). This contradicts \( v \leq l - 6 \). Thus \( v > l - 6 \). But \( v \leq l - 5 \), so \( v = l - 5 \). Then (4.22) yields

\[
e_1(f_1 + h_1) + 2^{l-5}f_1h_1 = 2E.
\]

As \( l \geq 7 \) and \( E \equiv 1 \pmod{2} \), we deduce

\[
e_1(f_1 + h_1) \equiv 2 \pmod{4}.
\]

As \( e_1 \equiv 1 \pmod{2} \) we see that \( f_1 + h_1 \equiv 2 \pmod{4} \). Then

\[
f_1h_1 \equiv f_1(2 - f_1) \equiv 2f_1 - f_1^2 \equiv 2 - 1 \equiv 1 \pmod{4}.
\]

Appealing to (4.21), we deduce that

\[
e \equiv 1 \pmod{4}, \quad f = 2^{l-5}f_1 \equiv 0 \pmod{4}, \quad h = 2^{l-5}h_1 \equiv 0 \pmod{4},
\]

so that \( e + f + h \equiv 1 \pmod{4} \). Then, by (4.17), we have \(-A_1 \equiv 1 \pmod{4} \), so \( A \equiv 6 \pmod{8} \).
(v): Here \( l \geq 5 \) odd, \( b < l - 3 \) and \( b \) is odd. By part (i), \( b \geq 3 \) so \( l > b + 3 \geq 3 + 3 = 6 \) and thus \( l \geq 7 \), so \( A^2 - 4C \equiv 0 \pmod{128} \). By (4.4)-(4.6), the integers \( r - A \), \( s - A \), \( t - A \) satisfy

\[
(r - A) + (s - A) + (t - A) = -2A = -4A_1 \equiv 4 \pmod{8}, \tag{4.23}
\]

\[
(r - A)(s - A) + (s - A)(t - A) + (r - A)(t - A) = 2'E \equiv 0 \pmod{128}, \tag{4.24}
\]

\[
(r - A)(s - A)(t - A) = B^2 = 2^{2b}B_1^2 \equiv 0 \pmod{64}. \tag{4.25}
\]

Hence, by Proposition 4.1 (iii), we have

\[
r - A \equiv s - A \equiv t - A \equiv 0 \pmod{4}.
\]

Then we can define non-zero integers \( e, f, h \) by

\[
r - A = 4e, \quad s - A = 4f, \quad t - A = 4h. \tag{4.26}
\]

Then (4.23)-(4.26) give

\[
e + f + h = -A_1 \equiv 1 \pmod{2}, \tag{4.27}
\]

\[
e f + fh + eh = 2^{l-4}E \equiv 0 \pmod{8}, \tag{4.28}
\]

\[
e fh = 2^{2b-6}B_1^2. \tag{4.29}
\]

We write

\[
e = 2^u e_1, \quad f = 2^v f_1, \quad h = 2^w h_1, \tag{4.30}
\]

where \( u, v, w \in \mathbb{N}_0 \) and \( e_1, f_1, h_1 \in \mathbb{Z} \) are odd. By permuting \( e, f \) and \( h \) if necessary, we may
suppose that \( u \leq v \leq w \). By (4.27) we have

\[
2^u + 2^v + 2^w \equiv 2^u (1 + 2^{v-u} + 2^{w-u}) \equiv 1 \pmod{2}
\]

so that \( u = 0 \). Then, from (4.29) and (4.30), we have

\[
2^{v+w} e_1 f_1 h_1 = 2^{2b-6} B_1^2
\]

so

\[
v + w = 2b - 6, \ e_1 f_1 h_1 = B_1^2 \equiv 1 \pmod{8}.
\]

As \( v \leq w \), we deduce that \( 0 \leq v \leq b - 3 \). Then, by (4.30), we have

\[
e = e_1 \equiv f_1 h_1 \pmod{8}, \ f = 2^v f_1, \ h = 2^{2b-6-v} h_1.
\] (4.31)

From (4.28) and (4.31) we deduce

\[
2^v e_1 f_1 + 2^{2b-6} f_1 h_1 + 2^{2b-6-v} e_1 h_1 = 2^{l-4} E.
\] (4.32)

Suppose \( b = 3 \). Then \( v = 0 \). Thus (4.32) becomes

\[
e_1 f_1 + f_1 h_1 + e_1 h_1 = 2^{l-4} E.
\]

This is impossible as the left-hand side is odd and the right-hand side is even since \( l \geq 7 \). Thus \( b > 3 \). But \( b \) is odd, so \( b \geq 5 \) as asserted.
Suppose next that \( v \leq b - 4 \). Then

\[
2b - 6 - v > 0, \ 2b - 6 - 2v > 0, \ l - 4 - v > 0,
\]

so (4.32) becomes

\[
e_1 f_1 + 2^{2b-6-v} f_1 h_1 + 2^{2b-6-2v} e_1 h_1 = 2^{l-4-v} E.
\]

This is impossible as the left-hand side is odd and the right-hand side is even. Hence \( v > b - 4 \). But \( v \leq b - 3 \), so \( v = b - 3 \). Then (4.32) becomes

\[
2^{b-3} e_1 f_1 + 2^{2b-6} f_1 h_1 + 2^{b-3} e_1 h_1 = 2^{l-4} E
\]

so

\[
e_1 (f_1 + h_1) + 2^{b-3} f_1 h_1 = 2^{l-b-1} E.
\]

Now \( b - 3 \geq 2 \) and \( l - b - 1 \geq 3 \) so that

\[
\begin{cases}
  f_1 + h_1 \equiv 4 \pmod{8}, & \text{if } b = 5, \\
  f_1 + h_1 \equiv 0 \pmod{8}, & \text{if } b \geq 7.
\end{cases}
\]

Hence

\[
e = e_1 = f_1 h_1 \equiv \begin{cases}
  f_1 (4 - f_1) = 4 f_1 - f_1^2 \equiv 4 - 1 \equiv 3 \pmod{8}, & \text{if } b = 5, \\
  -f_1^2 \equiv -1 \equiv 7 \pmod{8}, & \text{if } b \geq 7.
\end{cases}
\]
Finally, by (4.27) and (4.31), as \( v = b - 3, b \geq 5 \) and \( f \equiv h \equiv 1 \pmod{2} \), we have

\[
A_1 = -e - f - h \\
= -e_1 - 2^{b-3}f_1 - 2^{b-3}h_1 \\
\equiv -e_1 \pmod{8} \\
\equiv \begin{cases} 
5 \pmod{8}, & \text{if } b = 5, \\
1 \pmod{8}, & \text{if } b \geq 7,
\end{cases}
\]

so

\[
A = 2A_1 \equiv \begin{cases} 
10 \pmod{16}, & \text{if } b = 5, \\
2 \pmod{16}, & \text{if } b \geq 7,
\end{cases}
\]

as claimed.

(vi): Here \( l \geq 6 \) is even, so \( A^2 - 4C \equiv 0 \pmod{64} \). We also have that \( b \leq l - 2 \) and \( b \) is odd.

We wish to prove that \( l \geq 8, b \geq 5, \) and

\[
\begin{align*}
A &\equiv 6 \pmod{8}, \text{ if } b = l - 2, \\
A &\equiv 2 \pmod{8}, \text{ if } b \leq l - 3.
\end{align*}
\]

By (4.4)-(4.6), the integers \( r - A, s - A, t - A \) satisfy

\[
(r - A) + (s - A) + (t - A) = -2A = -4A_1 \equiv 4 \pmod{8},
\]

\[
(r - A)(s - A) + (r - A)(t - A) + (s - A)(t - A) = A^2 - 4C \equiv 0 \pmod{64},
\]

\[
(r - A)(s - A)(t - A) = B^2 = 2^{2b}B_1^2 \equiv 0 \pmod{64}.
\]
By Proposition 4.1 (iii), we see from (4.33) and (4.34) that
\[ r - A \equiv s - A \equiv t - A \equiv 0 \pmod{4}. \]

Hence, we can define non-zero integers \( e, f \) and \( h \) by
\[ r - A = 4e, \quad s - A = 4f, \quad t - A = 4h. \] (4.36)

Thus (4.33)-(4.35) become
\[ e + f + h = -A_1 \equiv 1 \pmod{2}, \] (4.37)
\[ ef + fh + eh = 2^{l-4}E \equiv 0 \pmod{4}, \] (4.38)
\[ efh = 2^{2b-6}B_1^2. \] (4.39)

We write
\[ e = 2^u e_1, \quad f = 2^v f_1, \quad h = 2^w h_1, \] (4.40)

where \( u, v, w \in \mathbb{N}_0 \) and \( e_1, f_1, h_1 \in \mathbb{Z} \) are odd. By permuting \( e, f, \) and \( h \) if necessary, we may suppose that \( u \leq v \leq w \). From (4.37) and (4.40), we obtain
\[ 2^u + 2^v + 2^w \equiv 1 \pmod{2} \]

so that \( u = 0 \). Then, from (4.39) and (4.40), we obtain
\[ 2^{v+w}e_1f_1h_1 = 2^{2b-6}B_1^2, \]
so that

\[ v + w = 2b - 6, \]
\[ e_1f_1h_1 = B_1^2 \equiv 1 \pmod{8}. \]

As \( v \leq w \), we have \( v \leq b - 3 \). Thus (4.40) becomes

\[ e = e_1 \equiv f_1h_1 \pmod{8}, \]
\[ f = 2^v f_1, \]
\[ h = 2^{b-6-v}h_1, \]

where \( 0 \leq v \leq b - 3 \).

Suppose \( l = 6 \). Then \( b \leq 4 \). But \( b \) is odd, so \( b \leq 3 \). By part (i) we have \( b \geq 3 \), so \( b = 3 \).

Thus \( v = 0 \). Then

\[ e = e_1 \equiv f_1h_1 \pmod{8} \]
\[ f = f_1, \]
\[ h = h_1, \]

and (4.38) gives

\[ e_1f_1 + f_1h_1 + e_1h_1 = 2^{l-4}E = 4E, \]

which is impossible as the left-hand side is odd. Thus \( l > 6 \). But \( l \) is even, so \( l \geq 8 \) as claimed.

Suppose next that \( v \leq b - 4 \). From (4.38) and (4.40), we have

\[ 2^v e_1f_1 + 2^{2b-6} f_1h_1 + 2^{2b-6-v}e_1h_1 = 2^{l-4}E. \]
As

\[ v < 2b - 6, \ v < 2b - 6 - v, \ v < l - 4, \]

we deduce that

\[ e_1 f_1 + 2^{2b-6-v} f_1 h_1 + 2^{2b-6-2v} e_1 h_1 = 2^{l-4-v} E. \]

This is impossible as the left-hand side is odd and the right-hand side is even. Hence \( v > b - 4 \). But \( v \leq b - 3 \), so \( v = b - 3 \). Then

\[ e = e_1 \equiv f_1 h_1 \pmod{8}, \ f = 2^{b-3} f_1, \ h = 2^{b-3} h_1, \]

and (4.38) becomes

\[ 2^{b-3} e_1 f_1 + 2^{2b-6} f_1 h_1 + 2^{2b-3} e_1 h_1 = 2^{l-4} E, \]

thus

\[ e_1 (f_1 + h_1) + 2^{b-3} f_1 h_1 = 2^{l-b-1} E. \]

If \( b = 3 \) then

\[ e_1 f_1 + f_1 h_1 + e_1 h_1 = 2^{l-4} E. \]

This is impossible as the left-hand side is odd and the right-hand side is congruent to 0 modulo 16 since \( l \geq 8 \). Hence \( b > 3 \). But \( b \) is odd, so \( b \geq 5 \), as claimed. Then \( b - 3 \geq 2 \).
and

\[ e_1(f_1 + h_1) \equiv 2^{l-b-1}E \pmod 4. \]

If \( l - b = 2 \) then

\[ e_1(f_1 + h_1) \equiv 2 \pmod 4 \]

so

\[ f_1 + h_1 \equiv 2 \pmod 4. \]

Hence

\[ e \equiv f_1h_1 \equiv f_1(2 - f_1) \equiv 2f_1 - f_1^2 \equiv 2 - 1 \equiv 1 \pmod 4, \]

\[ f = 2^{b-3}f_1 \equiv 0 \pmod 4, \]

\[ h = 2^{b-3}h_1 \equiv 0 \pmod 4, \]

so by (4.37), we have

\[ -A_1 = e + f + h \equiv 1 \pmod 4. \]

Thus \( A_1 \equiv 3 \pmod 4 \) and

\[ A = 2A_1 \equiv 6 \pmod 8. \]

If \( l - b \geq 3 \), then

\[ e_1(f_1 + h_1) \equiv 0 \pmod 4 \]
so

\[ f_1 + h_1 \equiv 0 \pmod{4}. \]

Hence

\[ e \equiv f_1 h_1 \equiv -f_1^2 \equiv -1 \pmod{4}, \]
\[ f = 2^{b-3} f_1 \equiv 0 \pmod{4}, \]
\[ h = 2^{b-3} h_1 \equiv 0 \pmod{4}, \]

so

\[ -A_1 = e + f + h \equiv -1 \pmod{4} \]

and thus \( A_1 \equiv 1 \pmod{4} \), so \( A = 2A_1 \equiv 2 \pmod{8} \).

(vii): By (4.4)-(4.6), the integers \( r - A, s - A \) and \( t - A \) satisfy

\[
(r - A) + (s - A) + (t - A) = -2A = -4A_1 \equiv 4 \pmod{8}, \tag{4.41}
\]
\[
(r - A)(s - A) + (s - A)(t - A) + (r - A)(t - A) = 2^7 E \equiv 0 \pmod{64}, \tag{4.42}
\]
\[
(r - A)(s - A)(t - A) \equiv 0 \pmod{1024}. \tag{4.43}
\]

Hence by Proposition 4.1 (iii), we have

\[ r - A \equiv s - A \equiv t - A \equiv 0 \pmod{4}. \]
Then we can define integers \( e, f \) and \( h \) by

\[
r - A = 4e, \ s - A = 4f, \ t - A = 4h. \tag{4.44}
\]

Thus, (4.41)-(4.43) become

\[
e + f + h = -A_1 \equiv 1 \pmod{2}, \tag{4.45}
\]

\[
e f + f h + e h = 2^{l-4}E \equiv 0 \pmod{4}, \tag{4.46}
\]

\[
e f h = 2^{2b-6}B_1^2 \equiv 0 \pmod{16}. \tag{4.47}
\]

By (4.45), permuting \( e, f \) and \( h \) if necessary, we have that \( e \) is odd. Therefore, from (4.47) we have that \( f h \equiv 0 \pmod{16} \), and in view of (4.46) we deduce that \( e(f + h) \equiv 0 \pmod{4} \), so \( f + h \equiv 0 \pmod{4} \). As \( f h \equiv 0 \pmod{16} \), we conclude that \( f \equiv h \equiv 0 \pmod{4} \). We write

\[
f = 2^v f_1, \ h = 2^w h_1, \quad \tag{4.48}
\]

where \( v, w \in \mathbb{N}_0 \) and \( f_1, h_1 \in \mathbb{Z} \) are odd. By interchanging \( f \) and \( h \), if necessary, we may suppose that \( v \leq w \). We also have that \( f \equiv h \equiv 0 \pmod{4} \), so \( 2 \leq v \leq w \). From (4.47) and (4.48), we obtain

\[
2^{v+w}ef_1h_1 = 2^{2b-6}B_1^2,
\]

so that

\[
v + w = 2b - 6.
\]

As \( v \leq w \), we have \( v \leq b - 3 \) and we may write \( w = 2b - 6 - v \). If \( l = 6 \), then \( b = 5 \) and
\[ v + w = 2b - 6 = 4 \] yields \( v = 2 \) and \( w = 2 \). From (4.46), we then have

\[ e(f + h) \equiv 4E - fh \equiv 4 \pmod{8}, \]

thus \( e(f_1 + h_1) \equiv 1 \pmod{2} \), which is impossible as \( f_1 + h_1 \) is even. Therefore, \( l > 6 \), so \( l \geq 8 \) as \( l \) is even. If \( v \leq b - 4 = l - 5 \), then dividing (4.46) by \( 2^v \) yields

\[ ef_1 + 2^{2b-6-v}f_1h_1 + 2^{2b-6-2v}eh_1 = 2^{l-4-v}E \equiv 0 \pmod{2}, \]

a contradiction as the left-hand side of the congruence is odd. Therefore, we must have that \( v = b - 3 \), so \( w = b - 3 \) as well. However, in examining (4.46) again, we see that

\[ b - 3 = l - 4 = v_2(2^{l-4}E) \]
\[ = v_2(ef + fh + eh) = v_2(e(f + h) + fh) \]
\[ = v_2(e(f + h)) = v_2(f + h) \geq b - 3 + 1 \]
\[ = b - 2, \]

a contradiction. Therefore, the possibility where \( b = l - 1, l \) (even) \( \geq 6 \) cannot occur.
Chapter 5

Main Case 1: The 2-parts of the conductor and the discriminant

Let $r, s, t \in \mathbb{Z}$ be the roots of the resolvent cubic $x^3 - Ax^2 - 4Cx + (4AC - B^2)$, and $r_1 x^2 = r - A$, $s_1 y^2 = s - A$, $t_1 z^2 = t - A$, where $r_1, s_1, t_1$ are square-free integers and $x, y, z$ are non-negative integers. Recall the following equations:

\begin{align*}
  r + s + t &= A \quad \text{(5.1)} \\
  rs + st + rt &= -4C, \quad \text{(5.2)} \\
  rst &= B^2 - 4AC, \quad \text{(5.3)} \\
  (r - A) + (s - A) + (t - A) &= -2A, \quad \text{(5.4)} \\
  (r - A)(s - A) + (s - A)(t - A) + (r - A)(t - A) &= A^2 - 4C, \quad \text{(5.5)} \\
  (r - A)(s - A)(t - A) &= B^2, \quad \text{(5.6)} \\
  r_1 s_1 t_1 &= \left( \frac{B}{xyz} \right)^2, \quad \text{(5.7)} \\
  v_p(r - A) + v_p(s - A) + v_p(t - A) &\equiv 0 \pmod{2} \text{ for any prime } p, \quad \text{(5.8)}
\end{align*}
In determining the 2-part of the conductor $f(K)$ and of the discriminant $d(K)$, we recall Corollaries 2.1 and 2.2:

**Corollary 2.1.** When $B \neq 0$, let $r - A = r_1x^2$, $s - A = s_1y^2$, $t - A = t_1z^2$ where $r_1$, $s_1$ and $t_1$ are square-free integers and $x$, $y$ and $z$ are non-negative integers. Then, up to a permutation of $r$, $s$ and $t$, exactly one of the following must be true:

(a) $r_1 \equiv s_1 \equiv t_1 \equiv 1 \pmod{4}$,

(b) $r_1 \equiv s_1 \equiv 3 \pmod{4}$, $t_1 \equiv 1 \pmod{4}$,

(c) $r_1 \equiv s_1 \equiv 2$ or $6 \pmod{8}$, $t_1 \equiv 1 \pmod{4}$,

(d) $r_1 \equiv 2 \pmod{8}$, $s_1 \equiv 6 \pmod{8}$, $t_1 \equiv 3 \pmod{4}$.

**Corollary 2.2.** Let $r - A = r_1x^2$, $s - A = s_1y^2$, $t - A = t_1z^2$ where $r_1$, $s_1$ and $t_1$ are square-free integers and $x$, $y$ and $z$ are non-negative integers. When $B \neq 0$, let $r - A = r_1x^2$, $s - A = s_1y^2$ and $t - A = t_1z^2$ where $r_1$, $s_1$ and $t_1$ are square-free integers and $x$, $y$ and $z$ are non-negative integers. Then, up to a permutation of $r$, $s$ and $t$, we have

(A) If $r_1s_1t_1 \equiv 0 \pmod{2}$, then $\alpha = 3$. Furthermore, if we have $r_1 \equiv 1 \pmod{4}$ or $s_1 \equiv t_1 \equiv 2$ or $6 \pmod{8}$, then $\beta = 6$; otherwise, $r_1 \equiv 3 \pmod{4}$, $(s_1, t_1) \equiv (2, 6) \pmod{8}$ and $\beta = 8$.

(B) If all of $r_1$, $s_1$ or $t_1$ are odd and at most one of $r_1$, $s_1$ or $t_1$ is congruent to 1 modulo 4, then $\alpha = 2$.

(C) If $r_1 \equiv s_1 \equiv t_1 \equiv 1 \pmod{4}$, then $\alpha = 0$.

Whenever $\alpha \neq 3$, we have from Theorem 1.2 that $\beta = 2\alpha$; we need only perform extra computations to determine $\beta$ when $\alpha = 3$. 
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5.1 Cases 1-5

Whenever $A$ is odd, we have that exactly one of $r, s$ and $t$ is odd because of (5.1) and (5.2); without loss of generality, we will always take this to be $r$.

**Case 1: $A \equiv 1 \pmod{2}$, $B \equiv 2 \pmod{4}$, $C \equiv 1 \pmod{2}$**

As $B \equiv 2 \pmod{4}$, we have $B^2 \equiv 4 \pmod{8}$. As $A \equiv C \equiv 1 \pmod{2}$, we have $4AC \equiv 4 \pmod{8}$. Hence, by (5.3),

$$rst = B^2 - 4AC \equiv 0 \pmod{8},$$

so as $r$ is odd we deduce that $st \equiv 0 \pmod{8}$. By (5.2) we have $r(s + t) \equiv 4 \pmod{8}$, hence $s + t \equiv 4 \pmod{8}$. Therefore, $(s, t) \equiv (0, 4)$ or $(4, 0) \pmod{8}$, thus $s \equiv t \equiv 0 \pmod{4}$.

If $A \equiv 1 \pmod{4}$, then $(s - A, t - A) \equiv (3, 3) \pmod{4}$, thus $\alpha = 2$. If $A \equiv 3 \pmod{4}$, then $(s - A, t - A) \equiv (1, 1) \pmod{4}$, thus $\alpha = 0$.

**Case 2: $A \equiv 1 \pmod{2}$, $B \equiv 2 \pmod{4}$, $C \equiv 0 \pmod{2}$**

Here $B^2 \equiv 4 \pmod{8}$ and $4AC \equiv 0 \pmod{8}$, so from (5.3) we have

$$rst = B^2 - 4AC \equiv 4 - 0 \equiv 4 \pmod{8},$$

so that $st \equiv 4 \pmod{8}$. As $r \equiv A \equiv 1 \pmod{2}$, we have from (5.1) that $s + t \equiv 0 \pmod{2}$. Thus $(s, t) \equiv (2, 2) \pmod{4}$. If $A \equiv 1 \pmod{4}$, then $(s - A, t - A) \equiv (1, 1) \pmod{4}$, thus $\alpha = 0$. If $A \equiv 3 \pmod{4}$ then $(s - A, t - A) \equiv (3, 3) \pmod{4}$ and thus $\alpha = 2$. 
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Case 3: $A \equiv 1 \pmod{2}$, $B \equiv 0 \pmod{4}$, $C \equiv 1 \pmod{2}$

Here we have $B^2 \equiv 0 \pmod{16}$ and $4AC \equiv 4 \pmod{8}$, so from (5.3) we have

$$rst = B^2 - 4AC \equiv 4 \pmod{8}$$

so that $st \equiv 4 \pmod{8}$. By (5.1) we have $s + t \equiv 0 \pmod{2}$, so $(s, t) \equiv (2, 2) \pmod{4}$. If $A \equiv 1 \pmod{4}$, then we have $s - A \equiv t - A \equiv 1 \pmod{4}$, thus $\alpha = 0$. If $A \equiv 3 \pmod{4}$, then we have $s - A \equiv t - A \equiv 3 \pmod{4}$ and thus $\alpha = 2$.

Case 4: $A \equiv 1 \pmod{2}$, $B \equiv 0 \pmod{4}$, $C \equiv 0 \pmod{4}$

Here we have $B^2 \equiv 0 \pmod{16}$ and $4AC \equiv 0 \pmod{16}$, so from (5.3) we have

$$rst = B^2 - 4AC \equiv 0 \pmod{16},$$

hence $st \equiv 0 \pmod{16}$. From (5.2) we have $r(s+t) \equiv 0 \pmod{16}$, thus $s+t \equiv 0 \pmod{16}$ as $r$ is odd. Examining this congruence modulo 4, as $16 \mid st$ we must have $(s, t) \equiv (0, 0) \pmod{4}$. If $A \equiv 1 \pmod{4}$, then $(s - A, t - A) \equiv (3, 3) \pmod{4}$, thus $\alpha = 2$. If $A \equiv 3 \pmod{4}$ then $(s - A, t - A) \equiv (1, 1) \pmod{4}$ and thus $\alpha = 0$.

Case 5: $A \equiv 2 \pmod{4}$, $B \equiv 4 \pmod{8}$, $C \equiv 2 \pmod{4}$

From (5.1) and (5.2), as $A$ and $-4C$ are both even, we have that $r, s$ and $t$ must all be even. Examining (5.1) and (5.3), we have that $r + s + t \equiv 2 \pmod{4}$ and $rst = B^2 - 4AC \equiv 0 \pmod{32}$. Thus

$$\frac{r}{2} + \frac{s}{2} + \frac{t}{2} \equiv 1 \pmod{2}, \quad \frac{r}{2} \cdot \frac{s}{2} \cdot \frac{t}{2} \equiv 0 \pmod{4}. $$
Hence, up to a permutation of \( r, s \) and \( t \), we have \( \frac{r}{2} \equiv \frac{s}{2} \equiv 0 \) (mod 2) and \( \frac{t}{2} \equiv 1 \) (mod 2), so that

\[
(r, s, t) \equiv (0, 0, 2) \pmod{4}.
\]

From this, we have that \( r - A \equiv s - A \equiv 2 \pmod{4} \) and \( t - A \equiv 0 \pmod{4} \), thus \( \alpha = 3 \).

Examining (5.6), as \( B \equiv 4 \pmod{8} \) we have that

\[
2^4 \mid (r - A)(s - A)(t - A).
\]

As \( r - A \equiv s - A \equiv 2 \pmod{4} \), we have that \( 2^2 \mid t - A \), so \( t - A \equiv 4 \pmod{8} \). From (5.4) we have

\[
r - A + s - A + t - A \equiv -2A \equiv 4 \pmod{8},
\]

so that

\[
r - A + s - A \equiv 0 \pmod{8}.
\]

Therefore, up to permutation of \( r \) and \( s \), we have

\[
(r - A, s - A) \equiv (2, 6) \pmod{8},
\]

hence \( \beta = 8 \).

### 5.2 Cases 7-13

For all of the following cases, \( A \) is even. Thus, by (5.1) and (5.2), \( r + s + t \) and \( rs + st + rt \) are even. Therefore \( r, s \) and \( t \) are even.
Case 7: \(A \equiv 2 \pmod{4}, \ B \equiv 0 \pmod{8}, \ C \equiv 0 \pmod{4}\)

By (5.1) we have \(r + s + t \equiv 2 \pmod{4}\), so up to permutation of \(r, s, t\) we have, without loss of generality, that \((r, s, t) \equiv (0, 0, 2)\) or \((2, 2, 2) \pmod{4}\). Appealing to (5.3), we have that \(rst \equiv 0 \pmod{16}\), thus \((r, s, t) \equiv (2, 2, 2) \pmod{4}\) cannot occur, hence we must have \((r, s, t) \equiv (0, 0, 2) \pmod{4}\). Therefore, without loss of generality, \(r - A \equiv 2 \pmod{4}\), so \(2 \mid r - A\) and \(2 \mid s - A\), hence \(\alpha = 3\). From (5.6) we see that \(16 \mid t - A\). Therefore, (5.4) yields \(r - A + s - A \equiv 4 \pmod{8}\), thus we have \(r - A \equiv s - A \equiv 2\) or \(6 \pmod{8}\). Hence, \(\beta = 6\).

Cases 8, 9: \(A \equiv 4 \pmod{8}, \ B \equiv 0 \pmod{4}, \ C \equiv 1 \pmod{2}\)

From equations (5.1) and (5.2) we have

\[
\begin{align*}
r + s + t &\equiv 4 \pmod{8}, \quad (5.1) \\
r s + s t + r t &\equiv 4 \pmod{8}. \quad (5.2)
\end{align*}
\]

If \(r \equiv 0 \pmod{8}\), then \(s + t \equiv s t \equiv 4 \pmod{8}\), hence \((s, t) \equiv (2, 2)\) or \((6, 6) \pmod{8}\). If \(r \equiv 2 \pmod{8}\), then \(s + t \equiv 2 \pmod{8}\) and \(s t \equiv 0 \pmod{8}\), so

\[
(s, t) \equiv (0, 2), (2, 0), (4, 6) \text{ or } (6, 4) \pmod{8}.
\]

If \(r \equiv 4 \pmod{8}\), then \(s + t \equiv 0 \pmod{8}\) and \(s t \equiv 4 \pmod{8}\), so \((s, t) \equiv (2, 6)\) or \((6, 2) \pmod{8}\). If \(r \equiv 6 \pmod{8}\) then \(s + t \equiv 6 \pmod{8}\) and \(s t \equiv 0 \pmod{8}\), so

\[
(s, t) \equiv (0, 6), (2, 4), (4, 2) \text{ or } (6, 0) \pmod{8}.
\]
Thus, permuting $r$, $s$ and $t$ if necessary, we have that

\[
(r, s, t) \equiv (0, 2, 2), (0, 6, 6) \text{ or } (2, 4, 6) \pmod{8}.
\] (5.9)

In all cases we have that $2 \mid t - A$, therefore $\alpha = 3$. By (5.9), modulo 8 we have

\[
(r - A, s - A, t - A) \equiv (4, 6, 6), (4, 2, 2), \text{ or } (6, 0, 2) \pmod{8}.
\]

Note that the difference between Cases 8 and 9 is that in Case 8 we have $B \equiv 4 \pmod{8}$ and in Case 9 we have $B \equiv 0 \pmod{8}$. Hence, $2b = 4$ in Case 8 and $2b \geq 6$ in Case 9. Thus, in view of (5.6), we attribute

\[
(r - A, s - A, t - A) \equiv (4, 6, 6) \text{ or } (4, 2, 2) \pmod{8}
\]

to Case 8 and $(r - A, s - A, t - A) \equiv (6, 0, 2) \pmod{8}$ to Case 9. We then have $\beta = 6$ in Case 8 and $\beta = 8$ in Case 9.

**Case 10**: $A \equiv 4 \pmod{8}, \ B \equiv 0 \pmod{16}, \ C \equiv 4 \pmod{8}$

As in Cases 8 and 9, the solutions to the congruence $r + s + t \equiv 4 \pmod{8}$ are, up to permutations, $(r, s, t) \equiv (0, 0, 4), (0, 2, 2), (0, 6, 6), (2, 4, 6), (4, 4, 4) \pmod{8}$. From (5.2) we have that

\[
rs + st + rt \equiv 16 \pmod{32}.
\]

Note that $(0, 0, 4) \pmod{8}$ does not satisfy this congruence modulo 32, and $(0, 2, 2)$ and $(0, 6, 6) \pmod{8}$ do not satisfy this congruence modulo 16. Appealing to equation (5.3), we
have

\[ rst \equiv 0 \pmod{64}, \]

so \((2, 4, 6) \pmod{8}\) does not satisfy this congruence. Thus \((r, s, t) \equiv (4, 4, 4) \pmod{8}\).

Therefore, \(r - A \equiv s - A \equiv t - A \equiv 0 \pmod{8}\). Appealing to (5.4), we have that \((r - A) + (s - A) + (t - A) = -2A\). As \(-2A \equiv 8 \pmod{16}\), we have the congruence

\[ (r - A) + (s - A) + (t - A) \equiv 8 \pmod{16}, \]

which, without loss of generality, has solutions

\[ (r - A, s - A, t - A) \equiv (0, 0, 8), (8, 8, 8) \pmod{16} \]

since \(r - A, s - A, t - A \equiv 0 \pmod{8}\). Note that the second possibility cannot occur as \((r - A, s - A, t - A) \equiv (8, 8, 8) \pmod{16}\) contradicts (5.8). Hence, we have \(8\|t - A\). Therefore, \(\alpha = 3\).

The deduction of \(\beta\) in this case is much more involved and is treated in a separate section.

**Cases 11, 12:** \(A \equiv 0 \pmod{8}, B \equiv 0 \pmod{4}, C \equiv 1 \pmod{2}\)

Appealing to (5.1) and (5.2), we have

\[ r + s + t \equiv 0 \pmod{8}, \]

\[ rs + st + rt \equiv 4 \pmod{8}. \]
The solutions to the first congruence, up to permutations, are

\[(r, s, t) \equiv (0, 0, 0), (2, 2, 4), (2, 6, 0), (4, 4, 0), (6, 6, 4) \pmod{8}.

Clearly \((0, 0, 0)\) and \((4, 4, 0)\) do not satisfy the second congruence. In the remaining cases, we have \(2 \parallel r - A\), so \(\alpha = 3\).

Note the difference between Cases 11 and 12 is that in Case 11 we have \(B \equiv 4 \pmod{8}\) and in Case 12 we have \(B \equiv 0 \pmod{8}\). Hence, we have that \(2b = 4\) in Case 11 and \(2b \geq 6\) in Case 12. Thus, in view of (5.6), we attribute

\[(r - A, s - A, t - A) \equiv (2, 2, 4) \text{ or } (6, 6, 4) \pmod{8}\]

to Case 11 and \((r - A, s - A, t - A) \equiv (2, 6, 0) \pmod{8}\) to Case 12. We then have \(\beta = 6\) in Case 11 and \(\beta = 8\) in Case 12.

\textbf{Case 13: } \(A \equiv 0 \pmod{8}, B \equiv 0 \pmod{16}, C \equiv 4 \pmod{16}\)

From (5.1), (5.2) and (5.3), we have

\[r + s + t \equiv 0 \pmod{8},\]
\[rs + st + rt \equiv 48 \pmod{64},\]
\[rst \equiv 0 \pmod{128}.

As in Cases 11 and 12, the solutions to the first congruence, up to permutations, are:

\[(r, s, t) \equiv (0, 0, 0), (2, 2, 4), (2, 6, 0), (4, 4, 0), (6, 6, 4) \pmod{8}.

Clearly \((0, 0, 0)\) does not satisfy the second congruence, and \((2, 2, 4)\) and \((6, 6, 4)\) do not
satisfy the third congruence.

For \((r, s, t) \equiv (2, 6, 0) \pmod{8}\), we have

\[(r - A, s - A, t - A) \equiv (2, 6, 0) \pmod{8}.\]

Appealing to (5.5), we deduce

\[\begin{align*}
(r - A)(s - A) + (s - A)(t - A) + (r - A)(t - A) &= A^2 - 4C \
&\equiv 0 \pmod{8}
\end{align*}\]

but

\[(r - A)(s - A) + (s - A)(t - A) + (r - A)(t - A) \equiv 4 + 0 + 0 \equiv 4 \pmod{8},\]

a contradiction. Therefore, \((r, s, t) \equiv (4, 4, 0) \pmod{8}\).

Now, recall (5.8) for \(p = 2\); namely, that

\[v_2(r - A) + v_2(s - A) + v_2(t - A) \equiv 0 \pmod{2}.\]

Now, as \(r, s \equiv 4 \pmod{8}\), we have that \(r - A, s - A \equiv 4 \pmod{8}\), hence \(4 \mid r - A, s - A\). Therefore, \(v_2(t - A) \equiv 0 \pmod{2}\). Moreover, as \(t - A \equiv 0 \pmod{8}\), we then have in this case that \(t - A \equiv 0 \pmod{16}\). Thus, as \(v_2(r - A)\), \(v_2(s - A)\) and \(v_2(t - A)\) are all even, we have that \(2 \nmid r_1, s_1, t_1\), thus \(\alpha \neq 3\).

Define integers \(r_4, s_4\) and \(t_4\) such that \(r - A = 4r_4\), \(s - A = 4s_4\) and \(t - A = 4t_4\). Note that \(r_4\) and \(s_4\) are odd as \(4 \mid (r - A), (s - A)\) and that \(4 \mid t_4\) as \(16 \mid t - A\). Thus

\[r - A = r_1x^2 = 4r_4 \quad \Rightarrow \quad r_1 \left(\frac{x}{2}\right)^2 = r_4.\]

Therefore, \(r_4 \equiv r_1 \pmod{4}\). Similarly, \(s_4 \equiv s_1 \pmod{4}\).
Appealing to (5.4), we have

\[ r - A + s - A + t - A = -2A \equiv 0 \pmod{16}. \]

Dividing this congruence by 4, we obtain

\[ r_4 + s_4 + t_4 \equiv 0 \pmod{4}. \]

However, \( t_4 \equiv 0 \pmod{4} \), thus

\[ r_4 + s_4 + t_4 \equiv r_4 + s_4 \equiv 0 \pmod{4}. \]

Therefore, \( r_4 \not\equiv s_4 \pmod{4} \) as \( r_4 \) and \( s_4 \) are odd. Thus, \( r_1 \not\equiv s_1 \pmod{4} \).

Without loss of generality, we may suppose that \( r_1 \equiv 3 \pmod{4} \) and \( s_1 \equiv 1 \pmod{4} \). Recalling (5.7), since \( r_1, s_1 \) and \( t_1 \) are all odd, we have that \( \left( \frac{B}{xyz} \right)^2 \) is odd. Thus

\[ r_1s_1t_1 = \left( \frac{B}{xyz} \right)^2 \equiv 1 \pmod{4}. \]

As \( r_1s_1 \equiv 3 \pmod{4} \), we deduce that \( t_1 \equiv 3 \pmod{4} \). Therefore, at most one of \( r_1, s_1, t_1 \) is congruent to 1 modulo 4. Thus, \( \alpha = 2 \).

**5.3 Case 6:** \( A \equiv 2 \pmod{4}, \ B \equiv 0 \pmod{8}, \ C \equiv 1 \pmod{4} \)

As \( A \) is even we have that \( r, s \) and \( t \) are all even. As \( A \equiv 2 \pmod{4} \), by (5.1) we have, up to permutations, that \( (r, s, t) \equiv (2, 0, 0) \) or \( (2, 2, 2) \) (mod 4). If \( (r, s, t) \equiv (2, 0, 0) \) (mod 4), then by (5.2) we have \( 8 \mid 4C \), a contradiction as \( C \) is odd, so we have \( (r, s, t) \equiv (2, 2, 2) \) (mod 4).
Therefore, we conclude

\[ r - A \equiv s - A \equiv t - A \equiv 0 \pmod{4}. \]

This scenario presents some difficulty as it is not trivial to deduce the values of \( r_1, s_1 \) and \( t_1 \) modulo 4; thus, a more in-depth case analysis will be required in this section. Let

\[ e = \frac{r - A}{4} = 2^u e_1, \quad f = \frac{s - A}{4} = 2^v f_1, \quad h = \frac{t - A}{4} = 2^w h_1, \]

where without loss of generality \( u \leq v \leq w \) and \( e_1, f_1 \) and \( h_1 \) are odd, and notice that \( e, f \) and \( h \) generate the same quadratic subfields as \( r - A, s - A \) and \( t - A \), respectively. From (5.4)-(5.6) we obtain the following equations:

\[ 2^u e_1 + 2^v f_1 + 2^w h_1 = \frac{-A}{2}, \]

\[ 2^{u+v+u} e_1 f_1 + 2^{v+w} f_1 h_1 + 2^{u+w} e_1 h_1 = \frac{A^2 - 4C}{16} = 2^{l-4} E, \]

\[ 2^{u+v+w} e_1 f_1 h_1 = \left( \frac{B}{8} \right)^2 = 2^{2b-6} B_1^2, \]

where

\[ A^2 - 4C = 2^l E, \quad E \equiv 1 \pmod{2}, \quad B = 2^b B_1, \quad B_1^2 \equiv 1 \pmod{2}. \]

Note that as \( \frac{-A}{2} \) is odd, we have that at least one of \( e, f \) and \( h \) must be odd; therefore, as we assume that \( u \leq v \leq w \), we have that \( e = e_1 \) is odd and \( u = 0 \). Thus the above equations
become

\[ e_1 + 2^v f_1 + 2^w h_1 = \frac{-A}{2}, \quad (5.10) \]
\[ 2^v e_1 f_1 + 2^{v+w} f_1 h_1 + 2^w e_1 h_1 = \frac{A^2 - 4C}{16} = 2^{l-4} E, \quad (5.11) \]
\[ 2^{v+w} e_1 f_1 h_1 = \left( \frac{B}{8} \right)^2 = 2^{2b-6} B_1^2. \quad (5.12) \]

Recall from Lemma 4.11, which pertains to this case, that \( b \geq 3 \) and \( l \geq 4 \). By (5.12) we have

\[ v + w = 2b - 6 \quad (5.13) \]

and

\[ e_1 f_1 h_1 = B_1^2. \quad (5.14) \]

From (5.13) we have

\[ v \equiv w \pmod{2}. \quad (5.15) \]

As \( B_1^2 \equiv 1 \pmod{8} \), we deduce from (5.14) that

\[ e_1 f_1 h_1 \equiv 1 \pmod{8}, \quad (5.16) \]

so that up to permutation of \( e_1, f_1 \) and \( h_1 \) we have

\[ (e_1, f_1, h_1) \equiv (1, 1, 1), (1, 3, 3) \pmod{4}. \quad (5.17) \]
Then, from (5.10), we deduce:

\[
\text{If } v = w = 0 \text{ then } A \equiv 2 \pmod{8}. \quad (5.18)
\]

From (5.11) and (5.13) we have:

\[
\text{If } v = w = 0 \text{ then } b = 3, \ l = 4, \text{ and } E \equiv 3 \pmod{4}. \quad (5.19)
\]

Also, from (5.11), we deduce:

\[
\text{If } v < w \text{ then } v = l - 4. \quad (5.20)
\]

From (5.15) we have \( v \equiv w \pmod{2} \). Thus, if \( 0 < v < w \), then \( w \geq 2 \) and \( w - v \geq 2 \) so that by (5.11), (5.16) and (5.20) we obtain:

\[
\text{If } 0 < v < w \text{ then } e_1f_1 \equiv h_1 \equiv E \pmod{4}. \quad (5.21)
\]

By (5.13) we have:

\[
\text{If } v < w \text{ then } v < b - 3. \quad (5.22)
\]

By (5.20) and (5.22) we deduce:

\[
\text{If } v < w \text{ then } b > l - 1. \quad (5.23)
\]

By (5.13) and (5.23) we have:

\[
\text{If } b \leq l - 1 \text{ then } v = w = b - 3. \quad (5.24)
\]
By (5.13) and (5.20) we deduce:

If \( v \equiv 0 \pmod{2} \) and \( l \equiv 1 \pmod{2} \) then \( b \equiv 1 \pmod{2} \) and \( v = w = b - 3 \). \hspace{1cm} (5.25)

By (5.11) and (5.13) we have:

If \( v = w \geq 1 \) then \( b \leq l - 2 \). \hspace{1cm} (5.26)

From (5.10) we deduce:

If \( v = w \geq 2 \) then \( e_1 \equiv \frac{-A}{2} \pmod{8} \). \hspace{1cm} (5.27)

If \( b = l - 2 \geq 5 \), by (5.24) we have

\[ v = w = b - 3 \geq 2, \quad l = b + 2, \]

so (5.11) becomes

\[ 2^{b-3}e_1f_1 + 2^{2b-6}f_1h_1 + 2^{b-3}e_1h_1 = 2^{b-2}E. \]

Dividing the above equation by \( 2^{b-3} \) yields

\[ e_1(f_1 + h_1) + 2^{b-3}f_1h_1 = 2E. \]

If \( b \geq 6 \), we deduce

\[ e_1(f_1 + h_1) \equiv 2E \pmod{8}. \]
Hence, as $e_1 \equiv \frac{-A}{2} \pmod{8}$ by (5.27), multiplying the above congruence by $e_1$ yields

$$f_1 + h_1 \equiv e_1(2E) \equiv \frac{-A}{2} \cdot 2E \equiv -AE \pmod{8}.$$

Therefore, we conclude:

If $b = l - 2 \geq 6$ then $f_1 + h_1 \equiv -AE \pmod{8}$ and $e_1 \equiv \frac{-A}{2} \pmod{8}$. (5.28)

If $b = 5$, we deduce

$$e_1(f_1 + h_1) \equiv 2E + 4 \pmod{8}.$$

Multiplying the above congruence by $e_1$ yields

$$f_1 + h_1 \equiv e_1(2E + 4) \equiv \frac{-A}{2}(2E + 4) \equiv -AE + 4 \equiv AE \pmod{8}.$$

Therefore, we conclude:

If $b = l - 2 = 5$ then $f_1 + h_1 \equiv AE \pmod{8}$ and $e_1 \equiv \frac{-A}{2} \pmod{8}$. (5.29)

Lemma 5.1.

1. If $\alpha = 0$, then $v$ and $w$ are even and $e_1 \equiv f_1 \equiv h_1 \equiv 1 \pmod{4}$.

2. If $\alpha = 2$, then $v$ and $w$ are even and two of $e_1, f_1, h_1$ are congruent to 3 modulo 4 and the other is congruent to 1 modulo 4.

3. If $\alpha = 3$, then $v$ and $w$ are odd.

4. If $\alpha = 3$, then $\beta = 6$ if and only if $e_1 \equiv 1 \pmod{4}$ or $f_1 \equiv h_1 \pmod{4}$.

5. If $\alpha = 3$, then $\beta = 8$ if and only if $e_1 \equiv 3 \pmod{4}$ or $f_1 \neq h_1 \pmod{4}$.  
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Proof: As $e_1, f_1$ and $h_1$ are odd, letting

\[ e_1 = x^2e_2, \quad f_1 = y^2f_2, \quad h_1 = z^2h_2, \]

where $x, y, z$ are integers and $e_2, f_2$ and $h_2$ are square-free, we have that

\[ e_1 \equiv e_2, \quad f_1 \equiv f_2, \quad h_1 \equiv h_2 \pmod{4}. \]

Thus, we need only consider $e_1, f_1, h_1$ when examining the 2-part of $f(K)$ in this case (Case 6). From (5.12) we have that $v + w$ is even, thus either both of $v$ and $w$ are even or both are odd.

If $\alpha = 3$, then by Corollary 2.2 (A) at least one of $v$ or $w$ must be odd, therefore from above we have that both are. When $\alpha \neq 3$, the three quadratic subfields of $K$ are $\mathbb{Q}(\sqrt{e_1}), \mathbb{Q}(\sqrt{f_1})$ and $\mathbb{Q}(\sqrt{h_1})$. If $\alpha = 0$, then appealing to Corollary 2.2 (C) we have that $e_1 \equiv f_1 \equiv h_1 \equiv 1 \pmod{4}$. If $\alpha = 2$, then by Corollary 2.2 (B) at least one of $e_1, f_1$ and $h_1$ is congruent to 3 modulo 4. However, by (5.12), we see that $e_1f_1h_1 = B^2_1 \equiv 1 \pmod{4}$, thus exactly two of $e_1, f_1$ and $h_1$ are congruent to 3 modulo 4, and the remaining one is necessarily congruent to 1 modulo 4. The results when $\beta = 6$ or 8 follow directly from Corollary 2.2 (A).

We now address the subcases listed in Table 1 of Appendix A. The breakdown of Case 6 into these cases is justified by Lemma 4.11. The first thirteen subcases occur when $l$ is odd, and the final six occur when $l$ is even. Almost all of the following proofs will rely on Lemma 5.1, establishing a contradiction for two of the possible values for $\alpha$ in each subcase.

Subcase 6(i): $l$ odd, $b \geq l - 1 \Rightarrow \alpha = 3$

Since $l \geq 4$ and $l$ is odd, we have that $l \geq 5$. If $\alpha \neq 3$, then by Lemma 5.1 we have $v$ and
w are even. By (5.25) we have \( v = w = b - 3 \). If \( v = w = 0 \), then by (5.19) we have \( l = 4 \), a contradiction as \( l \) is odd. If \( v = w \geq 1 \), then by (5.24) we have \( b \leq l - 2 \), a contradiction as \( b \geq l - 1 \). Therefore, \( \alpha = 3 \).

By (5.25), if \( b = l - 1 \) then \( v = w = b - 3 \); however, this is impossible as (5.26) states if \( v = w \geq 1 \) then \( b \leq l - 2 \). Therefore, \( b > l - 1 \) and \( v \neq w \). Thus, without loss of generality, we will assume \( v < w \).

Now, by (5.23) we have \( v = l - 4 \). From (5.10), we have

\[
e_1 + 2^v f + 2^w h = \frac{-A}{2}.
\]

If \( l = 5 \) then \( v = 1 \), thus \( 2^v f \equiv 2 \Mod 4 \). If \( l > 5 \) then \( v \geq 2 \), so \( 2^v f \equiv 0 \Mod 4 \). As \( v < w \), we have for \( l \geq 5 \) that \( 2^w h \equiv 0 \Mod 4 \). Therefore, from (5.4) we have

\[
e_1 \equiv \begin{cases} \frac{A}{2} \Mod 4, & l = 5, \\ \frac{-A}{2} \Mod 4, & l > 5. \end{cases}
\]

Note that \( \frac{A}{2} \equiv 1 \Mod 4 \) if and only if \( A \equiv 2 \Mod 8 \) and \( \frac{A}{2} \equiv 3 \Mod 4 \) if and only if \( A \equiv 6 \Mod 8 \). Recall that \( \alpha = 3 \) in this case, so \( v \) and \( w \) are both odd. Therefore,

\[
\beta = \begin{cases} 6, & e_1 \equiv 1 \Mod 4, \\ 8, & e_1 \equiv 3 \Mod 4. \end{cases}
\]

Hence, by Lemma 5.1, for \( l = 5 \), we have

\[
\beta = \begin{cases} 6, & A \equiv 2 \Mod 8, \\ 8, & A \equiv 6 \Mod 8, \end{cases}
\]
and for \( l > 5 \), we have

\[
\beta = \begin{cases} 
6, & A \equiv 6 \pmod{8}, \\
8, & A \equiv 2 \pmod{8}.
\end{cases}
\]

**Subcase 6(ii):** \( l = 7, b = 5, A \equiv 6 \pmod{16}, E \equiv 1 \pmod{4} \Rightarrow \alpha = 0 \)

By (5.24) we have that \( v = w = b - 3 = 2 \), so by Lemma 5.1 we have that \( \alpha \neq 3 \). By (5.29) we have that \( f_1 + h_1 \equiv AE \equiv 6 \pmod{8} \) and \( e_1 \equiv -A/2 \equiv 5 \pmod{8} \). If \( \alpha = 2 \) then by Lemma 5.1 we have \( f_1 \equiv h_1 \equiv 3 \pmod{4} \). As \( f_1 + h_1 \equiv 6 \pmod{8} \), we then conclude that \( f_1 \equiv h_1 \pmod{8} \). But then \( e_1 f_1 h_1 \equiv 5 \pmod{8} \), contradicting (5.16). Therefore, \( \alpha \neq 2 \). Thus, \( \alpha = 0 \).

**Subcase 6(iii):** \( l = 7, b = 5, A \equiv 6 \pmod{16}, E \equiv 3 \pmod{4} \Rightarrow \alpha = 2 \)

By (5.24) we have that \( v = w = b - 3 = 2 \), so by Lemma 5.1 we have that \( \alpha \neq 3 \). By (5.29) we have that \( f_1 + h_1 \equiv AE \equiv 2 \pmod{8} \) and \( e_1 \equiv -A/2 \equiv 5 \pmod{8} \). If \( \alpha = 0 \) then by Lemma 5.1 we have \( f_1 \equiv h_1 \equiv 1 \pmod{4} \). As \( f_1 + h_1 \equiv 2 \pmod{8} \), we conclude that \( f_1 \equiv h_1 \pmod{8} \). But then \( e_1 f_1 h_1 \equiv 5 \pmod{8} \), contradicting (5.16). Therefore, \( \alpha \neq 0 \). Thus, \( \alpha = 2 \).

**Subcase 6(iv):** \( l = 7, b = 5, A \equiv 14 \pmod{16}, E \equiv 1 \pmod{4} \Rightarrow \alpha = 2 \)

By (5.24) we have that \( v = w = b - 3 = 2 \), so by Lemma 5.1 we have that \( \alpha \neq 3 \). By (5.29) we have that \( f_1 + h_1 \equiv AE \equiv 6 \pmod{8} \) and \( e_1 \equiv -A/2 \equiv 1 \pmod{8} \). If \( \alpha = 0 \) then by Lemma 5.1 we have \( f_1 \equiv h_1 \equiv 1 \pmod{4} \). As \( f_1 + h_1 \equiv 6 \pmod{8} \), we conclude, up to a per-
mutation of $f_1$ and $h_1$, that $f_1 \equiv 1 \pmod{8}$ and $h_1 \equiv 5 \pmod{8}$. But then $e_1 f_1 h_1 \equiv 5 \pmod{8}$, contradicting (5.16). Therefore, $\alpha \neq 0$. Thus, $\alpha = 2$.

**Subcase 6(v):** $l = 7$, $b = 5$, $A \equiv 14 \pmod{16}$, $E \equiv 3 \pmod{4} \Rightarrow \alpha = 0$

By (5.24) we have that $v = w = b - 3 = 2$, so by Lemma 5.1 we have that $\alpha \neq 3$. By (5.29) we have that $f_1 + h_1 \equiv AE \equiv 2 \pmod{8}$ and $e_1 \equiv \frac{-A}{2} \equiv 1 \pmod{8}$. If $\alpha = 2$ then by Lemma 5.1 we have $f_1 \equiv h_1 \equiv 3 \pmod{4}$. As $f_1 + h_1 \equiv 2 \pmod{8}$, we then conclude, up to a permutation of $f_1$ and $h_1$, that $f_1 \equiv 3 \pmod{8}$ and $h_1 \equiv 7 \pmod{8}$. But then $e_1 f_1 h_1 \equiv 5 \pmod{8}$, contradicting (5.16). Therefore, $\alpha \neq 2$. Thus, $\alpha = 0$.

**Subcase 6(vi):** $l$ odd, $b = l - 2$, $l \geq 9$, $A \equiv 6 \pmod{16}$, $E \equiv 1 \pmod{4} \Rightarrow \alpha = 2$

By (5.24) we have that $v = w = b - 3 \geq 4$, so by Lemma 5.1 we have that $\alpha \neq 3$. By (5.28) we have that $f_1 + h_1 \equiv -AE \equiv 2 \pmod{8}$ and $e_1 \equiv \frac{-A}{2} \equiv 5 \pmod{8}$. If $\alpha = 0$ then by Lemma 5.1 we have $f_1 \equiv h_1 \equiv 1 \pmod{4}$. As $f_1 + h_1 \equiv 2 \pmod{8}$, we conclude $f_1 \equiv h_1 \pmod{8}$. But then $e_1 f_1 h_1 \equiv 5 \pmod{8}$, contradicting (5.16). Therefore, $\alpha \neq 0$. Thus, $\alpha = 2$.

**Subcase 6(vii):** $l$ odd, $b = l - 2$, $l \geq 9$, $A \equiv 6 \pmod{16}$, $E \equiv 3 \pmod{4} \Rightarrow \alpha = 0$

By (5.24) we have that $v = w = b - 3 \geq 4$, so by Lemma 5.1 we have that $\alpha \neq 3$. By (5.28) we have that $f_1 + h_1 \equiv -AE \equiv 6 \pmod{8}$ and $e_1 \equiv \frac{-A}{2} \equiv 5 \pmod{8}$. If $\alpha = 2$ then by Lemma 5.1 we have $f_1 \equiv h_1 \equiv 3 \pmod{4}$. As $f_1 + h_1 \equiv 6 \pmod{8}$, we conclude $f_1 \equiv h_1 \pmod{8}$. But then $e_1 f_1 h_1 \equiv 5 \pmod{8}$, contradicting (5.16). Therefore, $\alpha \neq 2$. Thus, $\alpha = 0$. 
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Subcase 6(viii): $l$ odd, $b = l - 2, l \geq 9, A \equiv 14 \pmod{16}, E \equiv 1 \pmod{4} \Rightarrow \alpha = 0$

By (5.24) we have that $v = w = b - 3 \geq 4$, so by Lemma 5.1 we have that $\alpha \neq 3$. By (5.28) we have that $f_1 + h_1 \equiv -AE \equiv 2 \pmod{8}$ and $e_1 \equiv \frac{-A}{2} \equiv 1 \pmod{8}$. If $\alpha = 2$ then by Lemma 5.1 we have $f_1 \equiv h_1 \equiv 3 \pmod{4}$. As $f_1 + h_1 \equiv 2 \pmod{8}$, we conclude, up to permutation of $f_1$ and $h_1$, that $f_1 \equiv 3 \pmod{8}$ and $h_1 \equiv 7 \pmod{8}$. But then $e_1 f_1 h_1 \equiv 5 \pmod{8}$, contradicting (5.16). Therefore, $\alpha \neq 2$. Thus, $\alpha = 0$.

Subcase 6(ix): $l$ odd, $b = l - 2, l \geq 9, A \equiv 14 \pmod{16}, E \equiv 3 \pmod{4} \Rightarrow \alpha = 2$

By (5.24) we have that $v = w = b - 3 \geq 4$, so by Lemma 5.1 we have that $\alpha \neq 3$. By (5.28) we have that $f_1 + h_1 \equiv -AE \equiv 6 \pmod{8}$ and $e_1 \equiv \frac{-A}{2} \equiv 1 \pmod{8}$. If $\alpha = 0$ then by Lemma 5.1 we have $f_1 \equiv h_1 \equiv 1 \pmod{4}$. As $f_1 + h_1 \equiv 6 \pmod{8}$, we conclude, up to permutation of $f_1$ and $h_1$, that $f_1 \equiv 1 \pmod{8}$ and $h_1 \equiv 5 \pmod{8}$. But then $e_1 f_1 h_1 \equiv 5 \pmod{8}$, contradicting (5.16). Therefore, $\alpha \neq 0$. Thus, $\alpha = 2$.

Subcase 6(x): $l$ odd, $b \leq l - 3, b$ even $\Rightarrow \alpha = 3$

If $\alpha \neq 3$, then by Lemma 5.1 we have that $v$ and $w$ are even. However, by (5.24) we have that $v = w = b - 3$, a contradiction as $b$ is even. Therefore, $\alpha = 3$. By (5.24) we have $v = w = b - 3$. Also, from (5.27), we have $e_1 \equiv \frac{-A}{2} \pmod{8}$. Similar to the $l > 5$ case in subcase (i), we have from Lemma 5.1 that

$$
\beta = \begin{cases} 
6, & A \equiv 6 \pmod{8}, \\
8, & A \equiv 2 \pmod{8}.
\end{cases}
$$
Subcase 6(xi): \( l \) odd, \( b < l - 3, b = 5, A \equiv 10 \pmod{16} \) \( \Rightarrow \) \( \alpha = 2 \)

By (5.24) we have that \( v = w = b - 3 = 2 \), so \( \alpha \neq 3 \). Supposing that \( \alpha = 0 \), then by Lemma 5.1 we have that \( f_1 + h_1 \equiv 2 \pmod{4} \). Thus, from (5.11) we deduce that \( 2^3 \mid 2^{l-4}E \), so \( l = 7 \). Therefore, \( b < 4 \), a contradiction as \( b = 5 \). Thus, \( \alpha \neq 0 \). Hence \( \alpha = 2 \).

Subcase 6(xii): \( l \) odd, \( b < l - 3, b = 7, A \equiv 2 \pmod{16} \) \( \Rightarrow \) \( \alpha = 2 \)

As \( b < l - 3 \) we have by (5.24) that \( v = w = b - 3 = 4 \). Hence, as \( v \) and \( w \) are both even, we deduce from Lemma 5.1 that \( \alpha \neq 3 \). From (5.11) we have

\[
2^4 e_1(f_1 + h_1) + 2^8 f_1 h_1 = 2^{l-4}E,
\]

where \( l - 4 > b - 1 = 6 \), so \( 4 | f_1 + h_1 \). Thus \( (f_1, h_1) \not\equiv (1, 1) \pmod{4} \), so by Lemma 5.1 we have \( \alpha \neq 0 \). Therefore, \( \alpha = 2 \).

Subcase 6(xiii): \( l \) odd, \( b < l - 3, b \) (odd) \( \geq 9, A \equiv 2 \pmod{16} \) \( \Rightarrow \) \( \alpha = 2 \)

As \( b < l - 3 \) we have by (5.24) that \( v = w = b - 3 \). As \( b \) is odd, \( v \) and \( w \) are both even, so by Lemma 5.1 we have \( \alpha \neq 3 \). From (5.11) we have

\[
2^{b-3} e_1(f_1 + h_1) + 2^{2b-6} f_1 h_1 = 2^{l-4}E.
\]

Dividing by \( 2^{b-3} \), we obtain

\[
e_1(f_1 + h_1) + 2^{b-3} f_1 h_1 = 2^{l-b-1}E.
\]

As \( b - 3 \geq 6 \) and \( l - b - 1 > 2 \), we have \( 4 | f_1 + h_1 \). Thus \( (f_1, h_1) \not\equiv (1, 1) \pmod{4} \), so by
Lemma 5.1 we have $\alpha \neq 0$. Therefore, $\alpha = 2$.

**Subcase 6(xiv):** $l$ even, $b \geq l$, $l \geq 6$, $A \equiv 6 \pmod{8}$, $E \equiv 1 \pmod{4} \Rightarrow \alpha = 0$

If $\alpha = 3$ then by Lemma 5.1 we have that $v$ and $w$ are odd. If $v \neq w$, then $v < w$ and by (5.20) we have that $v = l - 4$, a contradiction as $l$ is even. Thus, $v = w$. But from (5.26), as $v \geq 1$ and $v = w$ we have $b \leq l - 2$, a contradiction. Therefore, $\alpha \neq 3$.

If $\alpha = 2$, then by Lemma 5.1 we have that $v$ and $w$ are even. If $v \neq w$, then $v < w$ and by (5.20) we have that $v = l - 4 \geq 2$. Thus, by (5.10), we have $e_1 \equiv \frac{-A}{2} \equiv 1 \pmod{4}$. Hence, as we are supposing that $\alpha = 2$, we have that $f_1 \equiv h_1 \equiv 3 \pmod{4}$. However, by (5.21), we have $e_1f_1 \equiv h_1 \equiv E \equiv 1 \pmod{4}$, a contradiction. Therefore, $v = w$. From (5.13) we have that $v = b - 3 \geq l - 3 \geq 3$. However, we then have again from (5.26) that $b \leq l - 2$, a contradiction. Thus $\alpha \neq 2$. Therefore, $\alpha = 0$.

**Subcase 6(xv):** $l$ even, $b \geq l$, $l \geq 6$, $A \equiv 2 \pmod{8}$ or $E \equiv 3 \pmod{4} \Rightarrow \alpha = 2$

If $\alpha = 3$ then by Lemma 5.1 we have that $v$ and $w$ are odd. If $v \neq w$ then $v < w$, thus by (5.20) we have that $v = l - 4$, a contradiction as $l$ is even. Therefore, $v = w \geq 1$. But from (5.26) we have that $b \leq l - 2$, a contradiction. Therefore, $\alpha \neq 3$.

Suppose $\alpha = 0$. By Lemma 5.1 we have that $v$ and $w$ are even and $e_1 \equiv f_1 \equiv h_1 \equiv 1 \pmod{4}$. If $v = w = 0$ then by (5.19) we have that $b = 3$, a contradiction. If $v = w \geq 2$ we have from (5.26) that $b \leq l - 2$, a contradiction. Thus $v < w$ and from (5.20) we have that $v = l - 4 \geq 2$. As $2 \leq v < w$ we deduce from (5.10) that

$$1 \equiv e_1 \equiv \frac{-A}{2} \pmod{4},$$

so that $A \equiv 6 \pmod{8}$. Therefore, $E \equiv 3 \pmod{4}$ by the hypothesis of this subcase. From
(5.21) we have that \( h_1 \equiv E \equiv 3 \pmod{4} \), a contradiction. Thus \( \alpha \neq 0 \). Therefore, \( \alpha = 2 \).

**Subcase 6(xvi):** \( b = 3, l = 4, A \equiv 2 \pmod{16} \Rightarrow \alpha = 2 \)

As \( b = 3 \) we have \( 2b - 6 = 0 \), so by (5.13) we have that \( v = w = 0 \), thus \( \alpha \neq 3 \). If \( \alpha = 0 \) then by Lemma 5.1 we have that \( e_1 \equiv f_1 \equiv h_1 \equiv 1 \pmod{4} \). From (5.10) we have that \( e_1 + f_1 + h_1 \equiv -\frac{A}{2} \equiv 7 \pmod{8} \). The only solutions to this congruence, up to permutation of \( e_1, f_1 \), and \( h_1 \), are \((e_1, f_1, h_1) \equiv (1, 1, 5), (5, 5, 5) \pmod{8}\), contradicting (5.16). Thus \( \alpha \neq 0 \). Therefore, \( \alpha = 2 \).

**Subcase 6(xvii):** \( b = 3, l = 4, A \equiv 10 \pmod{16} \Rightarrow \alpha = 0 \)

Again, as in subcase 6(xvi), \( v = w = 0 \) and \( \alpha \neq 3 \). If \( \alpha = 2 \), then by (5.10) we have that \( e_1 + f_1 + h_1 \equiv 3 \pmod{8} \). By Lemma 5.1 we may suppose without loss of generality that \( e_1 \equiv 1 \pmod{4} \) and \( f_1 \equiv h_1 \equiv 3 \pmod{4} \). Thus, the solutions of \( e_1 + f_1 + h_1 \equiv 3 \pmod{8} \) up to permutation of \( f_1 \) and \( h_1 \) are \((e_1, f_1, h_1) \equiv (1, 3, 7), (5, 3, 3), (5, 7, 7) \pmod{8}\), contradicting (5.16). Thus \( \alpha \neq 2 \). Therefore, \( \alpha = 0 \).

**Subcase 6(xviii):** \( b \text{ even}, l \text{ even}, b \leq l - 2, l \geq 6, b \geq 4 \Rightarrow \alpha = 3 \)

From (5.24) as \( b \leq l - 2 \) we have that \( v = w = b - 3 \geq 1 \). As \( b \) is even we have that \( v \) and \( w \) are odd, therefore \( \alpha = 3 \) by Lemma 5.1. We have \( e_1 \equiv \frac{-A}{2} \pmod{8} \). Therefore, by Lemma 5.1 we deduce

\[
\beta = \begin{cases} 
6, & A \equiv 6 \pmod{8}, \\
8, & A \equiv 2 \pmod{8}.
\end{cases}
\]
Subcase (xix): \( b \) odd, \( l \) even, \( b \leq l - 2, \ l \geq 8, \ b \geq 5 \Rightarrow \alpha = 2 \)

From (5.24) as \( b \leq l - 2 \) we have that \( v = w = b - 3 \geq 2 \). As \( b \) is odd we have that \( v \) and \( w \) are even, therefore \( \alpha \neq 3 \) by Lemma 5.1.

If \( \alpha = 0 \), then by Lemma 5.1 we have that \( e_1 \equiv f_1 \equiv h_1 \equiv 1 \) (mod 4). From (5.11) we then have that \( v + 1 = l - 4 \), a contradiction as \( l \) and \( v \) are even. Thus \( \alpha \neq 0 \). Therefore, \( \alpha = 2 \).

5.4 Case 10: \( A \equiv 4 \) (mod 8), \( B \equiv 0 \) (mod 16), \( C \equiv 4 \) (mod 8)

We have from the conductor argument that \( \alpha = 3 \) and

\[
(r - A, s - A, t - A) \equiv (0, 0, 8) \) (mod 16).

In order to determine \( \beta \), we need to understand the values \( r_1 \) and \( s_1 \) modulo 8. Given \( r - A \equiv s - A \equiv 0 \) (mod 16), this will require a more detailed analysis. Let

\[
r_2 = v_2(r - A), \ s_2 = v_2(s - A), \ t_2 = v_2(t - A)
\]

so that

\[
r_2 \geq 4, \ s_2 \geq 4, \ t_2 = 3. \tag{5.31}
\]

Next, define the odd integers \( r_0, s_0 \) and \( t_0 \) by

\[
r_0 = \frac{r - A}{2^{r_2}}, \ s_0 = \frac{s - A}{2^{s_2}}, \ t_0 = \frac{t - A}{2^{t_2}}. \tag{5.32}
\]
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Recall that \( b = v_2(B) \) and set

\[
B_0 = \frac{B}{2^b} \equiv 1 \pmod{2}.
\] (5.33)

Recall (5.6), namely

\[(r - A)(s - A)(t - A) = B^2.\] (5.34)

From (5.32), (5.33) and (5.34) we deduce

\[r_2 + s_2 + t_2 = 2b\] (5.35)

and dividing (5.34) by \( 2^{2b} \) yields

\[r_0s_0t_0 = B_0^2 \equiv 1 \pmod{4}.\] (5.36)

From (5.31) and (5.35) we deduce

\[r_2 + s_2 = 2b - 3 \equiv 1 \pmod{2}\] (5.37)

so that

\[r_2 \neq s_2.\] (5.38)

In view of (5.38), without loss of generality, we may assume that \( r_2 > s_2 \) so that

\[r_2 \geq s_2 + 1.\] (5.39)
By (5.30) and (5.31) we have

\[ v_2(s - A + t - A) = 3. \]  

(5.40)

Therefore, by (5.30) and (5.40), we obtain

\[ v_2((r - A)(s - A + t - A)) = r_2 + 3. \]  

(5.41)

Also, by (5.30) and (5.31), we have

\[ v_2 ((s - A)(t - A)) = s_2 + 3. \]  

(5.42)

Recalling (5.5), we have

\[
2^t E = (r - A)(s - A) + (s - A)(t - A) + (r - A)(t - A) \\
= (r - A)(s - A + t - A) + (s - A)(t - A).
\]  

(5.43)

From (5.39), (5.41), (5.42), and (5.43) we deduce that \( l = s_2 + 3 \). Therefore,

\[ s_2 = l - 3. \]  

(5.44)

Appealing to (5.37) and (5.44), we have

\[ r_2 = 2b - l. \]  

(5.45)

Then, from (5.39), (5.44) and (5.45), we deduce

\[ b \geq l - 1. \]  

(5.46)
From (5.31) and (5.44) we have

\[ l \geq 7. \]

From (5.45) we deduce that

\[ r_2 \equiv l \pmod{2}. \] (5.47)

From (5.45) and (5.46) we have

\[ r_2 \geq l - 2. \] (5.48)

If \( b = l - 1 \), then from (5.45) we have that \( r_2 = l - 2 \). If \( b \geq l \), we have from (5.45) that \( r_2 \geq l \). Hence, we have

\[
\begin{cases}
  r_2 = l - 2, & \text{if } b = l - 1, \\
  r_2 \geq l, & \text{if } b \geq l.
\end{cases}
\] (5.49)

Dividing (5.43) by \( 2^l \), we deduce from (5.31), (5.32), (5.44) and (5.45) that

\[
E = r_0 2^{2(b-h)+3} \left( 2^{l-6} s_0 + t_0 \right) + s_0 t_0. \] (5.50)

Appealing to (5.36), we have

\[ r_0 \equiv s_0 t_0 \pmod{4} \] (5.51)

and

\[ s_0 \equiv r_0 t_0 \pmod{4}. \] (5.52)
Subcase (a): \( l \) odd

If \( l \) is odd, then by (5.47) we have that

\[
 r_2 \equiv 1 \pmod{2}. \quad (5.53)
\]

As \( t_2 = 3 \), we have that

\[
 t_1 z^2 = t - A = 2^3 t_0
\]

with \( t_0 \) odd, so \( 2||t_1 \) and \( 2||z \). Hence,

\[
 t_1 \equiv 2 \pmod{4}. \quad (5.54)
\]

Next, we have

\[
 r_1 x^2 = r - A = 2^2 r_0. \quad (5.55)
\]

By (5.53) \( r_2 \) is odd, hence (5.55) implies \( 2|r_1 \). As \( r_1 \) is square-free, we have

\[
 r_1 \equiv 2 \pmod{4}. \quad (5.56)
\]

As \( \alpha = 3 \), conditions (5.54) and (5.56) allow us to deduce from Corollary 2.2 (A) that

\[
 \beta = \begin{cases} 
 6, & \text{if } r_1 \equiv t_1 \pmod{8}, \\
 8, & \text{if } r_1 \not\equiv t_1 \pmod{8}.
\end{cases} \quad (5.57)
\]
From (5.55) and (5.56) we deduce that $2^{\frac{r-1}{2}} \parallel x$, thus (5.55) gives

$$2r_0 = r_1 \left( \frac{x}{2^{\frac{r_1-1}{2}}} \right)^2,$$

and hence

$$2r_0 \equiv r_1 \pmod{8}. \quad (5.58)$$

Similarly, as $t_1 \equiv 2 \pmod{4}$, we have that

$$2t_0 \equiv t_1 \pmod{8}. \quad (5.59)$$

Appealing to (5.58) and (5.59), we can reformulate (5.57) as

$$\beta = \begin{cases} 
6, & \text{if } r_0 \equiv t_0 \pmod{4}, \\
8, & \text{if } r_0 \not\equiv t_0 \pmod{4}.
\end{cases} \quad (5.60)$$

Subcase (a) (i): $l$ odd, $b = l - 1$

If $l = 7$ then $b = l - 1 = 6$, thus by (5.44) and (5.45) we have

$$r_2 = 2 \cdot 6 - 7 = 5, \quad s_2 = 7 - 3 = 4. \quad (5.61)$$

Then (5.4), (5.31), (5.32) and (5.61) yield

$$-2A = 2^5 r_0 + 2^4 s_0 + 2^3 t_0. \quad (5.62)$$
Reducing (5.62) modulo 32, we obtain

\[-2A \equiv 16 + 8t_0 \pmod{32}. \tag{5.63}\]

As \(A \equiv 4 \pmod{8}\), (5.63) gives

\[t_0 \equiv \begin{cases} 1 \pmod{4}, & \text{if } A \equiv 4 \pmod{16}, \\ 3 \pmod{4}, & \text{if } A \equiv 12 \pmod{16}. \end{cases} \tag{5.64}\]

If \(l > 7\) then \(l \geq 9\) as \(l\) is odd, so from (5.44) and (5.45) we have

\[r_2 = l - 2 \geq 7, \quad s_2 = l - 3 \geq 6. \tag{5.65}\]

Then (5.4), (5.31), (5.32) and (5.65) give

\[-2A = 2^{r_2}r_0 + 2^{s_2}s_0 + 2^{t_2}t_0 \equiv 8t_0 \pmod{32},\]

so

\[A \equiv -4t_0 \pmod{16}. \tag{5.66}\]

Thus, as \(A \equiv 4 \pmod{8}\), (5.66) yields

\[t_0 \equiv \begin{cases} 3 \pmod{4}, & \text{if } A \equiv 4 \pmod{16}, \\ 1 \pmod{4}, & \text{if } A \equiv 12 \pmod{16}. \end{cases} \tag{5.67}\]

Suppose that \(E \equiv 1 \pmod{4}\). In this case, (5.50) gives

\[E = n_0 2^{l-6} s_0 + t_0 + s_0 t_0 \equiv 1 \pmod{4}. \tag{5.68}\]
As \( l \geq 7 \), we obtain

\[ s_{0l_0} \equiv 3 \pmod{4}, \]

so by (5.51) we have that

\[ r_0 \equiv 3 \pmod{4}. \quad (5.69) \]

Therefore, if \( E \equiv 1 \pmod{4} \) and \( l = 7 \), we deduce from (5.60), (5.64) and (5.69) that

\[
\beta = \begin{cases} 
6, & \text{if } A \equiv 12 \pmod{16}, \\
8, & \text{if } A \equiv 4 \pmod{16}, 
\end{cases} \quad (5.70)
\]

whereas, if \( E \equiv 1 \pmod{4} \) and \( l > 7 \), we deduce from (5.60),(5.67) and (5.69) that

\[
\beta = \begin{cases} 
6, & \text{if } A \equiv 4 \pmod{16}, \\
8, & \text{if } A \equiv 12 \pmod{16}. 
\end{cases} \quad (5.71)
\]

Now suppose that \( E \equiv 3 \pmod{4} \). From (5.50), as \( E \equiv 3 \pmod{4} \) and \( l \geq 7 \) we obtain

\[ s_{0l_0} \equiv 1 \pmod{4}, \]

so by (5.51) we have that

\[ r_0 \equiv 1 \pmod{4}. \quad (5.72) \]

Therefore, if \( E \equiv 3 \pmod{4} \) and \( l = 7 \), appealing to (5.60) we have from (5.64) and (5.72)
that
\[
\beta = \begin{cases} 
6, & \text{if } A \equiv 4 \pmod{16}, \\
8, & \text{if } A \equiv 12 \pmod{16}, 
\end{cases} \tag{5.73}
\]

whereas, if \(E \equiv 3 \pmod{4}\) and \(l > 7\), appealing to (5.60) we have from (5.67) and (5.72) that
\[
\beta = \begin{cases} 
6, & \text{if } A \equiv 12 \pmod{16}, \\
8, & \text{if } A \equiv 4 \pmod{16}, 
\end{cases} \tag{5.74}
\]

Subcase (a) (ii): \(l\) odd, \(b \geq l\)

As \(b - l \geq 0\), examining (5.50) modulo 4, we have from (5.51) that
\[
E \equiv s_0t_0 \equiv r_0 \pmod{4}. \tag{5.75}
\]

Our analysis of (5.4) will proceed almost exactly as it did in Subcase (a) (i). We have at all times that \(r_2 \geq 7\) by (5.49). From (5.44) we have \(s_2 = 4\) when \(l = 7\) and \(s_2 \geq 6\) when \(l > 7\). Therefore, using the same arguments from Subcase (a) (i), we have when \(l = 7\) that
\[
t_0 \equiv \begin{cases} 
1 \pmod{4}, & \text{if } A \equiv 4 \pmod{16}, \\
3 \pmod{4}, & \text{if } A \equiv 12 \pmod{16}, 
\end{cases} \tag{5.76}
\]

and when \(l > 7\), we have
\[
t_0 \equiv \begin{cases} 
3 \pmod{4}, & \text{if } A \equiv 4 \pmod{16}, \\
1 \pmod{4}, & \text{if } A \equiv 12 \pmod{16}. 
\end{cases} \tag{5.77}
\]
If $E \equiv 1 \pmod{4}$, when $l = 7$ we have from (5.60), (5.75) and (5.76) that

$$
\beta = \begin{cases} 
6, & \text{if } A \equiv 4 \pmod{16}, \\
8, & \text{if } A \equiv 12 \pmod{16}, 
\end{cases}
$$

(5.78)

and when $l > 7$ we have from (5.60), (5.75) and (5.77) that

$$
\beta = \begin{cases} 
6, & \text{if } A \equiv 12 \pmod{16}, \\
8, & \text{if } A \equiv 4 \pmod{16}. 
\end{cases}
$$

(5.79)

If $E \equiv 3 \pmod{4}$, when $l = 7$ we have from (5.60), (5.75) and (5.76) that

$$
\beta = \begin{cases} 
6, & \text{if } A \equiv 12 \pmod{16}, \\
8, & \text{if } A \equiv 4 \pmod{16}, 
\end{cases}
$$

(5.80)

and when $l > 7$ we have from (5.60), (5.75) and (5.77) that

$$
\beta = \begin{cases} 
6, & \text{if } A \equiv 4 \pmod{16}, \\
8, & \text{if } A \equiv 12 \pmod{16}. 
\end{cases}
$$

(5.81)

This concludes our analysis in the case where $l$ is odd. Note that, for $m, n \in \mathbb{Z}$, if $m = 16k + 4m_1$ and $n = 4j + n_1$ for $k, j \in \mathbb{Z}$ and $m_1 \equiv 1 \pmod{2}$, that $mn = 64jk + 16kn_1 + 16jm_1 + 4m_1n_1 \equiv 4m_1n_1 \pmod{16}$. Using this fact, we are able to summarize the above results for $\beta$ using $AE \pmod{16}$ in Table 2 of Appendix A.

**Subcase (b): $l$ even**

From (5.47) and (5.37), we have that
\[ s_2 \equiv 1 \pmod{2}, \quad r_2 \equiv 0 \pmod{2}. \]

Since \( K = \mathbb{Q}(\sqrt{s_1}, \sqrt{t_1}) \), we may thus construct the analogue of (5.60) for \( s_0 \) and \( t_0 \); that is,

\[
\beta = \begin{cases} 
6, & \text{if } s_0 \equiv t_0 \pmod{4}, \\
8, & \text{if } s_0 \not\equiv t_0 \pmod{4}. 
\end{cases} \tag{5.82}
\]

As \( l \) is even, since \( l \geq 7 \) we have that

\[ l \geq 8. \]

**Subcase (b) (i): \( l \) even, \( b = l - 1 \)**

We have from (5.68) that

\[ E = r_0 2^{l-6} s_0 + t_0 + s_0 t_0, \]

so as \( l \geq 8 \), we have

\[ -E \equiv s_0 t_0 \pmod{4}. \tag{5.83} \]

Suppose that \( E \equiv 1 \pmod{4} \). Then from (5.83) we have \( s_0 t_0 \equiv 3 \pmod{4} \), thus

\[ s_0 \not\equiv t_0 \pmod{4}. \]
Therefore, by (5.82), if \( E \equiv 1 \pmod{4} \) we have

\[
\beta = 8. \quad (5.84)
\]

Suppose that \( E \equiv 3 \pmod{4} \). Then from (5.83) we have \( s_0 t_0 \equiv 1 \pmod{4} \), thus

\[
s_0 \equiv t_0 \pmod{4}.
\]

Therefore, by (5.82), if \( E \equiv 3 \pmod{4} \) we have

\[
\beta = 6. \quad (5.85)
\]

**Subcase (b) (ii): \( l \) even, \( b \geq l \)**

As \( b - l \geq 0 \), examining (5.50) modulo 4, we have from (5.51) that

\[
E \equiv s_0 t_0 \pmod{4}. \quad (5.86)
\]

Suppose that \( E \equiv 1 \pmod{4} \). Then from (5.86) we have \( s_0 t_0 \equiv 1 \pmod{4} \), thus

\[
s_0 \equiv t_0 \pmod{4}.
\]

Therefore, by (5.82), if \( E \equiv 1 \pmod{4} \) we have

\[
\beta = 6. \quad (5.87)
\]
Suppose that $E \equiv 3 \pmod{4}$. Then from (5.86) we have $s_0t_0 \equiv 3 \pmod{4}$, thus

$$s_0 \equiv t_0 \pmod{4}.$$ 

Therefore, by (5.82), if $E \equiv 1 \pmod{4}$ we have

$$\beta = 8. \quad (5.88)$$

This completes our treatment of Main Case 1: $AB(A^2 - 4C) \neq 0$. 

Chapter 6

Main Case 2: $AB \neq 0, A^2 - 4C = 0$

6.1 The Odd Part of the conductor

As $A^2 - 4C = 0$ we have that $A^2 = 4C$, thus $A \equiv 0 \pmod{2}$ and $C = \left(\frac{A}{2}\right)^2$ is a square. We note that all results in Chapter 2 hold for this case. In particular, $r - A$, $s - A$, $t - A$ remain as generators for the three distinct quadratic subfields of $K$, and equations (2.20)-(2.22) and (5.1)-(5.6) are valid. Using $A^2 - 4C = 0$, these relations become:

\begin{align*}
(r - A)^3 + 2A(r - A)^2 &= B^2, \quad (6.1) \\
(s - A)^3 + 2A(s - A)^2 &= B^2, \quad (6.2) \\
(t - A)^3 + 2A(t - A)^2 &= B^2, \quad (6.3) \\
r + s + t &= A, \quad (6.4) \\
rs + st + rt &= -4C, \quad (6.5) \\
rst &= B^2 - 4AC, \quad (6.6) \\
(r - A) + (s - A) + (t - A) &= -2A, \quad (6.7) \\
-(r - A)(s - A + t - A) &= (s - A)(t - A), \quad (6.8) \\
(r - A)(s - A)(t - A) &= B^2. \quad (6.9)
\end{align*}
Let \( p \) be an odd prime. Recall for an odd prime \( p \) that

\[
a_p = v_p(A), \quad b_p = v_p(B), \quad c_p = v_p(C),
\]

and let

\[
r_p = v_p(r - A), \quad s_p = v_p(s - A), \quad t_p = v_p(t - A).
\]

From \( A^2 = 4C \) we deduce

\[
2a_p = c_p. \tag{6.10}
\]

From (6.1) we deduce

\[
v_p \left( (r - A)^3 + 2A(r - A)^2 \right) = 2b_p. \tag{6.11}
\]

From (6.11) we see that

\[
\begin{align*}
\text{if } r_p > a_p, & \quad a_p + 2r_p = 2b_p, \tag{6.12} \\
\text{if } r_p < a_p, & \quad 3r_p = 2b_p, \tag{6.13} \\
\text{if } r_p = a_p, & \quad 2b_p \geq 3r_p = 3a_p. \tag{6.14}
\end{align*}
\]

From (6.8), we have

\[
r_p + v_p(s - A + t - A) = s_p + t_p. \tag{6.15}
\]

From (6.15) we deduce

\[
\text{if } s_p > t_p, \quad r_p = s_p, \tag{6.16}
\]
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if \( s_p < t_p, \) \( r_p = t_p, \) 
\[ (6.17) \]
if \( s_p = t_p, \) \( r_p \leq s_p = t_p. \) 
\[ (6.18) \]

From (6.9), we have

\[ r_p + s_p + t_p = 2b_p. \] 
\[ (6.19) \]

If \( r_p \) is odd, then by (6.19) we have

\[ s_p + t_p = 2b_p - r_p \equiv 1 \pmod{2}. \]

We conclude that \( s_p \neq t_p \) when \( r_p \) is odd. Therefore, without loss of generality, we shall assume that \( s_p > t_p \) when \( r_p \) is odd. Thus, using (6.15) and (6.16), we deduce:

If \( r_p \) is odd, then \( s_p > t_p, \) \( v_p(s - A + t - A) = t_p \) and \( r_p = s_p. \)
\[ (6.20) \]

**Lemma 6.1.** Let \( p \) be an odd prime. If \( r_p, \) \( s_p \) or \( t_p \) is odd, then \( b_p \) is odd and \( a_p = 0. \)

**Proof:** Without loss of generality, let \( r_p \) be odd. For an odd prime \( p, \) we wish to examine \( 2b_p \) using (6.11). Depending on the values of \( a_p \) and \( r_p, \) three cases arise:

**Case 1:** \( r_p < a_p. \)

**Case 2:** \( r_p = a_p. \)

**Case 3:** \( r_p > a_p. \)

**Case 1:** If \( r_p < a_p \) then by (6.13) we have that \( 3r_p = 2b_p, \) which is impossible as \( r_p \) is odd. Therefore, Case 1 cannot occur.

**Case 2:** Here, \( r_p = a_p. \) Then we have \( a_p \) is odd and from (6.14) we have that \( 2b_p \geq 3a_p. \)
Thus $2b_p \geq 3$, so $b_p \geq 2$ and $2b_p \geq 4$. By (6.10), we have that $c_p = 2a_p$. Therefore, if $a_p \geq 3$, then we have $c_p \geq 6$ and $2b_p \geq 9$, thus $b_p \geq 5$. This contradicts our simplifying assumption (1.6) that there is no prime $p$ such that $a_p \geq 2$, $b_p \geq 3$ and $c_p \geq 4$. Thus $a_p = r_p = 1$. From (6.14) we deduce $s_p = 1$ and $1 > t_p$. Hence $t_p = 0$. Therefore, from (6.19) we deduce $b_p = 1$. Clearly, having $r_p = s_p = a_p = 1$ and $t_p = 0$ contradicts (6.7). Therefore, Case 2 cannot occur.

Case 3: If $r_p > a_p$, then $3r_p > a_p + 2r_p = v_p(2A(r-A)^2)$. Thus, by (6.11), we have $2b_p = a_p + 2r_p$, and hence $a_p$ is even. By way of contradiction, assume that $a_p \neq 0$. Then $a_p \geq 2$, hence $2b_p = a_p + 2r_p > 2r_p$, so $b_p > r_p$. From (6.19) we have that $r_p + s_p + t_p = 2b_p > 2r_p$, so $s_p + t_p > r_p$. From (6.20) we have $r_p = s_p$. Then, from $s_p + t_p > r_p$, we deduce that $t_p > 0$.

Now, as $a_p \geq 2$ and $2a_p = c_p$, we have $c_p \geq 4$. Hence, by our simplifying assumption (1.6), $b_p \leq 2$. Therefore, from (6.19), we have $r_p + s_p + t_p \leq 4$. As $r_p = s_p$ and $t_p \geq 1$ we deduce that $2r_p \leq 3$. As $r_p$ is odd, we have $r_p = 1$. Thus $s_p = 1$, which contradicts $s_p > t_p$. Therefore, $a_p = 0$. Thus, $2b_p = a_p + 2r_p = 2r_p$, so $b_p = r_p \equiv 1 \pmod{2}$.

**Lemma 6.2.** If $p$ is an odd prime and $b_p$ is odd then one of $r_p$, $s_p$ and $t_p$ is odd.

**Proof:** By way of contradiction, assume that all of $r_p$, $s_p$ and $t_p$ are even. From (6.9) we have

$$r_p + s_p + t_p = 2b_p \equiv 2 \pmod{4},$$

so without loss of generality we may suppose that $r_p \equiv 2 \pmod{4}$. Then $s_p \equiv t_p \pmod{4}$. From (6.8), as $r_p > 0$, we have that $s_p + t_p > 0$, so at least one of $s_p$ and $t_p$ is non-zero. Without loss of generality we may suppose that $s_p > 0$. Moreover, since
$s_p \equiv t_p \pmod{4}$, we have from (6.15) that

$$r_p + v_p(s - A + t - A) \equiv 2 + v_p(s - A + t - A) \equiv 0 \pmod{4},$$

thus $v_p(s - A + t - A) \equiv 2 \pmod{4}$ and is therefore non-zero. If $t_p = 0$ then $v_p(s - A + t - A) = 0$, a contradiction, so $t_p > 0$. By (6.7),

$$r - A + s - A + t - A = -2A,$$

hence, as $r_p$, $s_p$ and $t_p$ are all even and non-zero, we have that $p^2|A$, so $a_p \geq 2$. Then, by (6.10), we have that $c_p \geq 4$. We also have from (6.9) that

$$2b_p = r_p + s_p + t_p \geq 2 + 2 + 2 = 6,$$

so $b_p \geq 3$. Having $a_p \geq 2$, $b_p \geq 3$ and $c_p \geq 4$ contradicts our simplifying assumption (1.6). Therefore, at least one of $r_p$, $s_p$, and $t_p$ is odd.

From Lemmas 6.1 and 6.2, we have the following:

**Lemma 6.3.** If $p$ is an odd prime, then one of $r_p$, $s_p$ or $t_p$ is odd if and only if $b_p$ is odd.

The proof of the following theorem follows exactly as in Theorem 3.1, simply replacing Lemma 3.4 with Lemma 6.3 in the proof.

**Theorem 6.1.** Let $K$ be a bicyclic quartic field. Suppose that $K = \mathbb{Q}(\theta)$, where

$$\theta^4 + A\theta^2 + B\theta + C = 0$$

and $A, B, C$ are integers satisfying (1.3), (1.4), (1.5), (1.6), $AB \neq 0$ and $A^2 - 4C = 0$. Then the odd part $f_0(K)$ of the conductor $f(K)$ is given by

$$f_0(K) = \prod_{p \neq 2 \text{ (prime)}} p.$$
Proof: By (3.5) we have

\[ K = \mathbb{Q}\left( \sqrt{r_1}, \sqrt{s_1} \right). \]

By (3.6) we have

\[ |r_1| = \prod_{p \text{ prime}} p \quad \text{and} \quad |s_1| = \prod_{p \text{ prime}} p. \]

By (1.8) and (1.9) we have \( f(K) = (1 \text{ or } 4)\lcm(r_1, s_1) \), hence

\[
\begin{align*}
  f_0(K) &= \lcm \left( \prod_{p \text{ prime} \neq 2} p \left( \prod_{r_p \text{ odd}} p \right) \right) \\
  &= \prod_{p \text{ prime} \neq 2} p \\
  &= \prod_{p \text{ prime} \neq 2} p,
\end{align*}
\]

by (3.14). By Lemma 6.3 we have

\[
\prod_{p \text{ prime} \neq 2} p,
\]

which is the asserted formula for \( f_0(K) \).
6.2 The 2-Parts of the conductor and the discriminant

Recall that $a = v_2(A)$, $b = v_2(B)$, and $c = v_2(C)$. We will denote

$$r_2 = v_2(r - A), \quad s_2 = v_2(s - A) \text{ and } t_2 = v_2(t - A).$$

Also recall that $A$ is even and $C = \left(\frac{A}{2}\right)^2$ is a square, so $C \equiv 0$ or 1 (mod 4). As $A^2 = 4C$, we have

$$2a = c + 2. \quad (6.21)$$

Similar to (6.11), we have

$$v_2\left((r - A)^3 + 2A(r - A)^2\right) = 2b. \quad (6.22)$$

From (6.22) we deduce

$$\text{if } r_2 > a + 1, \quad a + 2r_2 + 1 = 2b, \quad (6.23)$$

$$\text{if } r_2 < a + 1, \quad 3r_2 = 2b, \quad (6.24)$$

$$\text{if } r_2 = a + 1, \quad 2b \geq 3r_2 = 3a + 3. \quad (6.25)$$

Similar to (6.15), we have

$$r_2 + v_2(s - A + t - A) = s_2 + t_2. \quad (6.26)$$

First, we address the case $C \equiv 0$ (mod 4). We establish that this case cannot occur. As $A^2 = 4C$, we have that $16|A^2$, thus $4|A$, so $a \geq 2$. Moreover, by (6.21) we have $c = 2a - 2$. If $a \geq 3$, then $c \geq 6 - 2 = 4$. From (6.4) and (6.5) we have $r + s + t \equiv 0$ (mod 8) and $rs + st + rt \equiv 0$ (mod 8). By Proposition (4.1) (iii) we have $r \equiv s \equiv t \equiv 0$ (mod 4), so
\( r - A \equiv s - A \equiv t - A \equiv 0 \mod 4 \). By (6.9) we then have \( 2b \geq 6 \), so \( b \geq 3 \). This contradicts our simplifying assumption (1.6), thus \( a \) cannot be at least 3. Therefore, \( a = 2 \).

We again address the three cases that arise from (6.22):

**Case 1:** \( r_2 > 3 \).

**Case 2:** \( r_2 < 3 \).

**Case 3:** \( r_2 = 3 \).

If \( r_2 > 3 \), then by (6.23) \( 2b = 3 + 2r_2 \), a contradiction. If \( r_2 < 3 \), then by (6.24) we have \( 3r_2 = 2b \). By (6.9), we have that

\[
s_2 + t_2 = 2r_2. \tag{6.27}
\]

From (6.26) we then have that

\[
v_2(s - A + t - A) = s_2 + t_2 - r_2 = r_2. \tag{6.28}
\]

If \( s_2 \neq t_2 \), then without loss of generality we may suppose that \( s_2 > t_2 \). Then, by (6.28) we have

\[
r_2 = v_2(s - A + t - A) = t_2.
\]

Then, from (6.27), we have \( s_2 = r_2 \). Hence \( s_2 = t_2 \), contradicting \( s_2 > t_2 \). Thus \( s_2 = t_2 \). But then from (6.28) we have \( r_2 = v_2(s - A + t - A) > s_2 \). On the other hand, by (6.27) we have

\[
2r_2 = s_2 + t_2 = 2s_2,
\]
so \( r_2 = s_2 \). This is clearly a contradiction. Therefore, the case where \( r_2 < 3 \) cannot occur.

If \( r_2 = 3 \), then by (6.25) we have that

\[
2b \geq 3r_2 = 9,
\]

so \( 2b \geq 10 \). From (6.9) we have

\[
 r_2 + s_2 + t_2 = 2b,
\]

so as \( r_2 \) is odd, we deduce

\[
s_2 + t_2 \equiv 1 \pmod{2}.
\]

Without loss of generality, we may assume that \( s_2 > t_2 \), so \( v_2(s - A + t - A) = t_2 \). From (6.26) we have

\[
r_2 + t_2 = s_2 + t_2,
\]

so \( s_2 = r_2 = 3 \) and \( 3 > t_2 \). Therefore, from (6.9) we have

\[
10 \leq 2b = r_2 + s_2 + t_2 = 6 + t_2 < 9,
\]

a contradiction. As each possible value for \( r_2 \) results in a contradiction when \( C \equiv 0 \pmod{4} \), we conclude that the case \( C \equiv 0 \pmod{4} \) cannot occur.

Now we examine the case \( C \equiv 1 \pmod{4} \). Recall Corollary 2.2:

**Corollary 2.2.** Let \( r - A = r_1 x^2 \), \( s - A = s_1 y^2 \) and \( t - A = t_1 z^2 \) where \( r_1, s_1 \) and \( t_1 \) are
square-free integers and $x, y$ and $z$ are non-negative integers. When $B \neq 0$, let $r - A = r_1 x^2$, $s - A = s_1 y^2$, $t - A = t_1 z^2$ where $r_1, s_1$ and $t_1$ are square-free integers and $x, y$ and $z$ are non-negative integers. Then, up to a permutation of $r, s$ and $t$, we have

(A) If $r_1 s_1 t_1 \equiv 0 \pmod{2}$, then $\alpha = 3$. Furthermore, if we have $r_1 \equiv 1 \pmod{4}$ or $s_1 \equiv t_1 \equiv 2$ or 6 (mod 8), then $\beta = 6$; otherwise, $r_1 \equiv 3 \pmod{4}$, $(s_1, t_1) \equiv (2, 6)$ (mod 8) and $\beta = 8$.

(B) If all of $r_1, s_1$ or $t_1$ are odd and at most one of $r_1, s_1$ or $t_1$ is congruent to 1 modulo 4, then $\alpha = 2$.

(C) If $r_1 \equiv s_1 \equiv t_1 \equiv 1 \pmod{4}$, then $\alpha = 0$.

As $A^2 = 4C \equiv 4 \pmod{16}$, we have $A \equiv 2 \pmod{4}$. From (6.4) and (6.5), we have the following congruences:

$$r + s + t = A \equiv 2 \pmod{4},$$

$$rs + st + rt = -4C \equiv 12 \pmod{16}.$$

Thus $r, s, t \equiv 2 \pmod{4}$ by Proposition 4.1(viii).

We need to examine $r, s$ and $t$ modulo higher powers of 2 as, since we have that $r - A, s - A, t - A \equiv 0 \pmod{4}$, we cannot obtain the relevant information about $r_1, s_1$ and $t_1$ required to determine $\alpha$ without knowing the parity of $r_2, s_2$ and $t_2$. If $A \equiv 2 \pmod{8}$ then (6.4) gives

$$r + s + t \equiv 2 \pmod{8}.$$  

As $r \equiv s \equiv t \equiv 2 \pmod{4}$, we deduce up to a permutation of $r, s$ and $t$ that

$$(r, s, t) \equiv (2, 2, 6) \text{ or } (6, 6, 6) \pmod{8}.$$
Similarly, if $A \equiv 6 \pmod{8}$, we have

$$(r, s, t) \equiv (2, 2, 2) \text{ or } (6, 6, 2) \pmod{8}.$$ 

From (6.8) and (6.9), we have

$$-(t - A)(r - A + s - A) = (r - A)(s - A) = \frac{B^2}{t - A},$$

so that

$$-(r - A + s - A) = \left(\frac{B}{t - A}\right)^2.$$ 

Therefore, $v_2(r - A + s - A)$ is even. We now dispose of some of the subcases that do not occur.

If $A \equiv 2 \pmod{8}$ and $(r, s, t) \equiv (6, 6, 6) \pmod{8}$, then

$$r - A \equiv s - A \equiv t - A \equiv 2 \pmod{4}.$$ 

By (6.8) we have

$$-(t - A)(r - A + s - A) = (r - A)(s - A), \quad (6.29)$$

$$-(r - A)(s - A + t - A) = (s - A)(t - A), \quad (6.30)$$

$$-(s - A)(r - A + t - A) = (r - A)(t - A). \quad (6.31)$$

Since $r - A \equiv s - A \equiv 4 \pmod{8}$, we have that $8|(r - A + s - A)$, therefore we conclude that $32|(t - A)(r - A + s - A)$. However, $16|(r - A)(s - A)$, thus (6.29) gives a contradiction. Therefore this case cannot occur.
If $A \equiv 6 \pmod{8}$, $(r, s, t) \equiv (2, 2, 6) \pmod{8}$, then we again have

\[ r - A \equiv s - A \equiv t - A \equiv 4 \pmod{8}, \]

and the same contradiction as above arises. Therefore, we have exactly two cases to consider, namely:

**Case (i):** $A \equiv 2 \pmod{8}$, $(r, s, t) \equiv (2, 2, 6) \pmod{8}$, and

**Case (ii):** $A \equiv 6 \pmod{8}$, $(r, s, t) \equiv (6, 6, 2) \pmod{8}$.

In both cases, we note that $r - A \equiv s - A \equiv 0 \pmod{8}$ and that $t_2 = 2$. From (6.29), we have that

\[ v_2(r - A + s - A) = r_2 + s_2 - t_2. \] (6.32)

If $r_2 > s_2$, then $v_2(r - A + s - A) = s_2$. But then we have $r_2 - t_2 = 0$, a contradiction as $r_2 > t_2$. Thus $r_2 = s_2$. By (6.9), we then have $2 + 2r_2 = 2b$. Since $r - A \equiv 0 \pmod{8}$, we have $r_2 \geq 3$, thus $2b \geq 2 + 6 = 8$, so $b \geq 4$ and $b = r_2 + 1$. If $b$ is even, then $r_2$ is odd, thus $\alpha = 3$. Otherwise, when $b$ is odd we have $b \geq 5$.

We wish to deduce $\beta$ when $b$ is even and $\alpha = 3$. In both cases (i) and (ii), we have that $r \equiv s \pmod{16}$; were this not the case, then up to permutation of $r$ and $s$ we would have $r - A \equiv 0 \pmod{16}$ and $s - A \equiv 8 \pmod{16}$, a contradiction as $r_2 = s_2$. Therefore, $r \equiv s \pmod{16}$.

Note in both cases that $t - A \equiv 4 \pmod{8}$, so $\frac{t - A}{4} \equiv t_1 \pmod{4}$. Thus, determining $t - A$ modulo 16 will allow us to deduce $\beta$ by Corollary 2.2 (A). From (6.7), if $A \equiv 2 \pmod{8}$, then

\[ r - A + s - A + t - A \equiv 12 \pmod{16}. \]
As \( r \equiv s \equiv 2 \pmod{8} \) we have \( r - A \equiv s - A \equiv 0 \) or \( 8 \pmod{16} \). In either case, (6.7) yields 
\[ t - A \equiv 12 \pmod{16}, \] so \( \frac{t - A}{4} \equiv 3 \pmod{4} \), thus \( \beta = 8 \). If \( A \equiv 6 \pmod{8} \), then (6.7) yields 
\[ r - A + s - A + t - A \equiv 4 \pmod{16}. \]

As \( r \equiv s \equiv 6 \pmod{8} \) we have \( r - A \equiv s - A \equiv 0 \) or \( 8 \pmod{16} \). In either case, (6.7) yields 
\[ t - A \equiv 12 \pmod{16}, \] so \( \frac{t - A}{4} \equiv 3 \pmod{4} \), thus \( \beta = 8 \). Therefore, if \( b \) is even, we have that \( \beta = 8 \).

Suppose now that \( b \) is odd and \( b \geq 5 \).

**Case (i):** As \( A \equiv 2 \pmod{8} \), we have that \( r - A \equiv s - A \equiv 0 \pmod{8} \) and \( t - A \equiv 4 \pmod{8} \). 
As \( -2A \equiv 12 \pmod{16} \), analyzing (6.7), up to permutation of \( r \) and \( s \) we have that
\[ (r - A, s - A, t - A) \equiv (0, 0, 12), \ (0, 8, 4) \text{ or } (8, 8, 12) \pmod{16}. \]

Since \( b \) is odd, \( b = r_1 + 1 \), and \( r_2 = s_2 \), we have that \( r_2 \) and \( s_2 \) are even. Thus the possibilities \( (0, 8, 4) \) and \( (8, 8, 12) \) modulo 16 do not occur as \( s_2 = 3 \) in these cases. Therefore,
\[ (r - A, s - A, t - A) \equiv (0, 0, 12) \pmod{16}. \]

Since \( \frac{t - A}{4} \equiv 3 \pmod{4} \), we have by Corollary 2.2 (C) that \( \alpha \neq 0 \). Since \( r_2, s_2 \equiv 0 \pmod{2} \) and \( t_2 = 2 \), we have by Corollary 2.2 (A) that \( \alpha \neq 3 \). Therefore, \( \alpha = 2 \).

**Case (ii):** If \( A \equiv 6 \pmod{8} \) then \( -2A \equiv 4 \pmod{16} \). With \( t - A \equiv 4 \pmod{8} \) and
\( r - A \equiv s - A \equiv 0 \pmod{8} \), analyzing (6.7) yields solutions

\[(r - A, s - A, t - A) \equiv (0, 0, 4), (0, 8, 12), (8, 8, 4) \pmod{16}.\]

Again, solutions with \( s_2 \equiv 1 \pmod{2} \) are invalid as \( b = r_2 + 1 \) is odd and \( r_2 = s_2 \). Thus

\[(r - A, s - A, t - A) \equiv (0, 0, 4) \pmod{16}.\]

Letting \( k = r_2, r_0 = \frac{r - A}{2^t}, s_0 = \frac{s - A}{2^t} \), we have from (6.29) that

\[-(t - A)(r_0 + s_0) = r_0(s - A).\]

Since \( t_2 \equiv s_2 \equiv 0 \pmod{2} \), we have that \( v_2(r_0 + s_0) \equiv 0 \pmod{2} \). Since \( r_0 \) and \( s_0 \) are both odd, we have that \( r_0 \not\equiv s_0 \pmod{4} \). Letting \( t_0 = \frac{t - A}{2^t} \), since \( t - A \equiv 4 \pmod{16} \) we have that \( t_0 \equiv 1 \pmod{4} \). Thus, we have from (6.9) that

\[3 \equiv r_0s_0t_0 \equiv 1 \pmod{4},\]

a contradiction. Thus, this case does not occur.

Using the above analysis of the 2-part of \( f(K) \) and Theorem 6.1, we deduce our desired result.

**Theorem 6.2** (Main Case 2). Let \( K \) be a bicyclic quartic field. Suppose that \( K = \mathbb{Q}(\theta) \), where \( \theta^4 + A\theta^2 + B\theta + C = 0 \) and \( A, B, C \) are integers satisfying (1.3), (1.4), (1.5), (1.6), \( AB \neq 0 \) and \( A^2 - 4C = 0 \). Then \( C \) is odd and \( f(K) = 2^\alpha f_0(K) \), where

\[f_0(K) = \prod_{\substack{p \text{ (prime)} \neq 2 \\ v_p(B) \text{ odd}}} p,\]
such that

\[ \alpha = \begin{cases} 
2, & \text{if } v_2(B) \equiv 1 \pmod{2}, \\
3, & \text{if } v_2(B) \equiv 0 \pmod{2}.
\end{cases} \]

Moreover, \( d(K) = 2^\beta (f_0(K))^2 \), where

\[ \beta = \begin{cases} 
4, & \text{if } v_2(B) \equiv 1 \pmod{2}, \\
8, & \text{if } v_2(B) \equiv 0 \pmod{2},
\end{cases} \]
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Main Case 3: \( A \neq 0, \ B = 0 \)

The resolvent cubic of \( x^4 + Ax^2 + Bx + C \) is \( x^3 - Ax^2 - 4Cx + (4AC - B^2) \). With \( B = 0 \), the resolvent cubic becomes

\[
x^3 - Ax^2 - 4Cx + 4AC = (x - A)(x^2 - 4C).
\]

Denoting the roots of the resolvent cubic as \( r, s \) and \( t \), without loss of generality we have

\[
r = A, \ s = 2\sqrt{C}, \ t = -2\sqrt{C}, \quad (7.1)
\]

so that \( t = -s \). From (1.13) we have \( C \neq 0 \), thus \( s \neq 0 \). As \( s \) is a non-zero integer, we deduce

\[
C = \left( \frac{s}{2} \right)^2 > 0.
\]

As \( C \) is an integer which is the square of a rational number, it must be the square of an integer.

We next show that

\[
A^2 - 4C \neq 0. \quad (7.2)
\]
Suppose $A^2 = 4C$. Then $A$ is even and $C = \frac{A^2}{4}$. Therefore,

$$g(x) = x^4 + Ax^2 + \frac{A^2}{4} = \left(x^2 + \frac{A}{2}\right)^2$$

is reducible in $\mathbb{Z}[X]$, contradicting (1.4). As a consequence of (7.2), we have

$$A \neq \pm 2 \sqrt{C}. \quad (7.3)$$

Let

$$\tau = \frac{1}{2}\left(\sqrt{-A + 2 \sqrt{C}} - \sqrt{-A - 2 \sqrt{C}}\right).$$

Then

$$\tau^2 = \frac{1}{2}\left(-A - \sqrt{-A + 2 \sqrt{C}} \sqrt{-A - 2 \sqrt{C}}\right)$$

so that for some $\varepsilon = \pm 1$ we have

$$\tau^2 = \frac{1}{2}\left(-A + \varepsilon \sqrt{(-A + 2 \sqrt{C})(-A - 2 \sqrt{C})}\right)$$

$$= \frac{1}{2}\left(-A + \varepsilon \sqrt{A^2 - 4C}\right).$$

Hence

$$4\tau^4 + 4A\tau^2 + A^2 = \left(2\tau^2 + A\right)^2$$

$$= \left(\varepsilon \sqrt{A^2 - 4C}\right)^2$$

$$= A^2 - 4C,$$
and thus

\[ \tau^4 + A \tau^2 + C = 0. \]

Hence \( \tau \) is a root of \( g(x) \). All four roots of \( g(x) \) are

\[
\begin{align*}
\tau_1 &= \frac{1}{2} \left( \sqrt{-A + 2 \sqrt{C}} - \sqrt{-A - 2 \sqrt{C}} \right), \\
\tau_2 &= \frac{1}{2} \left( \sqrt{-A + 2 \sqrt{C}} + \sqrt{-A - 2 \sqrt{C}} \right), \\
\tau_3 &= \frac{1}{2} \left( -\sqrt{-A + 2 \sqrt{C}} - \sqrt{-A - 2 \sqrt{C}} \right), \\
\tau_4 &= \frac{1}{2} \left( -\sqrt{-A + 2 \sqrt{C}} + \sqrt{-A - 2 \sqrt{C}} \right).
\end{align*}
\]

As \( g(x) \) is irreducible of degree 4, we have

neither \(-A + 2 \sqrt{C}\) nor \(-A - 2 \sqrt{C}\) is the square of an integer. \((7.4)\)

This agrees with the deduction of Kappe and Warren [33, Theorem 2].

We now need to determine the subfield lattice of \( K \).

**Lemma 7.1.** When \( A \neq 0 \) and \( B = 0 \), \( \mathbb{Q}\left( \sqrt{-A + 2 \sqrt{C}} \right) \) and \( \mathbb{Q}\left( \sqrt{-A - 2 \sqrt{C}} \right) \) are distinct quadratic subfields of \( K \).

**Proof:** As \( A \neq 0 \) and \( C \) is a non-zero perfect square, we have that \(-A + 2 \sqrt{C}\) and \(-A - 2 \sqrt{C}\) are distinct integers, neither of which is a perfect square by (7.4). Thus \( \mathbb{Q}\left( \sqrt{-A + 2 \sqrt{C}} \right) \) and \( \mathbb{Q}\left( \sqrt{-A - 2 \sqrt{C}} \right) \) are quadratic fields. We now show that they are distinct fields. By way of contradiction, we assume that

\[ \mathbb{Q}\left( \sqrt{-A + 2 \sqrt{C}} \right) = \mathbb{Q}\left( \sqrt{-A - 2 \sqrt{C}} \right). \]
Then there exist non-zero integers \( j \) and \( k \) such that

\[
j^2(-A + 2 \sqrt{C}) = k^2(-A - 2 \sqrt{C}).
\]

Equivalently, \(-A + 2 \sqrt{C} = \frac{k}{j}(-A - 2 \sqrt{C})\). But then \( \tau_1 = \frac{1-k}{2j} \sqrt{-A + 2 \sqrt{C}} \), which is algebraic of degree 2 over \( \mathbb{Q} \), a contradiction as the minimal polynomial of \( \tau_1 \) is of degree 4. Thus \( \mathbb{Q}\left(\sqrt{-A + 2 \sqrt{C}}\right) \neq \mathbb{Q}\left(\sqrt{-A - 2 \sqrt{C}}\right) \). As \( \sqrt{-A + 2 \sqrt{C}} = \tau_1 + \tau_2 \in K \) and \( \sqrt{-A - 2 \sqrt{C}} = \tau_1 - \tau_2 \in K \), we have that these elements lie in \( K \), thus they generate two distinct quadratic subfields of \( K \).

\[\square\]

**Corollary 7.1.** Let \( l = v_2(A^2 - 4C) \), \( K_1 = \mathbb{Q}\left(\sqrt{-A + 2 \sqrt{C}}\right) \), \( K_2 = \mathbb{Q}\left(\sqrt{-A - 2 \sqrt{C}}\right) \), \( -A + 2 \sqrt{C} = c_+ x^2 \) and \( -A - 2 \sqrt{C} = c_- y^2 \) where \( c_+ \) and \( c_- \) are square-free. When \( A \neq 0 \) and \( B = 0 \), then

(A) If \( l \equiv 0 \) (mod 2) then \( \mathbb{Q}\left(\sqrt{E}\right) \) is a quadratic subfield of \( K \) different from \( K_1 \) and \( K_2 \).

(B) If \( l \equiv 1 \) (mod 2) then \( \mathbb{Q}\left(\sqrt{2E}\right) \) is a quadratic subfield of \( K \) different from \( K_1 \) and \( K_2 \).

Moreover, exactly one of \( c_+ \) and \( c_- \) is odd.

**Proof:** As \( K_1 \) and \( K_2 \) are distinct quadratic subfields of \( K \) by Lemma 7.1, we have that \( \sqrt{(-A - 2 \sqrt{C})(-A + 2 \sqrt{C})} = \sqrt{A^2 - 4C} \) generates the third distinct quadratic subfield of \( K \), hence \( K_3 = \mathbb{Q}\left(\sqrt{A^2 - 4C}\right) \) is the third distinct quadratic subfield of \( K \). Let \( A^2 - 4C = x^2E_1 \) where \( E_1 \) is square-free and \( x \) is an integer. Clearly \( K_3 = \mathbb{Q}\left(\sqrt{E_1}\right) \).

We have

\[
x^2E_1 = A^2 - 4C = 2^lE.
\]

(7.5)

If \( l \) is even, then as \( v_2(x^2) \) is even and \( v_2(E_1) \leq 1 \), we have that \( v_2(E_1) = 0 \) and \( v_2(x^2) = l \).
Dividing (7.5) by $2^l$ yields
\[\left(\frac{x}{2^l}\right)^2 E_1 = E\]

Therefore, we have that $E \equiv E_1 \pmod{8}$, hence $K_3 = \mathbb{Q}\left(\sqrt{E}\right)$. If $l$ is odd, then as $v_2(x^2)$ is even and $v_2(E_1) \leq 1$, we have $v_2(E_1) = 1$ and $v_2(x^2) = l - 1$. Dividing (7.5) by $2^{l-1}$ yields
\[\left(\frac{x}{2^{l-1}}\right)^2 E_1 = 2E.\]

Therefore, we have that $2E \equiv E_1 \pmod{8}$, hence $K_3 = \mathbb{Q}\left(\sqrt{2E}\right)$. As $2E_1$ is even, square-free and $K_3 = \mathbb{Q}\left(\sqrt{2E}\right)$, we have by Lemma 1.4 that exactly one of $c_+$ and $c_-$ is odd. \hfill \Box

**The Conductor $f(K)$ and Discriminant $d(K)$**

From Lemma 7.1, note that
\[f_0(K) = \prod_{v_p(-A+2\sqrt{C}) \text{ or } v_p(-A-2\sqrt{C}) \text{ odd}} p\]

since $v_p(A^2 - 4C)$ is odd if and only if exactly one of $v_p\left(-A + 2 \sqrt{C}\right)$ or $v_p\left(-A - 2 \sqrt{C}\right)$ is odd by (1.8) and $A^2 - 4C$, $-A + 2 \sqrt{C}$ and $-A - 2 \sqrt{C}$ generate the three distinct quadratic subfields of $K$.

In determining $\alpha = v_2(f(K))$, we again search for the following conditions as per Theorem 1.2: if at least one of $v_2\left(-A + 2 \sqrt{C}\right)$, $v_2\left(-A - 2 \sqrt{C}\right)$ or $v_2(A^2 - 4C)$ is odd, then $\alpha = 3$; otherwise, if one of the odd parts of $-A + 2 \sqrt{C}$ or $-A - 2 \sqrt{C}$ are congruent to 3 modulo 4, then $\alpha = 2$, but if both are congruent to 1 modulo 4, then $\alpha = 0$. 
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Let $A$ be odd. If $\sqrt{C}$ is even, then $-A + 2\sqrt{C} \equiv -A - 2\sqrt{C} \equiv -A \pmod{4}$, thus

$$\alpha = \begin{cases} 
2, & A \equiv 1 \pmod{4}, \\
0, & A \equiv 3 \pmod{4}.
\end{cases}$$

If $C$ is odd, then $2\sqrt{C} \equiv 2 \pmod{4}$, thus $-A + 2\sqrt{C} \equiv -2\sqrt{C} - 4 \equiv 2 - A \pmod{4}$. Therefore,

$$\alpha = \begin{cases} 
0, & A \equiv 1 \pmod{4}, \\
2, & A \equiv 3 \pmod{4}.
\end{cases}$$

Let $A$ and $\sqrt{C}$ be even. Note that if $A$ and $\sqrt{C}$ are 0 modulo 4, then $2^2|A$ and $2^4|C$, contradicting our simplifying assumption. Thus, for the following scenarios, we have that $2\sqrt{C} \equiv 4 \pmod{8}$.

If $A \equiv 2 \pmod{4}$, then $-A + 2\sqrt{C} \equiv -A \equiv 2 \pmod{4}$, thus $\alpha = 3$. As $-A + 2\sqrt{C} \equiv -A - 2\sqrt{C} \equiv 2 \pmod{4}$ and

$$-A + 2\sqrt{C} + -A - 2\sqrt{C} = -2A \equiv 4 \pmod{8},$$

we have $-A + 2\sqrt{C} \equiv -A - 2\sqrt{C} \pmod{8}$. Therefore, by Theorem 1.2 and Lemma 7.1, we have that $\beta = 6$.

If $A \equiv 0 \pmod{8}$, then $-A + 2\sqrt{C} \equiv 4 \pmod{8}$. If $-A + 2\sqrt{C} \equiv 4 \pmod{16}$, then $2\sqrt{C} \equiv A + 4 \pmod{16}$, thus $-A - 2\sqrt{C} \equiv -2A - 4 \equiv -4 \equiv 12 \pmod{16}$. Thus, $\frac{-A - 2\sqrt{C}}{4} \equiv 3 \pmod{4}$ and $\frac{-A + 2\sqrt{C}}{4} \equiv 1 \pmod{4}$, hence $\alpha = 2$. If we have that $-A + 2\sqrt{C} \equiv 12 \pmod{16}$, then a similar argument will establish that $\frac{-A - 2\sqrt{C}}{4} \equiv 1 \pmod{4}$ and clearly $\frac{-A + 2\sqrt{C}}{4} \equiv 3 \pmod{4}$, therefore $\alpha = 2$ in either scenario.

If $A \equiv 4 \pmod{8}$, then $-A + 2\sqrt{C} \equiv 0 \pmod{8}$, and if $-A + 2\sqrt{C} \equiv 0 \pmod{16}$, then
\[ 2 \sqrt{C} \equiv A \pmod{16}, \text{ thus } -A - 2 \sqrt{C} \equiv 2A \equiv 8 \pmod{16}, \text{ thus } v_2(-A - 2 \sqrt{C}) \text{ is odd, hence } \alpha = 3. \]  

If \(-A + 2 \sqrt{C} \equiv 8 \pmod{16}, \) we have that \(v_2(-A + 2 \sqrt{C})\) is odd and so \(\alpha = 3\) in either scenario. We may then assume, without loss of generality, that \(-A + 2 \sqrt{C} \equiv 0 \pmod{16}\) and \(-A - 2 \sqrt{C} \equiv 8 \pmod{16}.\) By Lemma 7.1, if \(l\) is odd, we have that \(c_+\) is odd as \(c_-\) is even, thus

\[
\beta = \begin{cases} 
6, & c_+ \equiv 1 \pmod{4}, \\
8, & c_+ \equiv 3 \pmod{4}.
\end{cases}
\]

When \(l\) is even, we have

\[
\beta = \begin{cases} 
6, & E \equiv 1 \pmod{4}, \\
8, & E \equiv 3 \pmod{4}.
\end{cases}
\]

Now, let \(C\) be odd while \(A\) is even. If \(A \equiv 0 \pmod{4}\), we have that

\[ -A + 2 \sqrt{C} \equiv -A - 2 \sqrt{C} \equiv 2 \pmod{4}, \]  

thus \(\alpha = 3.\) As

\[ -A + 2 \sqrt{C} + -A - 2 \sqrt{C} = -2A \equiv 0 \pmod{8}, \]

we have \(-A + 2 \sqrt{C} \not\equiv -A - 2 \sqrt{C} \pmod{8}.\) Therefore, by Lemma 7.1 and Theorem 1.2, we have that \(\beta = 8.\)

Finally, we address the case where \(A \equiv 2 \pmod{4}\) and \(C\) is odd. Note that

\[ -A + 2 \sqrt{C} \equiv -A - 2 \sqrt{C} \equiv 0 \pmod{4}. \]  

If \(v_2(-A + 2 \sqrt{C}) \equiv 1 \pmod{2}\) or \(v_2(-A - 2 \sqrt{C}) \equiv 1 \pmod{2},\) then \(\alpha = 3\) by Theorem 1.2 and Lemma 7.1. We have that \(-A + 2 \sqrt{C} \equiv -A - 2 \sqrt{C} \equiv 0 \pmod{4}\) and

\[ -A + 2 \sqrt{C} + -A - 2 \sqrt{C} \equiv -2A \equiv 4 \pmod{8}. \]  

(7.6)

Without loss of generality, suppose that \(v_2(-A - 2 \sqrt{C}) \equiv 1 \pmod{2},\) so that
\[-A + 2 \sqrt{C} \equiv 4 \pmod{8} \text{ and } -A - 2 \sqrt{C} \equiv 0 \pmod{8}. \] By Theorem 1.2 and Lemma 7.1, we have

\[
\beta = \begin{cases} 
6, & -\frac{A + 2 \sqrt{C}}{4} \equiv 1 \pmod{4}, \\
8, & -\frac{A + 2 \sqrt{C}}{4} \equiv 3 \pmod{4}; 
\end{cases}
\]

that is,

\[
\beta = \begin{cases} 
6, & -A + 2 \sqrt{C} \equiv 4 \pmod{16}, \\
8, & -A + 2 \sqrt{C} \equiv 12 \pmod{16}. 
\end{cases}
\]

Now, suppose that \(v_2 (-A + 2 \sqrt{C}) = v_2 (-A - 2 \sqrt{C}) = 0 \pmod{2}\). If
\[-A + 2 \sqrt{C} \equiv 0 \pmod{8}, \text{ then } 2 \sqrt{C} \equiv A \pmod{8}, \text{ hence}
\]

\[-A - 2 \sqrt{C} \equiv -2A \equiv 4 \pmod{8}.
\]

Similarly, if \(-A + 2 \sqrt{C} \equiv 4 \pmod{8}\), we have that \(-A - 2 \sqrt{C} \equiv 0 \pmod{8}\). Thus, our arguments for when \(-A + 2 \sqrt{C} \equiv 0 \pmod{8}\) and \(-A + 2 \sqrt{C} \equiv 4 \pmod{8}\) will be identical, where the second case is simply the first case with \(2 \sqrt{C}\) interchanged with \(-2 \sqrt{C}\).

Assume \(-A + 2 \sqrt{C} \equiv 0 \pmod{8}\). Modulo 16, as \(v_2 (-A + 2 \sqrt{C})\) is even, we must have that \(-A + 2 \sqrt{C} \equiv 0 \pmod{16}\). Thus, as \(A \equiv 2 \sqrt{C} \pmod{16}\), we have that \(-A - 2 \sqrt{C} \equiv -2A \pmod{16}\). If \(A \equiv 2 \pmod{8}\), then we have that \(-2A \equiv 12 \pmod{16}\), thus \(\alpha = 2\). If \(A \equiv 6 \pmod{8}\), then \(-A - 2 \sqrt{C} \equiv 4 \pmod{16}\), thus \(c_- \equiv 1 \pmod{4}\). Thus, \(\alpha\) is explicitly determined by \(c_+\) as follows:

\[
\alpha = \begin{cases} 
0, & c_+ \equiv 1 \pmod{4}, \\
2, & c_+ \equiv 3 \pmod{4}. 
\end{cases}
\]

Therefore, we have the following result:
Theorem 7.1 (Main Case 3). Let \( K \) be a bicyclic quartic field. Suppose that \( K = \mathbb{Q}(\theta) \), where \( \theta^4 + A\theta^2 + B\theta + C = 0 \) and \( A, B, C \) are integers satisfying (1.3), (1.4), (1.5), (1.6) and \( A \neq 0, B = 0 \). Then \( C \) is the square of a non-zero integer and \( f(K) = 2^n f_0(K) \), where

\[
f_0(K) = \prod_{\substack{p \text{ (prime)} \neq 2 \\ \nu_p(-A + 2 \sqrt{C}) \text{ or } \nu_p(-A - 2 \sqrt{C}) \text{ odd}}} p
\]

and the values of \( \alpha \) are given in Tables 3 and 4 in Appendix A. Moreover, \( d(K) = 2^\beta (f_0(K))^2 \), \( \beta \) is given in Tables 3 and 4 in Appendix A.

Main Case 3 is a special case of the trinomials \( x^n + Ax^s + B \) \((n = 4 \text{ and } s = 2)\) considered by Llorente, Nart and Vila [36]. Theorem 7.1 agrees numerically with the results of [36].

**Example 1:** \( g(x) = x^4 + 2x^2 + 4 \). Here, we have that \( A = 2, C = 4 \) and \( A^2 - 4C = -12 = -2^2 \cdot 3 \). Thus Theorem 7.1 yields \( f_0(K) = 3 \) and \( \beta = 6 \) from Table 3 in Appendix A, so \( d(K) = 2^6 \cdot 3^2 = 576 \). In the notation of [36], we have \( D = 9216 = 2^{10} \cdot 3^2 \), so the only primes which need checking are 2 and 3. We perform this check in the table below.
<table>
<thead>
<tr>
<th>$p = 2$</th>
<th>$p = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_2 = 1$</td>
<td>$A_3 = 2$</td>
</tr>
<tr>
<td>$B_2 = 1$</td>
<td>$B_3 = 4$</td>
</tr>
<tr>
<td>$t_2 = 0$</td>
<td>$t_3 = 1$</td>
</tr>
<tr>
<td>$M_2 = 0$</td>
<td>$M_3 = 0$</td>
</tr>
<tr>
<td>$a_2 = 1$</td>
<td>$a_3 = 2$</td>
</tr>
<tr>
<td>$b_2 = 2$</td>
<td>$b_3 = 4$</td>
</tr>
<tr>
<td>$c_2 = 1$</td>
<td>$c_3 = 2$</td>
</tr>
<tr>
<td>$z_2 = 1$</td>
<td>$z_3 = 2$</td>
</tr>
<tr>
<td>$\delta = b_2 = 2$</td>
<td>$\delta = b_3 - z_3 = 2$</td>
</tr>
<tr>
<td>$v_2(d) = 4 \cdot 1 + 4 - 2 = 6$</td>
<td>$v_3(d) = 4 \cdot 0 + 4 - 2 = 2$</td>
</tr>
</tbody>
</table>

from which [36] concludes $d(K) = 2^6 \cdot 3^2 = 576$, agreeing with Theorem 7.1.

**Example 2:** $g(x) = x^4 + 10x^2 + 36$. Here $A = 10$, $C = 36$ and $A^2 - 4C = -44 = -4 \cdot 11$. Thus Theorem 7.1 implies $11 \mid f_0(K)$ and $\beta = 6$ from Table 3 in Appendix A, therefore $d(K) = 2^6 \cdot 11^2 = 7744$. In the notation of [36], we have $D = 1115136 = 2^{10} \cdot 3^2 \cdot 11^2$, so we need only check the primes 2, 3 and 11.
\[ p = 2 \quad | \quad p = 3 \quad | \quad p = 11 \]
\[
\begin{array}{l|l|l}
A_2 = 5 & A_3 = 10 & A_{11} = 10 \\
B_2 = 9 & B_3 = 4 & B_{11} = 36 \\
t_2 = 0 & t_3 = 1 & t_{11} = 1 \\
M_2 = 0 & M_3 = 4 & M_{11} = 0 \\
a_2 = 1 & a_3 = 2 & a_{11} = 2 \\
b_2 = 2 & b_3 = 2 & b_{11} = 4 \\
c_2 = 1 & c_3 = 2 & c_{11} = 2 \\
z_2 = 1 & z_3 = 2 & z_{11} = 2 \\
\delta = b_2 = 2 & \delta = 2 + 2 - \inf\{4, \max\{0, 0\}\} = 4 & \delta = b_{11} - z_{11} = 2 \\
v_2(d) = 4 \cdot 1 + 4 - 2 = 6 & v_3(d) = 4 \cdot 0 + 4 - 4 = 0 & v_{11}(d) = 4 \cdot 0 + 4 - 2 = 2 \\
\end{array}
\]

Therefore, this method concludes that \( d(K) = 2^6 \cdot 11^2 = 7744 \), which agrees with our result.

As it is noted in the literature (see, for example, [2]), the results of [36] do not cover all cases of quartic trinomials of the form \( x^4 + Ax + B \); it is indeed the case here as well. We present two further examples to illustrate this and compute the discriminants in these examples.

**Example 3:** \( g(x) = x^4 + 6x^2 + 1 \). For the prime \( p = 2 \), in the notation of [36] we have

\[
M_2 = -4, \quad a_2 = 1, \quad b_2 = 4, \quad c_2 = 1, \quad z_2 = 1.
\]

From here, as \( M_2 < -0 \), we have that \( 2 \mid b_2 \), \( b_2 = -M_2 \) and \( 2 \nmid \frac{n}{b_2} \), so the hypothesis of [36, Theorem 1] is not satisfied by \( p = 2 \). Therefore, the results of [36] cannot be used here.
From our result, we have that $A = 6$, $C = 1$ and $A^2 - 4C = 32 = 2^5$, so no odd primes divide $d(K)$. From Table 4 of Appendix A, since $-A + 2\sqrt{C} = -4$ and $-A - 2\sqrt{C} = -6$, $v_2(-A - 2\sqrt{C})$ is odd and we have $-A + 2\sqrt{C} = -1 \equiv 3 \pmod{4}$, so $\beta = 8$. Therefore, $d(K) = 2^8 = 256$. We obtain the same result in Maple.

**Example 4:** $g(x) = x^4 + 3x^2 + 16$. For the prime $p = 2$, in the notation of [36] we have

$$M_2 = 8, \ a_2 = 2, \ b_2 = 4, \ c_2 = 2, \ z_2 = 2.$$  

From here, as $M_2 > 0$, we have that as $2 \mid b_2$ the hypothesis of [36, Theorem 1] is not satisfied by $p = 2$. Therefore, the results of [36] cannot be used here.

In using our results, we have that $A = 3$, $C = 16$ and $A^2 - 4C = -55 = -5 \cdot 11$. Thus Theorem 7.1 implies $5, 11 \mid f_0(K)$ and $\beta = 0$ from Table 3 in Appendix A, therefore $d(K) = 5^2 \cdot 11^2 = 3025$. 
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Chapter 8

Main Case 4: \( A = 0, \ B \neq 0 \)

With \( A = 0 \), we have \( g(x) = x^4 + Bx + C \), thus we have that the resolvent is \( q(x) = x^3 - 4Cx - B^2 \).

From this, we restate (2.2)-(2.4) as

\[
\begin{align*}
  r + s + t &= 0, \quad (8.1) \\
  rs + st + rt &= -4C, \quad (8.2) \\
  rst &= B^2. \quad (8.3)
\end{align*}
\]

First, note that if \( B \equiv 1 \pmod{2} \), then by (8.3) we have \( r \equiv s \equiv t \equiv 1 \pmod{2} \), which contradicts (8.1). Therefore, \( B \) is even. From (8.1), we have

\[
t = -r - s. \quad (8.4)
\]

Substituting (8.4) into (8.2) yields

\[
r^2 + s^2 + rs = 4C. \quad (8.5)
\]

Let \( r = r_1x^2, \ s = s_1y^2, \ t = t_1z^2 \) for square-free integers \( r_1, \ s_1 \) and \( t_1 \) and positive integers \( x, y \) and \( z \). For a given prime \( p \), we denote \( v_p(r) = r_p, \ v_p(s) = s_p \) and \( v_p(t) = t_p \). As well, recall
that $b_p = v_p(B)$, $c_p = v_p(C)$ and when $p = 2$ we may also write $b = v_2(B)$ and $c = v_2(C)$.

Given $A = 0$, we restate equations (2.20)-(2.22) as

$$r^3 - 4Cr = B^2,$$  \hspace{1cm} (8.6)  
$$s^3 - 4Cs = B^2,$$  \hspace{1cm} (8.7)  
$$t^3 - 4Ct = B^2.$$  \hspace{1cm} (8.8)

We have from (8.6) that

$$r(r^2 - 4C) = B^2.$$  \hspace{1cm} (8.9)

Comparing this with (8.3) yields

$$st = r^2 - 4C.$$  \hspace{1cm} (8.10)

Recall from Theorems 1.2 and 2.2 and Corollary 2.2 (A) that for an odd prime $p$, $p \mid f(K)$ if and only if $p 
mid r_1s_1t_1$. Moreover, $\alpha = 3$ if and only if $2 \mid r_1s_1t_1$.

Suppose that $p$ is a prime where, without loss of generality, $p \mid r_1$. Then $p 
mid r$ and from (8.3) we have that $p \mid B$. Since $r_1$ is square-free, $p \parallel r_1$ and thus $r_\alpha$ is odd. From (8.9) we have that

$$r_\alpha + v_\alpha(r^2 - 4C) = 2b_\alpha. \hspace{1cm} (8.11)$$

Since $r_\alpha$ is odd, we must have that $v_\alpha(r^2 - 4C)$ is odd, so $p \mid r^2 - 4C$. From here, we now split into cases for $p \geq 3$ and $p = 2$.

**Lemma 8.1.** Let $p$ be an odd prime. Then $p \mid f(K)$ if and only if $p^2 \mid B$ and $p^2 \parallel C$.

**Proof:** $\implies$: Without loss of generality, we may assume $p \mid r_1$. Since $p \mid r$ and $p$ is odd, $p \mid r^2 - 4C$ implies $p \mid C$. From (8.5), we deduce that $p \mid s$. Therefore, from (8.5) we see...
that \( c_p \geq 2 \). Moreover, since \( v_p(r^2 - 4C) \geq 2 \) and is odd, we have from (8.11) that \( 2b_p \geq 4 \), so \( b_p \geq 2 \) and \( p^2 \mid B \).

By way of contradiction, suppose that \( c_p \) is odd, so \( c_p \geq 3 \). Rewriting (8.9) using \( r = r_1x^2 \), we obtain

\[
    r_1 x^2(r_1^2 x^4 - 4C) = B^2. \tag{8.12}
\]

Denote \( x_p = v_p(x) \). As \( v_p(r^2 - 4C) \) and \( c_p \) are odd and \( v_p(r^2) \) is even, we must have that

\[
    c_p < 2r_p = 2 + 4x_p, \tag{8.13}
\]

hence \( v_p(r^2 - 4C) = c_p \). Note from (8.13) that if \( x_p = 0 \) then \( c_p < 2 \), a contradiction as \( c_p \geq 2 \). Therefore, \( x_p \geq 1 \). We have from (8.12) that

\[
    1 + 2x_p + c_p = 2b_p. \tag{8.14}
\]

If \( c_p \geq 5 \), then from (8.14) we have that \( 2b_p \geq 1 + 2 + 5 = 8 \), so \( b_p \geq 4 \). But then \( p^3 \mid B \) and \( p^4 \mid C \), contradicting our simplifying assumption (1.6). Therefore, \( c_p = 3 \). As \( x_p \geq 1 \) and \( p \mid r_1 \) we have that \( r_p \geq 3 \). As \( p \mid s \) and \( c_p = 3 \), we have that

\[
    3 = v_p(r^2 + s^2 + rs). \tag{8.16}
\]

As \( v_p(r^2) \geq 6 \) and \( v_p(rs) \geq 4 \), we must have that \( 3 = v_p(s^2) \), which is impossible. Therefore, \( c_p \) cannot be odd.

We now have that \( c_p \geq 2 \), \( c_p \) is even and \( r_p \geq 1 \). If \( c_p \geq 4 \) then \( 2r_p \geq 4 \), otherwise
\[ v_p(r^2 - 4C) \] is even. As \( r_p \) is odd, we deduce that \( r_p \geq 3 \). But then from (8.11) we have that

\[ 2b_p = r_p + v_p(r^2 - 4C) \geq 3 + 5 = 8, \]

so \( b_p \geq 4 \). Therefore \( p^3 \mid B \) and \( p^4 \mid C \), contradicting our simplifying assumption (1.6). Therefore, \( c_p = 2 \), as desired.

\[ \iff \text{If one of } r_p, s_p \text{ or } t_p \text{ is odd, then the result holds. By way of contradiction, suppose that all of } r_p, s_p \text{ and } t_p \text{ are even. From (8.6) and (8.7), we see that as } p \mid C \text{ and } p \mid B, \text{ we must have } p \mid r \text{ and } p \mid s, \text{ so } r_p \geq 2 \text{ and } s_p \geq 2. \text{ From (8.5), we see that}

\[ 2 = v_p(4C) = v_p(r^2 + s^2 + rs) \geq 4, \]

a contradiction. Therefore, at least one of \( r_p, s_p \) and \( t_p \) is odd and thus \( p \mid f(K). \)

Lemma 8.2. \( \alpha = 3 \) if and only if \( C \) is odd.

Proof: \( \implies \): Without loss of generality, we may assume that \( 2 \mid r_1 \) when \( \alpha = 3 \). We examine cases based on the parity of \( x \) in view of (8.12).

Case 1: \( x \) is even. We have from above that \( v_2(r_1^2x^4 - 4C) \) is odd. Therefore, as

\[ v_2(r_1^2x^4) \geq 2 + 4 = 6, \]

we must have that \( v_2(4C) = 3, 5 \) or \( v_2(4C) \geq 6 \) as \( v_2(4C) \geq 2 \).

If \( v_2(4C) \geq 6 \), then \( c \geq 4 \). Note from (8.12) that we have \( 2b \geq 3 + 7 = 10 \), so \( b \geq 5 \). But then \( 2^3 \mid B \) and \( 2^4 \mid C \), contradicting our simplifying assumption (1.6). Therefore, \( v_2(4C) < 6 \).
If \( v_2(4C) = 5 \), examining (8.5) we have

\[ v_2(r^2 + s^2 + rs) = 5. \]

As \( v_2(r^2) = v_2(r_1^2s^4) \geq 6 \), we have that \( v_2(s^2 + rs) = 5 \). Clearly \( s \) cannot be odd in this scenario. If \( v_2(s) \leq 2 \), then \( v_2(s^2 + rs) = v_2(s^2) \leq 4 \), a contradiction. If \( v_2(s) \geq 3 \), then \( v_2(s^2 + rs) \geq 6 \), again a contradiction. Therefore, \( v_2(4C) \neq 5 \).

If \( v_2(4C) = 3 \), again examining (8.5) we have that \( v_2(s^2 + rs) = 3 \) as \( v_2(r^2) \geq 6 \). Again, clearly \( s \) is even. If \( v_2(s) = 1 \), then \( v_2(s^2 + rs) = 2 \), a contradiction. If \( v_2(s) \geq 2 \) then \( v_2(s^2 + rs) \geq 4 \), again a contradiction.

Therefore, the case where \( x \) is even cannot occur when \( \alpha = 3 \).

**Case 2:** \( x \) is odd. Then \( v_2(r) = 1 \). As \( v_2(r^2 - 4C) \) must be odd, \( v_2(r^2) = 2 \) and \( v_2(4C) \geq 2 \), we must have that \( v_2(4C) = 2 \), otherwise \( v_2(r^2 - 4C) = 2 \), a contradiction. Therefore \( v_2(4C) = 2 \), thus \( C \) must be odd.

\[ \iff: \text{As } B \text{ is even, we have from (8.9) that } r \text{ is even or } r^2 - 4C \text{ is even. Since } \\
\]

\[ r^2 - 4C \equiv r^2 \equiv r \pmod{2}, \]

we have that \( r \) must be even. From (8.10), we then have that \( st \) is even. Therefore, by (8.1), we have that all of \( r, s \) and \( t \) are even. Examining (8.5) modulo 8, we have

\[ r^2 + s^2 + rs \equiv 4 \pmod{8}. \]

If \( 4 \mid r \) and \( 4 \mid s \), the above congruence would yield \( 0 \equiv 4 \pmod{8} \), a contradiction. Thus, as both \( r \) and \( s \) are even, we conclude that \( v_2(r) = 1 \) or \( v_2(s) = 1 \), so \( \alpha = 3 \), as desired. \( \square \)

**Lemma 8.3.** If \( \alpha \neq 3 \) then \( \alpha = 2 \).
Proof: As $\alpha \neq 3$, we have $v_2(r_1) = v_2(s_1) = v_2(t_1) = 0$ and $v_2(r)$, $v_2(s)$ and $v_2(t)$ are all even. Let

$$\gamma = \min\{v_2(r), v_2(s), v_2(t)\}.$$ 

Analyzing (8.1) using $r_2 = \frac{r}{2^\gamma}$, $s_2 = \frac{s}{2^\gamma}$ and $t_2 = \frac{t}{2^\gamma}$, we have

$$r_2 + s_2 + t_2 = 0.$$ 

Without loss of generality, let $\gamma = v_2(t)$. Then $t_2$ is odd. Thus, for the above equation to hold, we must have exactly one of $r_2$ and $s_2$ odd. Without loss of generality, let $s_2$ be odd, so $v_2(s) = v_2(t) = \gamma$ and $v_2(r) > \gamma$.

Revisiting (8.3), we have $v_2(r) + v_2(s) + v_2(t) = 2b$, where $b = v_2(B)$. Thus, $v_2(r) = 2(b - \gamma)$, so $v_2(r) \equiv 0 \pmod{2}$. Examining (8.1) again, note that since $v_2(s_1) = v_2(t_1) = 0$, we have that $s_2 = u^2s_1$ and $t_2 = v^2t_1$ for odd integers $u$ and $v$. Therefore, $s_2 \equiv s_1$ and $t_2 \equiv t_1$ modulo 4. Since $\gamma$ is even and $v_2(r_2) > 0$, we have that $v_2(r_2) \geq 2$.

Therefore, (8.1) yields

$$0 = r_2 + s_2 + t_2 \equiv s_2 + t_2 \pmod{4},$$

thus $s_2 \not\equiv t_2 \pmod{4}$. Therefore, without loss of generality, $s_2 \equiv 3 \pmod{4}$, so $\alpha \neq 0$ by Corollary 2.2 (C). Therefore, $\alpha = 2$ by Corollary 2.2 (B). 

$\square$

Lemma 8.4. When $\alpha = 3$,

$$\beta = \begin{cases} 
6, & \text{if } b = 2, \\
8, & \text{if } b \geq 3. 
\end{cases}$$
Proof: Suppose $\alpha = 3$, so $C$ is odd by Lemma 8.2. As $\alpha = 3$, by Corollary 2.2 (A) we have that exactly two of $v_2(r)$, $v_2(s)$ and $v_2(t)$ are odd. From the proof of Lemma 8.4, we have without loss of generality that

$$v_2(r) > \gamma = \min\{v_2(r), v_2(s), v_2(t)\} = v_2(s) = v_2(t),$$

so $\gamma$ must be odd and $v_2(r)$ must be even. From (8.2), we have

$$rs + st + rt = -4C,$$

so $r(s+t)+st = -4C$. As $v_2(r) > v_2(s)$ and $v_2(s+t) > v_2(t)$, we have that $v_2(r(s+t)) > v_2(st)$. Therefore, we conclude that

$$2\gamma = v_2(st) = v_2(-4C) = 2.$$

Thus, $\gamma = 1$. From (8.3) we have that

$$2b = v_2(r) + v_2(st) = v_2(r) + 2\gamma = v_2(r) + 2,$$

so $v_2(r) = 2(b - 1)$. As $v_2(r) > 1$, we have that $b \geq 2$.

We have $v_2(r) = 2$ if and only if $b = 2$. If $b = 2$, then examining (8.1) modulo 8, we have

$$4 + s + t \equiv 0 \pmod{8},$$

so

$$s + t \equiv 4 \pmod{8}.$$
As $2 \mid s$ and $2 \mid t$, we conclude that

$$s \equiv t \pmod{8},$$

therefore $\beta = 6$ by Corollary 2.2 (A).

If $b \geq 3$, then $v_2(r) \geq 4$ as $v_2(r)$ is even. Examining (8.1) again modulo 8, we have

$$s + t \equiv 0 \pmod{8}.$$

As $2 \mid s$ and $2 \mid t$, we conclude that, up to a permutation of $s$ and $t$,

$$(s, t) \equiv (2, 6) \pmod{8},$$

therefore $\beta = 8$ by Corollary 2.2 (A).

The above lemmas establish the following result:

**Theorem 8.1.** Let $K$ be a bicyclic quartic field. Suppose that $K = \mathbb{Q}(\theta)$, where $\theta^4 + A\theta^2 + B\theta + C = 0$ and $A, B, C$ are integers satisfying (1.3), (1.4), (1.5), (1.6), $A = 0$, $B \neq 0$ and $b = v_2(B)$. Then $f(K) = 2^\alpha f_0(K)$, where

$$f(K) = 2^\alpha \prod_{\substack{p \text{ prime} \neq 2 \\ p^2 \mid B \text{ and } p^2 \mid C}} p$$

where

$$\alpha = \begin{cases} 
2, & \text{if } C \text{ is even,} \\
3, & \text{if } C \text{ is odd,}
\end{cases}$$
and \( d(K) = 2^\beta f_0(K)^2 \), where

\[
\beta = \begin{cases} 
4, & \text{if } C \text{ is even}, \\
6, & \text{if } C \text{ is odd and } b = 2, \\
8, & \text{if } C \text{ is odd and } b \geq 3.
\end{cases}
\]

Comparing with the findings of Alaca and Williams in [4, Theorem 3.1], we see that there is clear theoretical agreement in all cases except where \( \beta = 6 \). We deduced that \( \beta = 6 \) or 8 (i.e. \( \alpha = 3 \)) if and only if \( C \) is odd. Comparing this with the result of [4], we see that \( \beta = 6 \) if and only if we have both \( b = 2 \) and \( C \equiv 7 \pmod{8} \) or \( b = 2 \) and \( C \equiv 3 \pmod{16} \) and \( v_2(\Delta) \) is even where \( \Delta = 256C^3 - 27B^4 \) is the discriminant of \( g(x) \).

We can demonstrate some theoretical agreement insofar that \( C \equiv 3 \pmod{4} \) when \( \beta = 6 \). Note if \( \beta = 6 \) then \( b = 2 \), \( v_2(r) = 2 \) and \( v_2(s) = v_2(t) = 1 \) from the proof of Lemma 8.4. From Corollary 1.3 we have that \( s \equiv t \equiv 2 \pmod{8} \). We have from (8.2) that \( st \equiv -4C \pmod{16} \). Since \( st \equiv 4 \pmod{16} \), we have that \( C \equiv 12 \pmod{16} \), hence \( C \equiv 3 \pmod{4} \). We illustrate numerical agreement with the following examples.

**Example:** \( g(x) = x^4 + 36x + 63 \). Here \( C \) is odd and \( b = 2 \), so from Theorem 8.1 we have \( \beta = 6 \). Referring to [4], we have since \( b = 2 \) and \( C \equiv 7 \pmod{8} \), that \( \beta = 6 \).

**Example 2:** \( g(x) = x^4 + 588x + 3283 \). Here \( C \) is odd and \( b = 2 \), so from Theorem 8.1 we have \( \beta = 6 \). Referring to [4], as \( b = 2 \), \( C \equiv 3 \pmod{16} \) and \( v_2(\Delta) = v_2(5830872678400) = 14 \) is even, we have that \( \beta = 6 \).
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Main Case 5: $A = B = 0$

Given that the resolvent of $x^4 + Ax^2 + Bx + C$ is $x^3 - Ax^2 - 4Cx + (4AC - B^2)$, we have that the resolvent cubic of $g(x) = x^4 + C$ is $q(x) = x^3 - 4Cx = x(x^2 - 4C)$. Therefore, when $x^4 + C$ is irreducible, we have that $\text{Gal}(x^4 + C) \cong \mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z}$ if and only if $C$ is a square. As such, we will examine the quartics of the form $x^4 + n^2$. As before, if there is a prime $p$ with $p^4|n^2$ (i.e., $n$ is not square-free), we would then have $\left(\frac{g}{p}\right)^4 + \frac{n^2}{p^4} = 0$ for any root $\theta$ of $x^4 + n^2$. Thus, we will assume that $n$ is square-free and positive. We note that $g(x)$ is reducible in the case where $n = 2$: $g(x) = x^4 + 4 = (x^2 - 2x + 2)(x^2 + 2x + 2)$.

From here, we simply factor $x^4 + n^2$ as

$$x^4 + n^2 = (x^2 + in)(x^2 - in) = (x + i\sqrt{n})(x - i\sqrt{n})(x - \sqrt{n})(x + \sqrt{n}).$$

Note that

$$i\sqrt{n} = \sqrt{2n}\left(-\frac{1}{2} + \frac{i}{2}\right) = -\left(\sqrt{in}\right),$$

so we see that all four roots of $x^4 + n^2$ lie in $\mathbb{Q}\left(\sqrt{in}\right)$.

Let $K = \mathbb{Q}\left(\sqrt{in}\right)$ and $n \neq 2$. Note that $\sqrt{in} + \sqrt{in} = \sqrt{2n}$ and $\left(\frac{\sqrt{in}}{n}\right)^2 = i$, so
If \( n \) is odd, then as \( 2n \) is even we automatically have \( f(K) = 2^3 \text{lcm}(-1, n) = 8|n| \) by Theorem 1.2. When \( n \) is even, as \( n \) is square-free we have \( 2^2|2n| \), thus \( \mathbb{Q}(\sqrt{2n}) = \mathbb{Q}(\sqrt{n}) \). As \( \mathbb{Q}(\sqrt{-1}) \subset K \), by Theorem 1.2 we have that \( \beta = 8 \) when \( n \) is odd and \( \beta = 4 \) when \( n \) is even. Thus, we have the following result:

**Theorem 9.1 (Main Case 5).** Let \( K \) be a bicyclic quartic field. Suppose that \( K = \mathbb{Q}(\theta) \), where \( \theta^4 + A\theta^2 + B\theta + C = 0 \) and \( A, B, C \) are integers satisfying (1.3), (1.4), (1.5), (1.6), and \( A = B = 0 \). Then \( C = n^2 \) for some square-free \( n \in \mathbb{Z} \).

\[
f(K) = \begin{cases} 
8|n|, & \text{if } n \text{ is odd}, \\
2|n|, & \text{if } n \text{ is even},
\end{cases}
\]

and

\[
d(K) = \begin{cases} 
256n^2, & \text{if } n \text{ is odd}, \\
4n^2, & \text{if } n \text{ is even}.
\end{cases}
\]

We conclude with expressing this result in the form of the previous Main Cases. Letting \( v_2(f(K)) = \alpha \), \( v_2(d(K)) = \beta \), \( f(K) = 2^\alpha f_0(K) \) and \( d(K) = 2^\beta (f_0(K))^2 \), we have

\[
\alpha = \begin{cases} 
3, & \text{if } n \text{ is odd}, \\
2, & \text{if } n \text{ is even},
\end{cases}
\]

\[
\beta = \begin{cases} 
8, & \text{if } n \text{ is odd}, \\
4, & \text{if } n \text{ is even},
\end{cases}
\]

\[
f_0(K) = \begin{cases} 
|n|, & \text{if } n \text{ is odd}, \\
\lceil \frac{n}{2} \rceil, & \text{if } n \text{ is even}.
\end{cases}
\]
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Future Work

10.1 Integral Bases and Prime Ideal Decomposition of Bicyclic Quartic Fields

Integral bases. In this section, we aim to combine our results with previous work on integral bases in bicyclic quartic fields and explore where it is possible and where more is required to express an integral basis of $K$ defined by $g(x) = x^4 + Ax^2 + Bx + C$ in terms of $A, B$ and $C$. The integral bases of bicyclic quartic fields $K$ have been known since 1970 due to the work of Williams [53]. However, the construction of these integral bases is entirely dependent on having a representation of $K$ as $K = \mathbb{Q}(\sqrt{m}, \sqrt{n})$ where $m$ and $n$ are square-free, $m, n \neq 1$ and $m \neq n$. We state the result of Williams with respect to $\beta = v_2(d(K))$ and $\gcd(m, n)$:

**Theorem 10.1.** Let $K = \mathbb{Q}(\sqrt{m}, \sqrt{n})$ be a bicyclic quartic field, where $m$ and $n$ are square-free integers with $m \neq 1$, $n \neq 1$, $m \neq n$, and $\rho = \frac{mn}{\gcd(m, n)^2}$. Then an integral basis for $K$ is given by

(i) \[ \left\{ 1, \frac{1 + \sqrt{m} + \sqrt{n} + \sqrt{\rho}}{2}, \frac{1 + \sqrt{m} + \sqrt{n} + \sqrt{\rho}}{2} \right\} , \text{ if } \beta = 0 \text{ and } \gcd(m, n) \equiv 1 \pmod{4}, \]

(ii) \[ \left\{ 1, \frac{1 + \sqrt{m} - \sqrt{n} + \sqrt{\rho}}{2}, \frac{1 - \sqrt{m} + \sqrt{n} + \sqrt{\rho}}{2} \right\} , \text{ if } \beta = 0 \text{ and } \gcd(m, n) \equiv 3 \pmod{4}, \]
(iii) \( \left\{ 1, \frac{1 + \sqrt{m}}{2}, \sqrt{n}, \frac{\sqrt{n} + \sqrt{\rho}}{2} \right\} \), if \( \beta = 4 \),

(iv) \( \left\{ 1, \sqrt{m}, \sqrt{n}, \frac{\sqrt{m} + \sqrt{\rho}}{2} \right\} \), if \( \beta = 6 \),

(v) \( \left\{ 1, \sqrt{m}, \frac{\sqrt{m} + \sqrt{n}}{2}, \frac{1 + \sqrt{\rho}}{2} \right\} \), if \( \beta = 8 \).

It is worth noting that integral bases of the forms (iii) and (v) are the equivalent given the permutation \( m \leftrightarrow \rho \leftrightarrow n \leftrightarrow m \), which was shown to be permissible in the discussion preceding Lemma 1.3 in Section 1.2. However, it is useful to recall that the values of \( m, n \) and \( \rho \) modulo 8 differ between these cases.

In view of this thesis and the above theorem, the following question naturally arises:

“Is it possible to find an integral basis of \( \mathbb{Q}(\sqrt{m}, \sqrt{n}) \) explicitly in terms of the coefficients of a defining irreducible quartic polynomial \( g(x) = x^4 + Ax^2 + Bx + C \)?”

In Main Cases 3 (\( A \neq 0, B = 0 \)) and 5 (\( A = B = 0 \)), the answer is immediately yes, as in both of these cases we are able to explicitly determine the quadratic subfields of \( K \) in terms of the coefficients of \( g(x) \). Below are modified versions of Tables 3 and 4 of Appendix A, where \( c_+ \) and \( c_- \) are the square-free parts of \( -A + 2\sqrt{C} \) and \( -A - 2\sqrt{C} \), respectively, \( l = v_2(A^2 - 4C) \), \( E = \frac{A^2 - 4C}{2^l} \) and \( \text{NR} \) indicates a value not required for deduction. The integral basis column refers to cases (i)-(v) of Theorem 10.1 where \( m = c_+ \) and \( n = c_- \) and distinguishing between when integral bases of the form (i) and (ii) occur is determined by the value of \( \gcd(c_+, c_-) \) modulo 4.
For the case where \( A \equiv 2 \pmod{4} \) and \( C \equiv 1 \pmod{2} \), up to permutation of \( c_+ \) and \( c_- \) we have the following table:

<table>
<thead>
<tr>
<th>( A )</th>
<th>( C )</th>
<th>( l )</th>
<th>( E )</th>
<th>( c_+ )</th>
<th>( c_- )</th>
<th>( \beta )</th>
<th>integral basis</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (4)</td>
<td>0</td>
<td>NR</td>
<td>NR</td>
<td>3 (4)</td>
<td>3 (4)</td>
<td>4</td>
<td>(iii)</td>
</tr>
<tr>
<td>1 (4)</td>
<td>1</td>
<td>NR</td>
<td>NR</td>
<td>1 (4)</td>
<td>1 (4)</td>
<td>0</td>
<td>(i) or (ii)</td>
</tr>
<tr>
<td>3 (4)</td>
<td>0</td>
<td>NR</td>
<td>NR</td>
<td>1 (4)</td>
<td>1 (4)</td>
<td>0</td>
<td>(i) or (ii)</td>
</tr>
<tr>
<td>3 (4)</td>
<td>1</td>
<td>NR</td>
<td>NR</td>
<td>3 (4)</td>
<td>3 (4)</td>
<td>4</td>
<td>(iii)</td>
</tr>
<tr>
<td>0 (4)</td>
<td>1</td>
<td>NR</td>
<td>NR</td>
<td>2 (4)</td>
<td>2 (4)</td>
<td>8</td>
<td>(v)</td>
</tr>
<tr>
<td>2 (4)</td>
<td>0</td>
<td>NR</td>
<td>NR</td>
<td>2 or 6 (8)</td>
<td>( c_+ ) (8)</td>
<td>6</td>
<td>(iv)</td>
</tr>
<tr>
<td>0 (8)</td>
<td>0</td>
<td>NR</td>
<td>NR</td>
<td>1 (4)</td>
<td>3 (4)</td>
<td>4</td>
<td>(iii)</td>
</tr>
<tr>
<td>4 (8)</td>
<td>0</td>
<td></td>
<td></td>
<td>2 (4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 (2)</td>
<td>NR</td>
<td>1 (4)</td>
<td></td>
<td>6</td>
<td>(iv)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 (2)</td>
<td>NR</td>
<td>3 (4)</td>
<td></td>
<td>8</td>
<td>(v)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 (2)</td>
<td>1 (4)</td>
<td>NR</td>
<td></td>
<td>6</td>
<td>(iv)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 (2)</td>
<td>1 (4)</td>
<td>NR</td>
<td></td>
<td>8</td>
<td>(v)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In Main Case 5, we determined the defining quartic polynomial of \( K \) to be of the form 
\[
g(x) = x^4 + n^2
\]
where \( n \neq 2 \) is square-free and that \( \mathbb{Q}(\sqrt{-1}) \) and \( \mathbb{Q}(\sqrt{2n}) \) were two of the
three quadratic subfields of $K$. From Theorem 9.1, we have

$$d(K) = \begin{cases} 
256n^2, & \text{if } n \text{ is odd,} \\
4n^2, & \text{if } n \text{ is even,}
\end{cases}$$

so

$$\beta = \begin{cases} 
8, & \text{if } n \text{ is odd,} \\
4, & \text{if } n \text{ is even.}
\end{cases}$$

In the case where $n$ is even, we had $\mathbb{Q}\left(\sqrt{2n}\right) = \mathbb{Q}\left(\sqrt{\frac{n}{2}}\right)$. Therefore, when a bicyclic quartic field $K$ has a defining irreducible quartic polynomial of the form $g(x) = x^4 + n^2$ where $n$ is square-free, Theorems 9.1 and 10.1 imply that $K$ has an integral basis of the following form:

$$\begin{cases} 
1, \sqrt{-1}, \frac{\sqrt{-1} + \sqrt{2n}}{2}, \frac{1 + \sqrt{-2n}}{2}, & \text{if } n \text{ is odd,} \\
1, \frac{1 + \sqrt{-1}}{2}, \sqrt{\frac{n}{2}}, \frac{\sqrt{\frac{n}{2}} + \sqrt{\frac{n}{2}}}{2}, & \text{if } n \text{ is even.}
\end{cases}$$

As noted in Chapter 8, $g(x) = x^4 + Bx + C$ in Main Case 4 is of the same form as given by Alaca and Williams in [6] and [4]. However, in both papers, the integral bases provided are in terms of a root $\theta$ of $g(x)$ and are not presented as an expression in radicals involving $A$ and $B$. We do know that the resolvent roots $r$, $s$ and $t$ are solvable in radicals via Cardano’s formula for cubics [18, p.632], though such an expression of the roots and, consequently, an integral basis of $K$ via [53], would likely not be useful for theoretical purposes. We will not display the result of using Cardano’s formula here but we do note that it is possible.

Finally, in the most complicated cases, Main Cases 1 and 2, there is no immediately-clear path to determine an integral basis from the coefficients of $g(x) = x^4 + Ax^2 + Bx + C$. 
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Further research on these two cases and Main Case 4 would likely involve a focus on the conductor or discriminant of $K$, especially given the connection between the discriminant and any integral basis. With knowledge of the discriminant of $K$ and the behaviour of $r, s, t, r - A, s - A$ and $t - A$ in these cases, it would seem to be feasible to explore this direction for future research.

**Prime Ideal Factorization.** A classical topic of algebraic number theory is the arithmetic surrounding principal ideals of integer primes in the ring of integers $O_K$ of a number field $K$. Students are often exposed to the factoring of $pO_K$ in number fields which are monogenic - that is, whose ring of integers can be expressed as $\mathbb{Z}[\theta]$ for some $\theta \in O_K \setminus \mathbb{Z}$. In this scenario, it is possible to construct the prime ideal factorization of $pO_K$ by examining the factorization of the minimal polynomial of $\theta$ modulo $p$ [5, Theorem 10.3.1]. The bicyclic quartic fields which are monogenic have been completely determined by [20], a result which has been reproduced by Nyul in [43] with a case analysis more in line with that of [53]. Knowing the discriminant of a bicyclic quartic field $K$ from a defining irreducible quartic means that we know which primes will ramify in $K$. It would be interesting to explore the relationship between the irreducible quartic polynomial and the decomposition of principal ideals of integer primes $p$ which ramify in a monogenic bicyclic quartic field $K$.

We close by examining two examples.

**Example 1:** Let $g(x) = x^4 + 2x^2 + 4x + 2$, where $A^2 - 4C = 4 - 8 = -4 \neq 0$, so this example belongs to Main Case 1, Case 5. The resolvent cubic of $g(x)$ is

\[
q(x) = x^3 - Ax^2 - 4Cx + 4AC - B^2 = x^3 - 2x^2 - 8x = x(x - 4)(x + 2),
\]

so $r = 0$, $s = 4$, $t = -2$. From here, $r - A = -2$, $s - A = 2$, $t - A = -4$, so by Theorem
2.2 we have that \( K = \mathbb{Q}(\sqrt{-1}, \sqrt{2}) \). From Theorem 1.3, we had that \( \beta = 8 \), which agrees with Corollary 1.3 given \( m = -1 \equiv 3 \pmod{4} \) and \( n = 2 \equiv 2 \pmod{4} \). From Theorem 10.1 above, an integral basis of \( K \) is

\[
\left\{ 1, \sqrt{-1}, \frac{\sqrt{-1} + \sqrt{2}}{2}, \frac{1 + \sqrt{-2}}{2} \right\}.
\]

Since no odd primes divide \( r - A \), \( s - A \) nor \( t - A \), we have that \( d(K) = 2^8 = 256 \). The only prime which ramifies in \( K \) is 2. From [43], we have that \( K \) is monogenic. We note that the element \( \zeta_8 = \frac{\sqrt{2}}{2} + i\frac{\sqrt{2}}{2} \) exhibits a power basis for \( O_K \). From here, since the minimal polynomial of \( \zeta_8 \) is \( x^4 + 1 \equiv (x + 1)^4 \pmod{2} \), we have that

\[
2O_K = \langle 2, \zeta_8 + 1 \rangle^4 = \left\{ 2, \frac{3 + \sqrt{2} + i\sqrt{2}}{2} \right\}^4.
\]

Therefore, 2 totally ramifies in \( K \).

**Example 2:** Let \( g(x) = x^4 + 3x^2 + 16 \), which belongs to Main Case 3. We have \( -A - 2\sqrt{C} = -11 \), \( -A + 2\sqrt{C} = 5 \), so \( K = \mathbb{Q}(\sqrt{-11}, \sqrt{5}) \). Since both of these quantities are square-free, from the first table of this section we have that \( \beta = 0 \) and the integral basis is of form (i) as \( \gcd(-11, 5) = 1 \). Therefore, an integral basis of \( K \) is

\[
\left\{ 1, \frac{1 + \sqrt{-11}}{2}, \frac{1 + \sqrt{5}}{2}, \frac{1 + \sqrt{-11} + \sqrt{5} + \sqrt{-55}}{4} \right\}.
\]

As \( d(K) = 5^2 \cdot 11^2 \), we have that 5 and 11 ramify in \( K \). We note that \( K \) is not monogenic according to [43]. Instead, we’ll examine the index of a root of \( g(x) \) in hopes of being able to use the same technique as above to determine the prime ideal decompositions in this case. As stated in [36], the discriminant of a root \( \theta \) of \( g(x) \) is

\[
d(\theta) = (-1)^{\frac{4(4+1)}{2}} \cdot 2^4 \cdot 16^{2-1} \left( (2)^2 \cdot 16^{2-1} - (2 - 1)^2 \cdot 1^1 \cdot 3^2 \right)^2
\]
= 256 \cdot 55^2.

We then have that

\[ i(\theta)^2 = \frac{d(\theta)}{d(K)} = 256. \]

Therefore, since 5 \nmid i(\theta) and 11 \nmid i(\theta), we may proceed [5, Theorem10.5.1]. From our discussion in Chapter 7, we have that \( \theta = \frac{1}{2} \left( \sqrt{5} + \sqrt{-11} \right) \) is a root of \( g(x) \). For \( p = 5 \), we obtain

\[ g(x) \equiv x^4 + 3x^2 + 1 \equiv (x + 1)^2(x + 4)^2 \pmod{5}. \]

Therefore, we have

\[ 5O_K = \left( 5, \frac{\sqrt{5} + \sqrt{-11}}{2} + 1 \right)^2 \left( 5, \frac{\sqrt{5} + \sqrt{-11}}{2} + 4 \right)^2. \]

For \( p = 11 \), we obtain

\[ g(x) \equiv x^4 + 3x^2 + 5 \equiv (x + 2)^2(x + 9)^2 \pmod{11}. \]

Therefore, we have

\[ 11O_K = \left( 11, \frac{\sqrt{5} + \sqrt{-11}}{2} + 2 \right)^2 \left( 11, \frac{\sqrt{5} + \sqrt{-11}}{2} + 9 \right)^2. \]

If it had been the case that 5 \mid i(\theta) or 11 \mid i(\theta), there is an alternate route we could use. It is well-known that if we have a quartic extension \( K = \mathbb{Q}(\sqrt{m}, \sqrt{n}) \), then \( K = \mathbb{Q}(\sqrt{m} + \sqrt{n}) \). Provided that \( \mathbb{Q}(\sqrt{m}, \sqrt{n}) \) is a quartic extension, we have that

\[ h(x) = x^4 - (2m + 2n)x^2 + m^2 + n^2 - 2mn \]
is the minimal polynomial of $\sqrt{m} + \sqrt{n}$. Applying this here with $m = 5$ and $n = -11$ yields the polynomial

$$h(x) = x^4 + 12x^2 + 256.$$  

From here, we compute $d\left(\sqrt{5} + \sqrt{-11}\right) = 2^{28} \cdot 13^2 \cdot 19^2$, so we may use this polynomial to create our prime ideals. For $p = 5$, we obtain

$$h(x) \equiv x^4 + 2x^2 + 1 \equiv (x + 2)^2(x + 3)^2 \pmod{5}.$$  

Therefore, we have

$$5O_K = \left\langle 5, \sqrt{5} + \sqrt{-11} + 2 \right\rangle^2 \left\langle 5, \sqrt{5} + \sqrt{-11} + 3 \right\rangle^2.$$  

For $p = 11$, we obtain

$$h(x) \equiv x^4 + x^2 + 3 \equiv (x + 4)^2(x + 7)^2 \pmod{11}.$$  

Therefore, we have

$$11O_K = \left\langle 11, \sqrt{5} + \sqrt{-11} + 4 \right\rangle^2 \left\langle 11, \sqrt{5} + \sqrt{-11} + 7 \right\rangle^2.$$  

### 10.2 Dihedral Octic Fields

The candidates for the Galois group of splitting fields of irreducible quartic polynomials are isomorphic to $C_4$, $V$, $D_4$, $A_4$ and $S_4$. Through the completion of this thesis the cases of $C_4$ (see [49]) and $V$ are now completed. One striking difference between the currently-completed cases and the currently-open cases is that $C_4$ and $V$ are abelian groups, whereas $D_4$, $A_4$ and $S_4$ are non-abelian. Given that all subfields of cyclotomic extensions of $\mathbb{Q}$
which are Galois over \( \mathbb{Q} \) must be abelian extensions, splitting fields of quartic polynomials in \( \mathbb{Q}[x] \) with Galois group \( D_4, A_4 \) or \( S_4 \) have no conductor. Consequently, the search for the conductor of splitting fields of quartic polynomials ends with the completion of this thesis.

Spearman and Williams have determined the discriminant and an integral basis for octic fields of the form \( K = \mathbb{Q}(\theta) \) where \( \theta^8 + A\theta^4 + 1 = 0 \) and \( \text{Gal}(K/\mathbb{Q}) \cong D_4 \) [48]. Let \( K \) be a number field with \( G = \text{Gal}(K/\mathbb{Q}) \cong D_4 \) and present the group as

\[
G = \langle a, b \mid a^4 = b^2 = e, \ ba = a^3 b \rangle.
\]

As all finite extensions of \( \mathbb{Q} \) are separable, we can express \( K \) as \( K = \mathbb{Q}(\theta) \) for some \( \theta \in K \) so that \( \theta \) is an element of degree 8 over \( \mathbb{Q} \). The non-trivial subgroups of \( G \) are:

Order 4: \( H_1 = \langle a^2, b \rangle, \ H_2 = \langle a \rangle, \ H_3 = \langle a^2, ab \rangle \)

Order 2: \( M_1 = \langle b \rangle, \ M_2 = \langle a^2 b \rangle, \ M_3 = \langle a^2 \rangle, \ M_4 = \langle ab \rangle, \ M_5 = \langle a^3 b \rangle. \)

This gives the following subgroup lattice:
From the Fundamental Theorem of Galois Theory, we know that the fixed fields $K^{e}$ and $K^{G}$ are $K$ and $\mathbb{Q}$, respectively and setting $L_i = K^{H_i}$ and $F_j = K^{M_j}$ for $i \in \{1, 2, 3\}$ and $j \in \{1, 2, 3, 4, 5\}$, we have the following subfield lattice of $K$:

We can make several observations simply from elementary Galois theory and knowledge of the field lattices of quartic Galois extensions. Firstly, by the Fundamental Theorem of Galois Theory, we have that $K$ is Galois over every one of its subfields, $[K : L_i] = 4$ and $[K : F_j] = 2$ for each $i$ and $j$. Secondly, from the field lattice structure, we have that $K/L_1$ and $K/L_3$ are relative bicyclic quartic extensions and $K/L_2$ is a relative cyclic quartic extension. Furthermore, $F_3/\mathbb{Q}$ is a bicyclic quartic extension.

Finally, we establish that $F_1$, $F_2$, $F_4$ and $F_5$ are not Galois extensions of $\mathbb{Q}$. Let
$F \in \{F_1, F_2, F_4, F_5\}$. As $F \neq F_3$, we have that the composite field $FF_3 = K$. Moreover, if $F$ is Galois over $\mathbb{Q}$ and since $[F : \mathbb{Q}] = 4$, then $\text{Gal}(F/\mathbb{Q})$ would be a group of order 4 and thus abelian. Since $F_3$ is an abelian extension of $\mathbb{Q}$, we would have that $FF_3 = K$ is abelian, a contradiction. Therefore, $F$ cannot be Galois over $\mathbb{Q}$.

We now conclude this section with an example provided by Kappe and Warren [33] to gain some insight into the nature of the dihedral case. Let $g(x) = x^4 + 3x + 3$. From [33], we have the following result:

**Theorem 10.2.** Let $g(x) = x^4 + Ax^2 + Bx + C \in \mathbb{Z}[x]$ be an irreducible quartic polynomial, let $r(x) \in \mathbb{Z}[x]$ be its cubic resolvent and let $E$ be the splitting field of $r(x)$. Then $\text{Gal}(K/\mathbb{Q}) \cong D_4$ if and only if $r(x)$ has exactly one root $t \in \mathbb{Z}$ and $h(x) = (x^2 - tx + C)(x^2 + A - t)$ does not split over $E$.

So for $g(x) = x^4 + 3x + 3$, $r(x) = x^3 - 12x - 9 = (x + 3)(x^2 - 3x - 3)$. The complex roots of $r(x)$ are $\frac{3 \pm \sqrt{21}}{2}$, so

$$E = \mathbb{Q}\left(\sqrt{21}\right).$$

As $t = -3$, we have that $h(x) = (x^2 + 3x + 3)(x^2 + 3)$, which has roots $\frac{3 \pm \sqrt{21}}{2}$ and $\pm \sqrt{3}$, so $h(x)$ clearly not split over $E$. Therefore, we have that $\text{Gal}(K/\mathbb{Q}) \cong D_4$.

We now wish to determine all of the subfields of $K$. First, we require the roots of $g(x)$, which Maple gives as

$$\frac{1}{2}\left(-i\sqrt{3} \pm \sqrt{3 - 2i\sqrt{3}}\right) \text{ and } \frac{1}{2}\left(i\sqrt{3} \pm \sqrt{3 + 2i\sqrt{3}}\right).$$

Set

$$\theta = \frac{-1}{2}i\sqrt{3} - \frac{1}{2}\sqrt{3 - 2i\sqrt{3}}.$$
Then

$$(\theta^2 - \theta)^2 = \frac{3 + 5i \sqrt{3}}{2},$$

so $i \sqrt{3} \in K$. Therefore, $-2\theta - i \sqrt{3} = \sqrt{3 - 2i \sqrt{3}} \in K$. Similarly, we have that $\sqrt{3 + 2i \sqrt{3}} \in K$. Thus,

$$\sqrt{3 - 2i \sqrt{3}} \sqrt{3 + 2i \sqrt{3}} = \sqrt{21} \in K.$$ 

As a result, we must have $\mathbb{Q}(\sqrt{-3}, \sqrt{21}) \subset K$. Given that this is a bicyclic quartic extension of $\mathbb{Q}$ and the only such subfield of $K$ is $F_3$, we have that

$$F_3 = \mathbb{Q}(\sqrt{-3}, \sqrt{21}) = \mathbb{Q}(\sqrt{-3}, \sqrt{-7}) = \mathbb{Q}(\sqrt{-7}, \sqrt{21}).$$ 

Set

$$\tau_1 = \sqrt{3 - 2i \sqrt{3}},$$
$$\tau_2 = \sqrt{3 + 2i \sqrt{3}},$$
$$\tau_4 = \tau_1 + \tau_2 = \sqrt{6 + 2 \sqrt{21}},$$
$$\tau_5 = \tau_1 - \tau_2 = \sqrt{6 - 2 \sqrt{21}}.$$ 

**Claim:** The fields $\mathbb{Q}(\tau_1), \mathbb{Q}(\tau_2), F_3, \mathbb{Q}(\tau_4)$ and $\mathbb{Q}(\tau_5)$ are the distinct quartic subfields of $K$.

**Proof:** First, we show that $\tau_1$ and $\tau_2$ have degree 4 over $\mathbb{Q}$. Since $\tau_1^2 = 3 - 2i \sqrt{3}$ and $\tau_1^4 = -3 - 12i \sqrt{3}$, we have that $\tau_1$ satisfies $x^4 - 6x + 21$. By Eisenstein’s Criterion with respect to $p = 3$, we have that this polynomial is irreducible over $\mathbb{Q}$ and thus $\deg_{\mathbb{Q}}(\tau_1) = 4$. This is also the minimal polynomial of $\tau_2$, so $\deg_{\mathbb{Q}}(\tau_2) = 4$ as well. We now establish that $\mathbb{Q}(\tau_1)$ and $\mathbb{Q}(\tau_2)$ are distinct. The radicals $\tau_1$ and $\tau_2$ cannot be de-nested as $3^2 - 2^2 \cdot (-3) = 21$
is not a rational square [8, Theorem 1]. From this, we conclude that \( \sqrt{21} \notin \mathbb{Q}(\tau_1) \). Since

\[
\frac{\tau_1}{\tau_2} = \frac{1}{\sqrt{21}} \left( 3 - 2i \sqrt{3} \right) \notin \mathbb{Q}(\tau_1),
\]

we have \( \tau_2 \notin \mathbb{Q}(\tau_1) \). Therefore, we have \( K = \mathbb{Q}(\tau_1, \tau_2) \). Since \( \pm \tau_1 \) and \( \pm \tau_2 \) are the roots of the irreducible quartic \( x^4 - 6x + 2 \), \( K \) is the splitting field of \( x^4 - 6x + 2 \) and \( \mathbb{Q}(\tau_1), \mathbb{Q}(\tau_2) \) are not Galois over \( \mathbb{Q} \), thus \( \mathbb{Q}(\tau_1), \mathbb{Q}(\tau_2) \neq F_3 \).

We next show that \( \tau_4 \) and \( \tau_5 \) have degree 4 over \( \mathbb{Q} \). Since we have \( \tau_4^2 = 6 + 2 \sqrt{21} \) and \( \tau_4^4 = 120 + 24 \sqrt{21} \), we deduce that \( \tau_4 \) satisfies \( x^4 - 12x^2 + 48 \). By Eisenstein’s Criterion with respect to 3, we have that this polynomial is irreducible over \( \mathbb{Q} \) and thus \( \deg_{\mathbb{Q}}(\tau_4) = 4 \). This is also the minimal polynomial for \( \tau_5 \), so \( \deg_{\mathbb{Q}}(\tau_5) = 4 \). Furthermore, \( \tau_5 \notin \mathbb{Q}(\tau_4) \), as we would have \( \tau_1, \tau_2 \in \mathbb{Q}(\tau_4) \), therefore \( K = \mathbb{Q}(\tau_1, \tau_2) \subseteq \mathbb{Q}(\tau_4) \subseteq K \) and \( K = \mathbb{Q}(\tau_4) \), a contradiction. Similarly, \( \tau_4 \notin \mathbb{Q}(\tau_5) \). Again, \( \mathbb{Q}(\tau_4) \) and \( \mathbb{Q}(\tau_5) \) are not Galois over \( \mathbb{Q} \), so \( \mathbb{Q}(\tau_4), \mathbb{Q}(\tau_5) \neq F_3 \).

Since \( \mathbb{Q}(\tau_4) \subset \mathbb{R} \) and \( \mathbb{Q}(\tau_1), \mathbb{Q}(\tau_2) \subset \mathbb{C} \setminus \mathbb{R} \), we conclude that \( \mathbb{Q}(\tau_4) \neq \mathbb{Q}(\tau_1), \mathbb{Q}(\tau_2) \). If \( \tau_1 \in \mathbb{Q}(\tau_5) \) or \( \tau_2 \in \mathbb{Q}(\tau_5) \), then as \( \tau_4 = \tau_5 + \tau_2 = 2\tau_1 - \tau_5 \), in both cases we have \( \tau_4 \in \mathbb{Q}(\tau_5) \), a contradiction. Therefore, \( \mathbb{Q}(\tau_1), \mathbb{Q}(\tau_2), \mathbb{Q}(\tau_4) \) and \( \mathbb{Q}(\tau_5) \) are pairwise-distinct non-Galois quartic subfields of \( K \).

With this established, we can claim \( \mathbb{Q}(\tau_i) \) corresponds to \( F_i \) for \( i \in \{1, 2, 4, 5\} \). In closing, we note the connection between these subfields and the examination of Theorem 10.2. It seems reasonable to conjecture that the splitting field \( E \) of \( q(x) \) and the splitting field of \( h(x) \) are directly related to the subfields of \( K \), which is certainly the case in the example above. The connection between the resolvent cubic and splitting fields was also prevalent throughout this thesis and in [49], so it would not be surprising to see the same kinds of connections in the dihedral case. Finally, results on relative extensions and the results of this thesis would likely play some role in pursuing this avenue of research.
10.3 Other Applications and Concluding Remarks

**Number Field Cryptography.** The application of number theory to the theory and implementation of public-key cryptography is an ever-growing and relevant field. Some popular cryptosystems rooted in number theory include RSA, Diffie-Hellman key exchange and elliptic curve cryptography. However, there are also cryptosystems rooted in algebraic number theory involving the class group of number fields, often involving quadratic number fields (see, for example, [11] and [45]). With the advent of practical quantum computing on the horizon, it is of crucial importance to develop cryptosystems which can withstand a quantum computer attack. There appears to be some potential for number fields of higher degree to provide stronger cryptosystems, with an emphasis on those with subfields providing some unpredictability for an attacker. [12]. Even as advancements in this field continue to be made, the use of low-degree number fields remains prevalent [16]. It would be interesting to explore this area in greater detail with an emphasis on bicyclic quartic fields, which have degree greater than 2, contain non-trivial subfields and, more specifically, contain multiple quadratic subfields. A mention of using imaginary bicyclic quartic fields appears in [39].

In closing, while bicyclic quartic fields are the simplest example of a non-cyclic Galois extension of $\mathbb{Q}$, there is still much more to learn about them. Whether a bicyclic quartic field $K$ is expressed as the splitting field of an irreducible quartic polynomial or presented as $K = \mathbb{Q}(\sqrt{m}, \sqrt{n})$ for the usual conditions on $m$ and $n$, there is more work to be done in understanding these fields and in exploiting the known properties of these fields in further research in mathematics and cyber-security.
Appendix A  Tables of Values for $\alpha$ and $\beta$

Recall that $\alpha = v_2(f(K))$, $\beta = v_2(d(K))$ and $a = v_2(A)$, $b = v_2(B)$ and $l = v_2(A^2 - 4C)$.

**Theorem 1.3.** Let $K$ be a bicyclic quartic field. Suppose that $K = \mathbb{Q}(\theta)$, where \( \theta^4 + A\theta^2 + B\theta + C = 0 \) and $A, B, C$ are integers satisfying (1.3), (1.4), (1.5), (1.6), and $AB(A^2 - 4C) \neq 0$. Then $f(K) = 2^\alpha f_0(K)$ where

$$f_0(K) = \prod_{\substack{p \text{ (prime)} \neq 2 \\ e_p \text{ odd}}} p \prod_{\substack{p \text{ (prime)} \neq 2 \\ e_p \geq 2 \text{ even}}} p$$

and the values of $\alpha$ are given in Table 1 below. Moreover, $d(K) = 2^\beta (f_0(K))^2$ where the values of $\beta$ are given in Tables 1 and 2 below.

**Table 1: $\alpha$ and $\beta$ values for subcases of Main Case 1**

<table>
<thead>
<tr>
<th>Case</th>
<th>$A \equiv 1 \text{ (mod 2)}, \ B \equiv 2 \text{ (mod 4)}, \ C \equiv 1 \text{ (mod 2)}$</th>
<th>$A \equiv 1 \text{ (mod 4)}$</th>
<th>$A \equiv 3 \text{ (mod 4)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>\begin{align*} A \equiv 1 \text{ (mod 4)} \end{align*} &amp; 2 &amp; 4 \end{align*}</td>
<td>\begin{align*} A \equiv 3 \text{ (mod 4)} \end{align*} &amp; 0 &amp; 0 \end{align*}</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>\begin{align*} A \equiv 1 \text{ (mod 2)}, \ B \equiv 2 \text{ (mod 4)}, \ C \equiv 0 \text{ (mod 2)} \end{align*} &amp; \begin{align*} A \equiv 1 \text{ (mod 4)} \end{align*} &amp; 0 &amp; 0 \end{align*}</td>
<td>\begin{align*} A \equiv 3 \text{ (mod 4)} \end{align*} &amp; 2 &amp; 4 \end{align*}</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>\begin{align*} A \equiv 1 \text{ (mod 2)}, \ B \equiv 0 \text{ (mod 4)}, \ C \equiv 1 \text{ (mod 2)} \end{align*} &amp; \begin{align*} A \equiv 1 \text{ (mod 4)} \end{align*} &amp; 0 &amp; 0 \end{align*}</td>
<td>\begin{align*} A \equiv 3 \text{ (mod 4)} \end{align*} &amp; 2 &amp; 4 \end{align*}</td>
<td></td>
</tr>
<tr>
<td>Case</td>
<td>Condition</td>
<td>$\alpha$</td>
<td>$\beta$</td>
</tr>
<tr>
<td>------</td>
<td>-----------------------------------------------</td>
<td>----------</td>
<td>---------</td>
</tr>
<tr>
<td>4</td>
<td>$A \equiv 1 \pmod{2}$, $B \equiv 0 \pmod{4}$, $C \equiv 0 \pmod{4}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$A \equiv 1 \pmod{4}$</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>$A \equiv 3 \pmod{4}$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>$A \equiv 2 \pmod{4}$, $B \equiv 4 \pmod{8}$, $C \equiv 2 \pmod{4}$</td>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td>6</td>
<td>$A \equiv 2 \pmod{4}$, $B \equiv 0 \pmod{8}$, $C \equiv 1 \pmod{4}$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### $l$ odd

1. $b \geq l - 1$
   - $l = 5$, $A \equiv 2 \pmod{8}$
   - $l = 5$, $A \equiv 6 \pmod{8}$
   - $l > 5$, $A \equiv 2 \pmod{8}$
   - $l > 5$, $A \equiv 6 \pmod{8}$
2. $b = l - 2$, $l = 7$, $A \equiv 6 \pmod{16}$, $E \equiv 1 \pmod{4}$
   - $0$        | 0       |
3. $b = l - 2$, $l = 7$, $A \equiv 6 \pmod{16}$, $E \equiv 3 \pmod{4}$
   - $2$        | 4       |
4. $b = l - 2$, $l = 7$, $A \equiv 14 \pmod{16}$, $E \equiv 1 \pmod{4}$
   - $2$        | 4       |
5. $b = l - 2$, $l = 7$, $A \equiv 14 \pmod{16}$, $E \equiv 3 \pmod{4}$
   - $0$        | 0       |
6. $b = l - 2$, $l \geq 9$, $A \equiv 6 \pmod{16}$, $E \equiv 1 \pmod{4}$
   - $2$        | 2       |
7. $b = l - 2$, $l \geq 9$, $A \equiv 6 \pmod{16}$, $E \equiv 3 \pmod{4}$
   - $0$        | 0       |
8. $b = l - 2$, $l \geq 9$, $A \equiv 14 \pmod{16}$, $E \equiv 1 \pmod{4}$
   - $0$        | 0       |
9. $b = l - 2$, $l \geq 9$, $A \equiv 14 \pmod{16}$, $E \equiv 3 \pmod{4}$
   - $2$        | 4       |
10. $b \leq l - 3$, $b$ even
    - $A \equiv 2 \pmod{8}$
    - $A \equiv 6 \pmod{8}$
    - $A \equiv 2 \pmod{16}$
    - $A \equiv 10 \pmod{16}$
    - $A \equiv 2 \pmod{16}$
    - $A \equiv 10 \pmod{16}$
    - $2$        | 4       |
    - $2$        | 4       |
    - $2$        | 4       |

---
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<table>
<thead>
<tr>
<th>Case</th>
<th>Condition</th>
<th>( \alpha )</th>
<th>( \beta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>( A \equiv 2 \pmod{4}, \ B \equiv 0 \pmod{8}, \ C \equiv 1 \pmod{4} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( l ) even</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(xiv) ( b \geq l, \ l \geq 6, \ A \equiv 6 \pmod{8}, \ E \equiv 1 \pmod{4} )</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>(xv) ( b \geq l, \ l \geq 6, \ A \equiv 2 \pmod{8} ) or ( E \equiv 3 \pmod{4} )</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>(xvi) ( b = l-1, \ l \equiv 4, \ b \equiv 3, \ A \equiv 2 \pmod{16} )</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>(xvii) ( b = l-1, \ l \equiv 4, \ b \equiv 3, \ A \equiv 10 \pmod{16} )</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>(xviii) ( b \leq l-2, \ l \geq 6, \ b ) (even) ( \geq 4 )</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( A \equiv 2 \pmod{8} )</td>
<td></td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>( A \equiv 6 \pmod{8} )</td>
<td></td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>(xix) ( b \leq l-2, \ l \geq 6, \ b ) (odd) ( \geq 5 )</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>7</td>
<td>( A \equiv 2 \pmod{4}, \ B \equiv 0 \pmod{8}, \ C \equiv 0 \pmod{4} )</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>8</td>
<td>( A \equiv 4 \pmod{8}, \ B \equiv 4 \pmod{8}, \ C \equiv 3 \pmod{4} )</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>9</td>
<td>( A \equiv 4 \pmod{8}, \ B \equiv 0 \pmod{8}, \ C \equiv 1 \pmod{4} )</td>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td>10</td>
<td>( A \equiv 4 \pmod{8}, \ B \equiv 0 \pmod{16}, \ C \equiv 4 \pmod{8} )</td>
<td>3</td>
<td>Table 2</td>
</tr>
<tr>
<td>11</td>
<td>( A \equiv 0 \pmod{8}, \ B \equiv 4 \pmod{8}, \ C \equiv 3 \pmod{4} )</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>12</td>
<td>( A \equiv 0 \pmod{8}, \ B \equiv 0 \pmod{8}, \ C \equiv 1 \pmod{4} )</td>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td>13</td>
<td>( A \equiv 0 \pmod{8}, \ B \equiv 0 \pmod{16}, \ C \equiv 4 \pmod{16} )</td>
<td>2</td>
<td>4</td>
</tr>
</tbody>
</table>
Table 2: $\beta$ values for Main Case 1, Case 10: $A \equiv 4 \pmod{8}$, $B \equiv 0 \pmod{16}$ and $C \equiv 4 \pmod{8}$.

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$l$ even</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$b, l$</td>
<td>$\beta$</td>
<td></td>
</tr>
<tr>
<td>$b = l - 1$</td>
<td>8, if $E \equiv 1 \pmod{4}$</td>
<td>6, if $E \equiv 3 \pmod{4}$</td>
</tr>
<tr>
<td>$b \geq l$</td>
<td>6, if $E \equiv 1 \pmod{4}$</td>
<td>8, if $E \equiv 3 \pmod{4}$</td>
</tr>
<tr>
<td>$l$ odd</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$b = l - 1, l = 7$</td>
<td>8, if $AE \equiv 4 \pmod{16}$</td>
<td>6, if $AE \equiv 12 \pmod{16}$</td>
</tr>
<tr>
<td>$b = l - 1, l &gt; 7$</td>
<td>6, if $AE \equiv 4 \pmod{16}$</td>
<td>8, if $AE \equiv 12 \pmod{16}$</td>
</tr>
<tr>
<td>$b \geq l, l = 7$</td>
<td>6, if $AE \equiv 4 \pmod{16}$</td>
<td>8, if $AE \equiv 12 \pmod{16}$</td>
</tr>
<tr>
<td>$b \geq l, l &gt; 7$</td>
<td>8, if $AE \equiv 4 \pmod{16}$</td>
<td>6, if $AE \equiv 12 \pmod{16}$</td>
</tr>
</tbody>
</table>

Theorem 1.5. Let $K$ be a bicyclic quartic field. Suppose that $K = \mathbb{Q}(\theta)$, where $\theta^4 + A\theta^2 + B\theta + C = 0$ and $A, B, C$ are integers satisfying (1.3), (1.4), (1.5), (1.6) and $A \neq 0$, $B = 0$. Then $C$ is the square of a non-zero integer,

$$f(K) = 2^\alpha \prod_{\substack{p \text{ (prime)} \\ p \neq 2}} p^{v_p(-A + 2\sqrt{C}) \text{ or } v_p(-A - 2\sqrt{C}) \text{ odd}}$$

and $d(K) = 2^{2\beta} (f_0(K))^2$, where $\alpha$ and $\beta$ are given in Tables 3 and 4 below.

Recall that $c_+$ and $c_-$ are the square-free parts of $-A + 2\sqrt{C}$ and $-A - 2\sqrt{C}$, respectively.
Table 3: Most $\alpha$ and $\beta$ values for Main Case 3 (up to permutation of $c_+$ and $c_-$)

NR indicates a value which was not required for the deduction and $a \pmod{n}$ is abbreviated as $a(n)$.

<table>
<thead>
<tr>
<th>$A$</th>
<th>$C (2)$</th>
<th>$l$</th>
<th>$E$</th>
<th>$c_+$</th>
<th>$c_-$</th>
<th>$\alpha$</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (4)</td>
<td>0</td>
<td>NR</td>
<td>NR</td>
<td>3 (4)</td>
<td>3 (4)</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>1 (4)</td>
<td>1</td>
<td>NR</td>
<td>NR</td>
<td>1 (4)</td>
<td>1 (4)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3 (4)</td>
<td>0</td>
<td>NR</td>
<td>NR</td>
<td>1 (4)</td>
<td>1 (4)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3 (4)</td>
<td>1</td>
<td>NR</td>
<td>NR</td>
<td>3 (4)</td>
<td>3 (4)</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>0 (4)</td>
<td>1</td>
<td>NR</td>
<td>NR</td>
<td>2 (4)</td>
<td>2 (4)</td>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td>2 (4)</td>
<td>0</td>
<td>NR</td>
<td>NR</td>
<td>2 or 6 (8)</td>
<td>$c_+ (8)$</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>0 (8)</td>
<td>0</td>
<td>NR</td>
<td>NR</td>
<td>1 (4)</td>
<td>3 (4)</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>4 (8)</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 (2)</td>
<td>NR</td>
<td>1 (4)</td>
<td></td>
<td>6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 (2)</td>
<td>NR</td>
<td>3 (4)</td>
<td></td>
<td>8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 (2)</td>
<td>1 (4)</td>
<td>NR</td>
<td></td>
<td>6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 (2)</td>
<td>1 (4)</td>
<td>NR</td>
<td></td>
<td>8</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

For the case where $A \equiv 2 \pmod{4}$ and $C \equiv 1 \pmod{2}$, up to permutation of $c_+$ and $c_-$ we have the following table:
Table 4: $\alpha$ and $\beta$ values for Main Case 3 when $A \equiv 2 \pmod{4}$ and $C \equiv 1 \pmod{2}$

<table>
<thead>
<tr>
<th>$v_2(c_+)$ or $v_2(c_-)$ odd?</th>
<th>$A \pmod{8}$</th>
<th>$c_+ \pmod{4}$</th>
<th>$\alpha$</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>yes</td>
<td>NR</td>
<td>1</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>yes</td>
<td>NR</td>
<td>3</td>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td>no</td>
<td>2</td>
<td>NR</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>no</td>
<td>6</td>
<td>3</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>no</td>
<td>6</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
Appendix B  Flowchart for Main Case 1

Legend
CASE CANNOT OCCUR
START
B ≡ 0 (mod 2)
A ≡ 1 (mod 2)
B ≡ 0 (mod 4)
C ≡ 0 (mod 2)
C ≡ 0 (mod 4)
Lemma 4.1
Lemma 4.2
Lemma 4.3
Lemma 4.4
Lemma 4.5
Lemma 4.6
Lemma 4.7
Lemma 4.8
Lemma 4.9
Lemma 4.10

Case 1
A ≡ 0 (mod 4)
B ≡ 0 (mod 4)
C ≡ 0 (mod 2)
C ≡ 0 (mod 4)
Lemma 4.1
Lemma 4.2
Lemma 4.3
Lemma 4.4
Lemma 4.5
Lemma 4.6
Lemma 4.7
Lemma 4.8
Lemma 4.9
Lemma 4.10

Case 2
A ≡ 0 (mod 4)
B ≡ 0 (mod 4)
C ≡ 0 (mod 2)
C ≡ 0 (mod 4)
Lemma 4.1
Lemma 4.2
Lemma 4.3
Lemma 4.4
Lemma 4.5
Lemma 4.6
Lemma 4.7
Lemma 4.8
Lemma 4.9
Lemma 4.10

Case 3
A ≡ 0 (mod 4)
B ≡ 0 (mod 4)
C ≡ 0 (mod 2)
C ≡ 0 (mod 4)
Lemma 4.1
Lemma 4.2
Lemma 4.3
Lemma 4.4
Lemma 4.5
Lemma 4.6
Lemma 4.7
Lemma 4.8
Lemma 4.9
Lemma 4.10

Case 4
A ≡ 0 (mod 4)
B ≡ 0 (mod 4)
C ≡ 0 (mod 2)
C ≡ 0 (mod 4)
Lemma 4.1
Lemma 4.2
Lemma 4.3
Lemma 4.4
Lemma 4.5
Lemma 4.6
Lemma 4.7
Lemma 4.8
Lemma 4.9
Lemma 4.10

Case 5
A ≡ 0 (mod 4)
B ≡ 0 (mod 4)
C ≡ 0 (mod 2)
C ≡ 0 (mod 4)
Lemma 4.1
Lemma 4.2
Lemma 4.3
Lemma 4.4
Lemma 4.5
Lemma 4.6
Lemma 4.7
Lemma 4.8
Lemma 4.9
Lemma 4.10

Case 6
A ≡ 0 (mod 4)
B ≡ 0 (mod 4)
C ≡ 0 (mod 2)
C ≡ 0 (mod 4)
Lemma 4.1
Lemma 4.2
Lemma 4.3
Lemma 4.4
Lemma 4.5
Lemma 4.6
Lemma 4.7
Lemma 4.8
Lemma 4.9
Lemma 4.10

Case 7
A ≡ 0 (mod 4)
B ≡ 0 (mod 4)
C ≡ 0 (mod 2)
C ≡ 0 (mod 4)
Lemma 4.1
Lemma 4.2
Lemma 4.3
Lemma 4.4
Lemma 4.5
Lemma 4.6
Lemma 4.7
Lemma 4.8
Lemma 4.9
Lemma 4.10

Case 8
A ≡ 0 (mod 4)
B ≡ 0 (mod 4)
C ≡ 0 (mod 2)
C ≡ 0 (mod 4)
Lemma 4.1
Lemma 4.2
Lemma 4.3
Lemma 4.4
Lemma 4.5
Lemma 4.6
Lemma 4.7
Lemma 4.8
Lemma 4.9
Lemma 4.10

Case 9
A ≡ 0 (mod 4)
B ≡ 0 (mod 4)
C ≡ 0 (mod 2)
C ≡ 0 (mod 4)
Lemma 4.1
Lemma 4.2
Lemma 4.3
Lemma 4.4
Lemma 4.5
Lemma 4.6
Lemma 4.7
Lemma 4.8
Lemma 4.9
Lemma 4.10

Case 10
A ≡ 0 (mod 4)
B ≡ 0 (mod 4)
C ≡ 0 (mod 2)
C ≡ 0 (mod 4)
Lemma 4.1
Lemma 4.2
Lemma 4.3
Lemma 4.4
Lemma 4.5
Lemma 4.6
Lemma 4.7
Lemma 4.8
Lemma 4.9
Lemma 4.10

Case 11
A ≡ 0 (mod 4)
B ≡ 0 (mod 4)
C ≡ 0 (mod 2)
C ≡ 0 (mod 4)
Lemma 4.1
Lemma 4.2
Lemma 4.3
Lemma 4.4
Lemma 4.5
Lemma 4.6
Lemma 4.7
Lemma 4.8
Lemma 4.9
Lemma 4.10

Case 12
A ≡ 0 (mod 4)
B ≡ 0 (mod 4)
C ≡ 0 (mod 2)
C ≡ 0 (mod 4)
Lemma 4.1
Lemma 4.2
Lemma 4.3
Lemma 4.4
Lemma 4.5
Lemma 4.6
Lemma 4.7
Lemma 4.8
Lemma 4.9
Lemma 4.10

Case 13
A ≡ 0 (mod 4)
B ≡ 0 (mod 4)
C ≡ 0 (mod 2)
C ≡ 0 (mod 4)
Lemma 4.1
Lemma 4.2
Lemma 4.3
Lemma 4.4
Lemma 4.5
Lemma 4.6
Lemma 4.7
Lemma 4.8
Lemma 4.9
Lemma 4.10
Appendix C  Examples

Main Case 1

Case 1

\( A \equiv 1 \pmod{4} \quad x^4 - 3x^2 + 30x + 61 \quad f(K) = 20, \ d(K) = 400 \)

\( A \equiv 3 \pmod{4} \quad x^4 - x^2 + 42x + 79 \quad f(K) = 21, \ d(K) = 441 \)

Case 2

\( A \equiv 1 \pmod{4} \quad x^4 + 17x^2 + 126x + 172 \quad f(K) = 21, \ d(K) = 441 \)

\( A \equiv 3 \pmod{4} \quad x^4 + 11x^2 + 14x + 74 \quad f(K) = 28, \ d(K) = 784 \)

Case 3

\( A \equiv 1 \pmod{4} \quad x^4 + 37x^2 + 156x + 157 \quad f(K) = 39, \ d(K) = 1521 \)

\( A \equiv 3 \pmod{4} \quad x^4 + 35x^2 + 60x + 61 \quad f(K) = 12, \ d(K) = 144 \)

Case 4

\( A \equiv 1 \pmod{4} \quad x^4 + 65x^2 + 140x + 596 \quad f(K) = 28, \ d(K) = 784 \)

\( A \equiv 3 \pmod{4} \quad x^4 + 59x^2 + 252x + 844 \quad f(K) = 21, \ d(K) = 441 \)

Case 5

\( x^4 + 2x^2 + 4x + 2 \quad f(K) = 8, \ d(K) = 256 \)

Case 6

6(i)

\( l = 5, \ A \equiv 2 \pmod{8} \quad x^4 + 2x^2 - 96x + 217 \quad f(K) = 24, \ d(K) = 576 \)

\( l = 5, \ A \equiv 6 \pmod{8} \quad x^4 + 6x^2 - 96x + 289 \quad f(K) = 8, \ d(K) = 256 \)

\( l > 5, \ A \equiv 2 \pmod{8} \quad x^4 - 342x^2 + 1152x - 423 \quad f(K) = 24, \ d(K) = 2304 \)

\( l > 5, \ A \equiv 6 \pmod{8} \quad x^4 + 134x^2 + 640x + 809 \quad f(K) = 40, \ d(K) = 1600 \)
6(ii) \( x^4 + 86x^2 + 480x + 6169 \) \( f(K) = 15, \ d(K) = 225 \)
6(iii) \( x^4 + 86x^2 + 416x + 3929 \) \( f(K) = 52, \ d(K) = 2704 \)
6(iv) \( x^4 + 78x^2 + 672x + 8017 \) \( f(K) = 28, \ d(K) = 784 \)
6(v) \( x^4 - 274x^2 + 2080x - 4111 \) \( f(K) = 65, \ d(K) = 4225 \)
6(vi) \( x^4 - 58x^2 + 384x + 4297 \) \( f(K) = 12, \ d(K) = 144 \)
6(vii) \( x^4 - 19146x^2 - 24960x + 83663449 \) \( f(K) = 65, \ d(K) = 4225 \)
6(viii) \( x^4 - 34x^2 + 1920x + 17569 \) \( f(K) = 15, \ d(K) = 225 \)
6(ix) \( x^4 + 94x^2 + 1920x + 15649 \) \( f(K) = 60, \ d(K) = 3600 \)

6(x)
\[
\begin{align*}
A &\equiv 2 \pmod{8} \quad x^4 - 106x^2 + 272x + 89 \quad f(K) = 136, \ d(K) = 18496 \\
A &\equiv 6 \pmod{8} \quad x^4 + 58x^2 - 192x + 457 \quad f(K) = 264, \ d(K) = 69696
\end{align*}
\]

6(xi) \( x^4 + 282x^2 + 864x + 6057 \) \( f(K) = 12, \ d(K) = 144 \)
6(xii) \( x^4 - 1854x^2 - 28800x + 2126529 \) \( f(K) = 12, \ d(K) = 144 \)
6(xiii) \( x^4 + 3074x^2 + 4608x + 3683329 \) \( f(K) = 12, \ d(K) = 144 \)
6(xiv) \( x^4 + 70x^2 + 2496x + 11833 \) \( f(K) = 39, \ d(K) = 1521 \)
6(xv) \( x^4 + 50x^2 + 192x + 193 \) \( f(K) = 12, \ d(K) = 144 \)
6(xvi) \( x^4 + 2x^2 + 184x + 2117 \) \( f(K) = 92, \ d(K) = 8464 \)
6(xvii) \( x^4 + 74x^2 + 280x + 1229 \) \( f(K) = 35, \ d(K) = 1225 \)

6(xviii)
\[
\begin{align*}
A &\equiv 2 \pmod{8} \quad x^4 + 2x^2 + 16x + 17 \quad f(K) = 8, \ d(K) = 256 \\
A &\equiv 6 \pmod{8} \quad x^4 - 90x^2 + 576x + 9513 \quad f(K) = 24, \ d(K) = 576
\end{align*}
\]

6(xix) \( x^4 + 2x^2 + 384x + 9217 \) \( f(K) = 12, \ d(K) = 144 \)
Case 7 \( x^4 - 86x^2 + 120x - 36 \) \( f(K) = 40, \ d(K) = 1600 \)

Case 8 \( x^4 - 100x^2 + 132x + 223 \) \( f(K) = 264, \ d(K) = 69696 \)

Case 9 \( x^4 - 148x^2 + 744x - 383 \) \( f(K) = 744, \ d(K) = 221444 \)

Case 10 \( x^4 - 52x^2 + 192x - 188 \) \( f(K) = 24, \ d(K) = 2304 \)

See Table X BELOW

Case 11 \( x^4 - 88x^2 + 116x + 167 \) \( f(K) = 232, \ d(K) = 53824 \)

Case 12 \( x^4 + 96x^2 + 120x + 601 \) \( f(K) = 8, \ d(K) = 256 \)

Case 13 \( x^4 + 80x^2 + 288x + 388 \) \( f(K) = 12, \ d(K) = 144 \)
TABLE X

<table>
<thead>
<tr>
<th>l even</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$b, l$</td>
<td>$\beta$</td>
<td>$f(K)$</td>
</tr>
<tr>
<td>$b = l - 1$</td>
<td>$E \equiv 1 \pmod{4}$, $x^4 + 12x^2 + 384x + 1252$</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>$E \equiv 3 \pmod{4}$, $x^4 + 140x^2 + 384x + 868$</td>
<td>24</td>
</tr>
<tr>
<td>$b \geq l$</td>
<td>$E \equiv 1 \pmod{4}$, $x^4 + 668x^2 + 3840x + 7300$</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>$E \equiv 3 \pmod{4}$, $x^4 + 268x^2 + 768x + 612$</td>
<td>8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>l odd</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$b = l - 1$, $l = 7$</td>
<td>$AE \equiv 4 \pmod{16}$, $x^4 + 4x^2 + 192x + 484$</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>$AE \equiv 12 \pmod{16}$, $x^4 - 4x^2 + 320x + 1124$</td>
<td>40</td>
</tr>
<tr>
<td>$b = l - 1$, $l &gt; 7$</td>
<td>$AE \equiv 4 \pmod{16}$, $x^4 + 148x^2 + 768x + 1252$</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>$AE \equiv 12 \pmod{16}$, $x^4 + 4x^2 + 768x + 3204$</td>
<td>8</td>
</tr>
<tr>
<td>$b \geq l$, $l = 7$</td>
<td>$AE \equiv 4 \pmod{16}$, $x^4 + 20x^2 + 896x + 3908$</td>
<td>56</td>
</tr>
<tr>
<td></td>
<td>$AE \equiv 12 \pmod{16}$, $x^4 + 4x^2 + 1408x + 6788$</td>
<td>88</td>
</tr>
<tr>
<td>$b \geq l$, $l &gt; 7$</td>
<td>$AE \equiv 4 \pmod{16}$, $x^4 + 396x^2 + 2560x + 6564$</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>$AE \equiv 12 \pmod{16}$, $x^4 + 340x^2 + 1536x + 8548$</td>
<td>24</td>
</tr>
</tbody>
</table>

Main Case 2

\[ x^4 + 26x^2 + 96x + 169 \]

$b$ odd, $f(K) = 12$, $d(K) = 144$

\[ x^4 + 98x^2 + 960x + 2401 \]

$b$ even, $A \equiv 2 \pmod{8}$, $f(K) = 120$, $d(K) = 57600$

\[ x^4 + 14x^2 + 48x + 49 \]

$b$ even, $A \equiv 6 \pmod{8}$, $f(K) = 24$, $d(K) = 576$
Main Case 3

\begin{align*}
x^4 + x^2 + 16 & \equiv 1 \pmod{4}, \quad C \text{ odd}, \quad f(K) = 28, \quad d(K) = 784 \\
x^4 + x^2 + 49 & \equiv 1 \pmod{4}, \quad C \text{ even}, \quad f(K) = 195, \quad d(K) = 38025 \\
x^4 + 3x^2 + 16 & \equiv 3 \pmod{4}, \quad C \text{ even}, \quad f(K) = 55, \quad d(K) = 3025 \\
x^4 + 3x^2 + 1 & \equiv 3 \pmod{4}, \quad C \text{ odd}, \quad f(K) = 20, \quad d(K) = 400 \\
x^4 + 4x^2 + 1 & \equiv 0 \pmod{4}, \quad C \text{ odd}, \quad f(K) = 24, \quad d(K) = 2304 \\
x^4 + 8x^2 + 4 & \equiv 0 \pmod{8}, \quad C \text{ even}, \quad f(K) = 12, \quad d(K) = 144 \\
x^4 + 4x^2 + 36 & \equiv 4 \pmod{8}, \quad C \text{ even}, \quad f(K) = 8, \quad d(K) = 256 \\
x^4 + 2x^2 + 4 & \equiv 2 \pmod{4}, \quad C \text{ even}, \quad f(K) = 24, \quad d(K) = 576
\end{align*}

**Main Case 3:** when \( A \equiv 2 \pmod{4} \) and at least one of \( c_+ \) or \( c_- \) is even.

*Recall:* \( c_+ \) and \( c_- \) are the square-free parts of \(-A + 2 \sqrt{C}\) and \(-A - 2 \sqrt{C}\), respectively.

\begin{align*}
x^4 + 2x^2 + 25 & \quad c_- \equiv 1 \pmod{4}, \quad f(K) = 24, \quad d(K) = 576 \\
x^4 + 6x^2 + 1 & \quad c_+ \equiv 3 \pmod{4}, \quad f(K) = 8, \quad d(K) = 256
\end{align*}
Main Case 3: when $A \equiv 2 \pmod{4}$ and both $c_+$ and $c_-$ are odd.

\[
x^4 + 2x^2 + 49 \quad \text{if } A \equiv 2 \pmod{8}, \quad f(K) = 12, \quad d(K) = 144
\]
\[
x^4 + 22x^2 + 9 \quad \text{if } A \equiv 6 \pmod{8}, \quad c_+ \equiv 3 \pmod{4}, \quad f(K) = 28, \quad d(K) = 784
\]
\[
x^4 + 46x^2 + 1 \quad \text{if } A \equiv 6 \pmod{8}, \quad c_+ \equiv 1 \pmod{4}, \quad f(K) = 33, \quad d(K) = 1089
\]

Main Case 4:

\[
x^4 - 144x + 468 \quad \text{if } C \text{ even, } \quad f(K) = 12, \quad d(K) = 144
\]
\[
x^4 + 36x + 63 \quad \text{if } b = 2 \text{ and } C \text{ odd, } \quad f(K) = 24, \quad d(K) = 576
\]
\[
x^4 + 24x + 73 \quad \text{if } b \geq 3 \text{ and } C \text{ odd, } \quad f(K) = 8, \quad d(K) = 256
\]

Main Case 5:

\[
x^4 + 1 \quad \text{if } C \text{ odd, } \quad f(K) = 8, \quad d(K) = 256
\]
\[
x^4 + 36 \quad \text{if } C \text{ even, } \quad f(K) = 12, \quad d(K) = 144
\]
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