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Abstract

Gel dosimeters are suitable for the purpose of 3-D dose verification using imaging methods such as magnetic resonance (MR) imaging, which can provide a spatial resolution of ~1 mm or better. The two main kinds of gels investigated to date (Fricke and polymer-based gel dosimeters) face various problems which have impeded their full clinical use. The Fricke-based gel dosimeters suffer the problem of spatial information loss with time due to diffusion of radiation-induced ferric ions. Polymer-based gels are quite toxic (carcinogens, teratogens etc) and can’t be prepared in normoxic conditions. Possible solutions to these problems are the use of fast imaging methods to limit diffusion for Fricke gels and development of less or non toxic gels for the case of polymer gels.

In this thesis, the ability of the MR imaging Look-Locker method to act as a dose verification tool for Fricke gel dosimeters due to its speed is studied. This is done through the modification of the conventional Look-Locker method to accommodate larger tip angles thereby improving on its precision and accuracy. The optimum method of acquiring the image data in Fourier or k-space so as to limit the effect of image blurring due to a time point spread function inherent of this imaging method is proposed.

Also studied is the prospect of using two new polymer-based gel dosimeters with reduced toxicity as a dose verification tool. This is demonstrated by verifying a treatment planned dose distribution using these gel dosimeters and MR imaging. A multiple spin-echo MR imaging sequence is used as the imaging tool, with possible problems which can affect the accuracy of the measured dose distribution such as $B_1$ field inhomogeneity and geometrical distortions due to non-linear gradient magnetic fields mapped out and corrected for.
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Chapter 1

Introduction

1.1 Motivation for Gel Dosimetry

The primary objective in radiotherapy is to deliver a prescribed dose of radiation to the tumour as precisely as possible while minimizing the dose to the surrounding healthy tissues. Conformal radiotherapy, a technique for delivery of radiation dose in which the high dose regions of the dose distribution corresponds closely to the tumour volume was developed with this idea in mind. In external beam therapy (a method for delivering a beam of high energy x-rays generated outside the patient to the location of the patients tumours), imaging and computational advances have enabled the development of powerful three-dimensional (3-D) treatment planning software systems with visualization capabilities to enable beam management. This dose conformation is achieved in external beam therapy by the precise management of the radiation beams and their geometry during treatment. In brachytherapy (radiation therapy with the radioactive materials placed in direct contact with the tumours), conformation is achieved by using remote afterloaders which provide complex dose distributions by using variable source position and dwell times.

The clinical implementation of external beam conformal therapy has been limited by difficulties in verifying both the complex dose distributions calculated by the treatment planning system, and the movements of the machines as in intensity modulated radiation
therapy (IMRT) [1]. The International commission of Radiation Units and Measurements (ICRU) [2] recommends a 5% accuracy in delivery of dose for successful conformal radiotherapy. To ensure this accuracy, there is a need for 3-D dosimeters for dose verification with high accuracy.

The verification of dose distributions in conformal therapy is complicated principally by two aspects [3]. Firstly, high dose spatial gradients arise in the target volume in an attempt to conform the dose distribution to the tumour (which is inherently 3-D). Secondly, the treatment modes used are typically dynamic with the movement of the radiation source or patient or both. Thus the total dose at a given location is the integration of the dose contributions over time. Therefore, for dosimetric techniques to be practical, they must be able to integrate the dose distributions over time and have the ability to measure the 3-D distribution with good spatial resolution. Acquisition of dose in a 3-D volume during a dynamic set up is difficult using traditional dosimetric techniques (for example ion chambers) since it is difficult to conform these dosimeters to the volume of interest. Intensive labour is required for 3-D dosimetry using traditional methods such as ion chambers and thermoluminescent dosimeters (TLDs) even when the dose distributions have to be monitored at a few points using simple beam arrangements [4]. Gel dosimeters come closest to fulfilling these requirements (dose integration, 3-D dose acquisition etc), since they can be moulded to desired 3-D shapes and the eventual spatial dose distribution after irradiation can be probed by imaging methods such as magnetic resonance (MR) imaging and computed tomography (CT) – optical or x-ray.

A gel dosimeter is a 3-D matrix mostly made up of cross-linked polymer molecules into which are incorporated chemical substances which are sensitive to radiation.
Currently, the most popular dosimeters are: (i) the Fricke-based [5] gel dosimeters with either agarose, gelatin, sephadex or polyvinyl alcohol (PVA) as the matrix and ferrous ammonium sulphate as the radiation sensitive chemical; (ii) polymer-based gel dosimeters, the most popular of which is the polyacrylamide-gelatin (PAG) with gelatin as the matrix and acrylamide and bisacrylamide as the radiation sensitive chemicals. For these gel dosimeters to be accepted as a clinical dose verification tool there are several requirements that need to be fulfilled (given below) and most of the proposed gels do fulfill many of these.

1.2 Gel Dosimeter Requirements

The main requirements or desired properties for a 3-D dosimeter which happen to correspond to some advantages of gel dosimeters compared with conventional dosimeters are (i) radiation tissue equivalence, (ii) dose integration, (iii) tissue inhomogeneities introduction and (iv) dose rate independence [6,7].

1.2.1 Radiation Tissue Equivalence

A tissue-equivalent material is either a liquid or solid with absorbing and scattering properties for a given radiation closely simulating those of a given biological material such as fat, bone or muscle [8]. For muscle or tissue, water is usually the best tissue equivalent material and since a hydrogel is mostly water it should, therefore, be tissue equivalent. The tissue (or water) equivalence of dosimeters can be verified using different methods which use the mass and electron density, mass absorption coefficient $\mu_{en}/\rho$ and the mass stopping power $L/\rho$ calculated at various energies making use of the sum of
elemental values of $u_{en}/\rho$ and $I/\rho$ for different materials weighted by the atomic weight fractions. These values are then compared to the corresponding values of water. Tissue equivalence can also be measured in terms of Hounsfield units or CT numbers which compare the linear attenuation of x-rays through the material to that through water and Monte Carlo simulation to calculate the photon and electron dose distributions in the phantom. A problem faced by dosimetric techniques such as film (radiography), diode detectors and TLDs is their high effective atomic numbers compared to tissue. This may cause a high dose response (or sensitivity) at low photon energies due to the $Z$-dependence of the photoelectric effect. Also the response of the film may vary with photon energy [9], requiring further corrections if the photon spectrum changes in the phantom. Most of the gel dosimeters currently in use are highly tissue equivalent [10-16].

1.2.2 Dose integration

To obtain dose conformation to a tumour, complex dose distributions are usually obtained using dynamic treatment schemes with dose delivery done over the treatment time. Therefore, measurement requires that the dose be integrated over this period by a dosimeter. Gel dosimeters have an advantage over conventional methods such as ion chambers or TLDs in that these conventional methods cannot be used to probe the 3-D distribution effectively during radiation treatment verification while simultaneously performing the dose integration.
1.2.3 Tissue inhomogeneities

Gel dosimeters can easily be used in the design of anthropomorphic phantoms by inserting materials which mimick the variations in absorbed dose arising due to body shape and tissue inhomogeneities. Of particular interest is the possibility of introducing inhomogeneities such as bones and air spaces (lungs) having density and effective atomic number different from soft tissue into the gel dosimeter. In clinics, the applications of standard isodose charts and depth dose tables assume homogeneous unit density media, whereas in a patient the beam may traverse layers of fat, bone, muscle, lung and tissue. The presence of these inhomogeneities will distort the dose distribution, depending on the amount and type of material present as well as the quality of radiation [17,18]. Thus the effect of these inhomogeneities can be measured using gel dosimeters.

1.2.4 Spatial Resolution in 3-D

To measure high dose spatial gradients associated with conformal therapy, the ability to measure the dose distribution with high spatial resolution becomes important. Dosimetric techniques (methods) such as TLDs and ion chambers are limited by their size and also by the difficulty in mapping the radiation distribution in 3-D. Film possessing a very high spatial resolution in 2-D (~1μm) is limited by the fact that these films are not tissue equivalent thus cannot used in large quantities to make 3-D measurements. Gel dosimeters can be used to detect integrated dose in 3-D with high spatial resolution (~1 mm) in all 3 dimensions using imaging modalities such as nuclear magnetic resonance (NMR) or computed tomography-CT (optical or x-ray). The ability to detect and/or evaluate 3-D dose information using imaging modalities such as
magnetic resonance (MR) imaging and CT permits gel dosimeters to act as both phantom and detector, since there is no need to insert probes such as ion chambers to obtain the desired dose information.

1.2.5 Independence of dose rate, energy and radiation direction

Treatment modalities such as IMRT, where the radiation intensity distribution for each beam is controlled, require that the dosimeter response be independent of dose rate. Also, this response has to be independent of the radiation direction since the gantry (and/or patient) might have to be rotated to deliver the radiation dose to the tumour. Dosimeters such as ion chambers can have the problem of changing response with orientation of the dosimeter. Fricke-based gel dosimeters have been demonstrated to have little or no dose-response dependence on the dose rate of the radiation being delivered within certain dose rate ranges [18-25]. Despite this, the dose rate at which gel dosimeters are irradiated may have a significant influence on the dose response. For most of the polymer-based gel dosimeters being currently investigated there is very little dependence on the dose rate of the dose response. Some of these gels have been found to exhibit higher sensitivity (of dose response) to dose rate compared to others, for example the MAG (methacrylic acid gel) gel has a higher sensitivity compared to the PAG gel [21]. Thus, polymer gel dosimeters with too high a dose rate dependence should not be used as reliable 3-D dosimeters.

The property of little or no dependence on the dose energy in polymer gel dosimeters arises from the fact that reaction rates of monomers (single molecules usually organic compounds having the ability to combine with identical or similar molecules in a
process known as polymerization) with water and different radiolytic products may differ since the relative fraction of interaction processes depend on the type of radiation. Most polymer gel dosimeters have been shown to have little or no dependence on the quality (or energy) of radiation (at least for certain dose ranges) [21-24]. For example the dose response of the PAG and MAG gel has been shown to have very little dependence on radiation quality (for two different beam qualities 6 MV and 25 MV) [21].

1.3 Development of Gel Dosimetry

It was recognized in 1984 by Gore et al [26] that the changes in a Fricke dosimeter [5] solution could be detected and measured via the NMR relaxation parameters of the solutes present in the solution. This change results from mainly the radiation-induced conversion of ferrous (Fe$^{2+}$) ions to ferric (Fe$^{3+}$) ions; two iron ions with different paramagnetic spin states and ionic radii [5]. This is based on the theory of the relaxation of paramagnetic doped solutions developed by Solomon (1955) [27] which accurately predicts that the NMR relaxation rates of the water protons in the vicinity of these two species are different. This is in agreement with the explanation of changing magnetic relaxation rates resulting from fluctuating local time-dependent fields (Abragam 1961) [28].

Gore and his group [26] realized that the spin-lattice relaxation rate $R_1 (=1/T_1)$ could be used to quantify the relative abundance of these ions in solution using MR imaging since these parameters govern contrast in MR images. Since MR imaging provides a 3-D imaging capability, this indicated a possibility for 3-D dosimetry based on
NMR. This initial proposal culminated in the development and extensive investigation of various gel matrices such as agarose, gelatin, sephadex [18,19,29-34] and polyvinyl alcohol (PVA) [15] into which are incorporated ferrous ions. These gel matrices act to "stabilize" (or spatially localize) the chemical change which takes place upon irradiation.

In Fricke gels, the gel matrix is aimed at spatially localizing the radiation-induced conversion of Fe^{2+} ions to Fe^{3+} ions. Unfortunately, Fricke-based gel dosimeters suffer from the problem of auto-oxidation. Another more important concern is the diffusion of radiation-induced ferric ions (Fe^{3+}) from the site of chemical change thereby resulting in the loss of the spatial information. This problem of diffusion limits the time between start of irradiation to imaging of the gel to obtain dose information to a couple of hours (typically 2 hours).

These concerns have motivated the search for new gels with improved qualities. Maryanski et al [35,36] introduced a different type of gel called BANG gels [22,23] and later the PAG gels [37-40], which are based on radiation-induced polymerization and cross-linking of acrylic or acrylamide monomers infused in the gel matrix containing ~ 90 % water. The extent of formation of these cross-linked polymers is dose dependent and results in increased NMR relaxation rates particularly spin-spin relaxation rates (R_2 = 1/T_2) of neighboring water protons having a higher sensitivity (or dose response) than spin-lattice relaxation rates (R_1 = 1/ T_1). See Chapter 2 for the definition of the NMR relaxation parameters T_1 and T_2. Radiation makes the gels more rigid reducing the water motion and therefore the spin-spin relaxation time (T_2). The relative dose distribution for these gels can be obtained by making use of spin-spin relaxation rate 1/T_2. Diffusion is less of a problem compared to Fricke gels as these gels are able to maintain their spatial
distribution of information for a long time (days). Polymer-based gels can also be analyzed using optical methods with image reconstruction in 2 and 3 dimensions since the radiation effect is visible [38,39,41].

Since the development of the first polymer gel dosimeters (PAG with composition of 3% acrylamide, 3% N,N'-methylene-bis-acrylamide, 6% gelatin and 88% water), many other polymer gel dosimeters with different compositions have been proposed and are currently being investigated as potential 3-D dosimeters [21,25,42-48]. The main variation from the PAG gel has been the replacement of the monomer acrylamide with other monomers such as acrylic acid, methacrylic acid, 1-vinyl-2-pyrrolidone amongst others [21,42]. Some of these gels have favourable properties such as a higher dose response (0.358 s⁻¹Gy⁻¹, 0.498 s⁻¹Gy⁻¹, 1.193 s⁻¹Gy⁻¹ for acrylic acid, methacrylic acid, 2-hydroxyethyl methacrylate respectively as opposed to 0.331 s⁻¹Gy⁻¹ for the acrylamide PAG gel [21,42]). Some of these gels exhibit a larger dose range (dynamic and/or linear) to radiation, for example the polymer gel dosimeters with the VIPAR gel dosimeter have a linear range of ~40 Gy (with a dynamic range of ~250 Gy) [21,25] compared to PAG with an approximate linear dose range of 1-10 Gy. One of the main reasons that has spurred on the development of new gel dosimeters has been the problem of oxygen poisoning (see section on disadvantages of polymer gels) faced by the PAG gel dosimeter which requires the gel to be manufactured under strict hypoxic conditions (usually by bubbling with inert gases such as argon). A new generation of gel dosimeters (normoxic gel dosimeters—permit manufacture under normal atmospheric conditions) [16,45,46,49] contain an anti-oxidant that binds to the oxygen in the gel and consequently prevents free radical scavenging by the oxygen. Despite the advantage of being able to make these gels
under normoxic conditions, there have been reports of post irradiation instabilities (both
temporal and spatial) due to long-lived polymer radicals and high acidity content as in the
case of MAGIC gel dosimeters [16]. A reduction in the dose response (or sensitivity)
when compared to the traditional PAG gel dosimeter [16,49] has also been reported.

A reduction in dose response would mean worsening of the dose resolution
(defined as the minimal separation between 2 absorbed doses such that they may be
distinguished with a given level of confidence), a concept that has been introduced which
allows one to obtain an optimal formulation required for a specific range of absorbed
doses. This concept also permits the comparison comparisons between gels of different
formulations [50]. This dose resolution concept also takes into consideration the ability of
the imaging methodology such as magnetic resonance imaging (MRI), optical or x-ray
CT to measure the dose distribution to a desired accuracy and precision with the
predominant contribution being the standard uncertainly in the determination of $T_1$ and $T_2$
for the case of MR imaging [51]. Clinical radiotherapy requires the dose uncertainty to be
within 5%, and with dosimetry being a factor in dose delivery, it is necessary to have an
uncertainty significantly less than this [51]. In fact, Baldock et al [51] suggested that
dosimeters (or gel dosimeters) should have dose resolution values of the order of 2%
based on the ICRU (ICRU 1987 [52]) recommendations of computer dose calculations
being less than 2 %. Baldock et al [51], have investigated the dose resolution for PAG gel
dosimeters over the 0 – 10 Gy range and found that the 2% ICRU condition couldn’t be
met even with the confidence level being relaxed to 52%. There have been reports of new
gels with improved dose resolution of ~2.3 % compared to 3.8 % for the PAG dosimeter
[43]. This desire to improve the dose resolution as well as the overall quality of 3-D
information gleaned from gel dosimeters has led to a lot of research into MR imaging as a 3-D measurement tool to improve dose resolution.

There have been investigations to eliminate systematic problems in the measurement of $T_1$ and/or $T_2$ parameters using clinical MR systems. Some of these factors have been found to affect precision and accuracy and various recommendations on limiting or eliminating these problems have been suggested. These have been factors such as RF (radiofrequency) inhomogeneity, RF heating of gel samples, eddy currents due to constant magnetic gradient fields switching, temperature drift, molecular self-diffusion, chemical shifts, susceptibility differences, slice profile errors, stimulated echoes, optimization of imaging sequence parameters or variables amongst others [46,53-61]. The imaging sequences used to estimate these parameters (either $T_1$-weighted spin-echo for the case of Fricke-based gels or $T_2$-weighted spin-echo for the case of polymer-based gel dosimeters) haven’t changed over time, but most of the investigations have been focused on some of the above mentioned problems which can limit the accuracy of MR imaging as a 3-D gel dosimetry tool. These factors have been shown to lead to dose errors of varying magnitudes, and continues to be an area of intense research despite some drawbacks associated with these polymer gel dosimeters.

1.4 MR Imaging of Gel Dosimeters

MR imaging of polymer gel dosimeters usually requires the calculation of $R_2$ maps from a set of MR images. These relaxation rates ($R_2$) are measured by applying radiofrequency (RF) pulses to excite the magnetization of the spin system and form spin-
echoes and then sampling the magnetization during the return to equilibrium. This image acquisition is generally done using two main approaches [22,25,37,62-79]: (i) Spin-echo imaging sequences; and (ii) multiple spin-echo based sequences such as multi-echo multi-slice spin-echo (MEMS), MEMS sequences with phase encoding in the slice selection direction or phase alternating phase shift (PHAPS) pulse sequences as described in Chapters 2 and 5. All these sequences introduce an R₂ dependence in the MR signal. The spin-echo sequence uses a 90° RF pulse to excite the magnetization and a 180° pulse to refocus the spins to generate a signal (spin-echo). The multiple spin-echo method acquires a train of spin echoes generated by the repeated application of the 180° pulse, with each echo corresponding to a different echo time. Using the simple spin-echo sequence for R₂ estimation requires the estimation of R₂ from just a pair of MR images and involves the estimation of two unknown parameters, the proton density ρ and R₂ from a pair of images. This has the effect of producing more noisy and less accurate R₂ maps compared to R₂ maps obtained from images acquired using multiple spin echo (MEMS) based images such as MEMS and PHAPS [80]. Concern about errors in measured R₂ values owing to imperfect refocusing with 180° pulses, due to RF inhomogeneities has led to a preference for single echo sequence methods by some authors [35,36,37,40].

As for gels such as the Fricke gel dosimeters which entail the estimation of the dose maps via the T₁ parameter, most of the image acquisition methods to demonstrate the clinical applications of Fricke gels in the literature [81-84] has been through the employment of the inversion recovery sequences described later in Chapter 2. This sequence uses a 90° or 180° pulse to rotate the magnetization off its equilibrium
orientation followed by either another 90° pulse and a magnetic gradient field to create what is called a gradient echo (GE) signal or a spin echo sequence as described above to generate spin echo signals after a given delay time. Image acquisition using this sequence can be prohibitively long (> 1 hour) due to the dead times required between the generation of each GE signal and the next set of signals needed to acquire the images from which the T₁ parameters can be estimated. Given that Fricke gels face a problem of ferric ions diffusion, there is typically image degradation during the acquisition process itself. Faster image acquisition methods may help to mitigate this problem.

1.5 Importance of Concept of Accuracy and Precision in Gel Dosimetry

To be able to generate dose maps from gel dosimeter images acquired using MR or CT imaging optical or x-ray for example, calibration curves relationships between the gel sensitive parameter (affected by chemical changes due to radiation) and the dose delivered have to be generated. This calibration curve is usually done by irradiating a group of gel-filled sample tubes to known doses and then imaged to provide the curve via the sensitive parameter. These curves are used to convert the gel dosimeter images to dose images to validate the treatment plan dose distribution delivered to the phantom. Since a calibration curve is used to obtain the dose images accuracy of the estimated (imaging) parameter becomes of less importance as opposed to its precision which is of most importance. This is because the precision in obtaining the parameter and the dose sensitivity (or change in parameter brought about by a unit radiation dose) of the gel dosimeter via the imaging parameter determine the dose resolution. This dose resolution
is the quality factor which determines the suitability of the gel dosimeter for dose verification. This factor combines the precision in obtaining the dose-enhanced parameter and the dosimeter radiation dose response to determine the minimal separation between two doses which can be distinguished by a given level of confidence [51].

1.6 Disadvantages of Polymer Gel Dosimeters

Despite the promising ability to evaluate 3-D dose distribution brought by the advent of polymer gel dosimetry, there are some drawbacks or problems associated with polymer gel dosimeters. Some of these problems (given below) described by McAuley [85] for PAG gels apply to most other polymer gel dosimeters.

1.6.1 Long-lived radicals

In polymer gel dosimeters, there is the formation of immobile cross-linked polymer (a macromolecule consisting of a larger number of repeated units or monomers) molecules and the reduced mobility of polymer radicals leads to slower termination reactions and higher polymerization rates. Due to the difficulty of trapped polymer radicals to diffuse through the solution to react with other radicals, there is an inhibition in the termination rate of the polymerization reactions. Despite this, propagation continues due to the fact that monomer molecules can diffuse through the gel matrix to encounter radicals. This is because the monomers are much smaller and more mobile than the growing polymer radicals or chains. These polymer radicals will continue to grow until the polymerization stops by [85,86]: (i) the radical reacting with a monomer through

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
what is called a chain transfer producing a new radical that further initiates propagation; (ii) the polymer radical encountering another radical and terminates; (iii) the radical reacting with a polymerization inhibitor such as gelatin (i.e. gelling agent) or an impurity such as oxygen which then produces another radical with insufficient energy to initiate polymerization; and (iv) the complete consumption of monomers in mixture.

1.6.2 Edge Enhancement

In PAG or polymer gel dosimeters [22,23,35-46], there is diffusion of polymer and monomers from regions of higher concentration to those of low concentration, though polymer molecules diffuse at a lower rate compared to monomers [36,86]. This slower polymer diffusion results from its large size and by entanglement with gelatin which severely inhibits its movement. For PAG, it has been suggested that polymer diffusion is driven by reaction diffusion [86], in which the radical end of the polymer chains moves slowly through reaction with the monomer and co-monomers (a monomer which has co-polymerized with another monomer). Reaction diffusion is much slower than the diffusion of monomers by centre-of-mass diffusion [86]. Due to the diffusion of the monomers from the side of the non-irradiated zone to the boundary between the irradiated and the non-irradiated areas and subsequent reaction of the monomers, co-monomers and radicals, there is an edge enhancement effect in these regions. This edge enhancement seems to increase with time following irradiation and can result in calculated dose errors in these areas. It has been suggested that this problem may be reduced by using larger monomers and cross-linkers that will diffuse less through the
matrix as well as employing the suggestions above to reduce the effect of long-lived radicals [85].

1.6.3 Monomer toxicity

Most of the monomers and/or co-monomers currently being used for polymer gel dosimeters are toxic. For example, the acrylamide used in PAG gel dosimeters and its derivatives are well known to be neurotoxins, teratogens and carcinogens. The acrylamide can be easily absorbed through the skin. This has been one of the main reasons why it has not been widely accepted as a regular clinical dose verification tool. Once all the monomers and co-monomers (or cross-linkers) have reacted it becomes safe to handle. Unfortunately, total conversion of the monomers to polymers isn’t achieved in the clinical tool, since the areas that haven’t been irradiated are expected not to polymerize thereby leaving the monomers un-reacted. Some of the less toxic monomers that have been suggested to replace the extremely toxic acrylamide are N-vinylpyrrolidinone [25] and N-vinyl formamide [85,87]. N-vinyl formamide is an isomer of acrylamide which is a liquid at room temperature and is only a suspected teratogen but can also be damaging to the eyes [142].

1.6.4 Oxygen poisoning

Oxygen has an inhibiting effect on the free radical polymerization of most polymer dosimeters such as PAG, VIPAR [25] gels amongst others, and requires that these gels be manufactured under oxygen-free conditions. This has led to the development of normoxic polymer gel dosimeters which can be made under normal atmospheric conditions such as PAGAT [16,44], MAG amongst others. PAGAT is a
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PAG gel mixed with the anti-oxidant tetrakis (hydroxymethyl) phosphonium chloride (THPC) which scavenges for oxygen in the gel mixture. Another gel that can be made under normoxic conditions and doesn’t employ THPC has been the MAGIC gel which consists of methacrylic acid (MAA), gelatine, hydroquinone, copper sulfate, and ascorbic acid [45]. Although normoxic gels such as PAGAT show a lower dose sensitivity, their performance with respect to factors such as spatial integrity, temperature sensitivity and dose rate dependence can make them more reliable than PAG gels as noted in a comparison between the PAG, PAGAT and the normoxic MAG gel dosimeters by De Deene et al [16]. The development of these normoxic polymer gel dosimeters have certainly helped to enhance the possibility of a wide adoption of polymer gel dosimeters as a clinical dose verification tool. Some applications of these polymer gel dosimeters both normoxic and anoxic, have been demonstrated and a brief summary of some of these demonstrated applications are given below.

1.7 Applications of Polymer Gel Dosimeters

There have been reports in the literature of polymer gel dosimetry being used in a number of increasingly complex treatment techniques with a variety of radiation modalities for dose verification. Some of these polymer gel dose verifications have been in dose delivery modalities such as brachytherapy, conformal and IMRT, stereotactic radiosurgery, charged particle beams amongst others as summarized in [88].
1.7.1 Brachytherapy

Brachytherapy is a dose delivery modality capable of delivering very high doses with high dose gradients. It is therefore important to be able to accurately verify brachytherapy treatment planned doses. Polymer gel dosimeters have been used to investigate the dosimetry of clinical radiation sources such as $^{192}$Ir and $^{137}$Cs with considerable success [22,37,62-65]. Good spatial and dosimetric agreement with treatment plans have been demonstrated using these polymer gel dosimeters. One of the gels recently investigated which seems to show promise for high dose and high dose rate brachytherapy is the VIPAR gel dosimeter [25]. This polymer gel dosimeter has a linear dose response up to $\sim$40 Gy. This large linear dose response ensures it can be used not only for brachytherapy but in most applications in radiotherapy. In polymer gel dosimetry for high dose brachytherapy sources, most of the dose error comes at radial distances close to the source. This isn’t the case for the brachytherapy study with VIPAR gels as shown by Kipouros et al [25] where they only noticed a dose underestimation by $\sim$20 % for radial distances $< 2$ mm, if the dose exceeded 300 Gy. The good performance observed for this gel for doses up to 200 Gy (down to 2 mm) is mainly due to its large dynamic range ($\sim$250 Gy).

1.7.2 Conformal and intensity-modulated radiotherapy

Due to advances in conformal and IMRT, highly complex field shapes with high dose gradients can be planned and delivered to a target volume while sparing healthy surrounding tissue. The ability of polymer gel dosimeters to verify dose distribution delivered by IMRT or IMAT (intensity modulated arc-therapy treatment) has been...
demonstrated and used in some clinics [66-70]. For example in the work by Vergote et al [66], polymer gel dosimetry was used to assess an IMAT treatment for whole abdominopelvic radiotherapy. In that study, they found the gel measurement of the dose distribution to comply with the predetermined dose-volume constraints. Dose differences of less than 3% were measured outside the high dose gradients and spatial shifts were within 2.5 mm when the abdominal phantom was irradiated with two rectangular fields.

Conformal irradiation of concave targets in the lower neck region have been verified by De Deene et al [67], using multiple, static, intensity modulated beams delivered with a multileaf collimator. They measured mean dose differences of less than 8% between gel and film measurements. Dynamic multileaf collimator treatment delivery verification has also been performed using polymer gel dosimeters [71].

1.7.3 Stereotactic radiosurgery

In stereotactic radiosurgery, the targets are small and the irradiated volume contain regions of steep dose gradients thereby requiring dosimetry be performed with high spatial resolution. Polymer gel dosimetry using MR imaging has been employed as a dose verification tool with some good results. For example, in the work by Karaiskos et al [72], using the VIPAR polymer gel and MR imaging to assess the overall accuracy associated with gamma knife (a special multi-source cobalt machine which focuses high energy gamma rays on a small area: used as local therapy for brain lesions) clinical applications, good agreement was obtained between the measured and expected (or calculated) distribution. They found experimental uncertainties of the order of the imaging pixels (<1 mm) and this allowed verification of single shot gamma knife
applications in terms of acceptance specifications for precision in beam alignment and accuracy. They observed significant deviations between the measured and expected results only in low dose regions potentially due to VIPAR gel uncertainties, dose resolution and non-linearity of dose response in low dose regions. There have been other measurements performed using polymer gel dosimetry; from the validation of the placement of simple single targets to the validation of complicated dose distributions [73-77].

1.7.4 Charged Particle Beams

Using PAG gel dosimeters, there have been measurements done on the central axis-depth dose measurements by different authors showing agreement with silicon diode measurements within 3 % [22,78]. A background MR imaging evaluation or subtraction of the relaxation rate ($R_2$) unirradiated gel phantom was required to obtain reliable results [78]. Heufelder et al [79], used BANG polymer gel to verify delivery with 68 MeV in eye tumor therapy. They showed that polymer gel dosimetry can be an effective tool in proton radiotherapy but noticed that LET (linear energy transfer) affected the dose-$R_2$ linear relationship. They were unable to parametrized this relationship. They also found that depth dose curves in this gel dosimeter revealed a quenching of the Bragg maximum due to LET effects which they believed to be due to saturation of the polymerization yield (observed at 3.1 and 4.1 Gy) and/or recombination in the proton tracts (for lower doses). They postulated that at higher proton energies needed for therapy of deep-seated tumours the quenching effects would play a less dominant role due to the increase of the average LET in the Bragg peak region with increasing range straggling [88].
1.8 Thesis Overview

Over the past few years, there has been a systematic shift of interest in gel dosimetry with MR imaging from Fricke (or $T_1$-based) gel dosimeters to polymer ($T_2$-based) gel dosimeters. This has been due mostly to the problem of diffusion of ferric ions from their site of formation along with a lack of a reliable and fast $T_1$ imaging sequence to quickly evaluate the dose distribution in $T_1$-based gel dosimeters to reduce these effects. One of the fast $T_1$ mapping techniques which has been suggested as a possible MR imaging tool for to mitigate diffusion is the two-dimensional (2-D) Look-Locker imaging sequence [100]. However, a direct application of this 2-D Look-Locker sequence as a gel dosimetry tool for 3-D imaging would take at least an hour and a half to acquire 256x 257 x 32 matrix data. The first part of this thesis is aimed at investigating and improving the Look-Locker imaging sequence as a possible imaging tool for Fricke-based gel dosimeters. The second part is geared towards the investigation of $T_2$ mapping in polymer gel dosimeters with reduced toxicity which are imaged by MR imaging and compared to calculated and optical CT dose maps as a dose verification tool.

Chapter 1 presented an introduction to this thesis, giving the motivation for gel dosimetry and a historical development of gel dosimetry as a clinical dose verification tool. This chapter also discusses some requirements expected of gel dosimeters, and outline drawbacks faced by polymer gel dosimeters. Chapter 2 briefly presents some basic MRI theory including relevant imaging sequences as well as the basic polymerization mechanisms in irradiated polymer gels.
Chapter 3 describes the proposed 3-D Look-Locker imaging sequence with characteristics such as improved signal-to-noise ratio (SNR), accuracy and reduced imaging time so as to be able limit the effect of diffusion of irradiation-induced ferric ions common with Fricke or $T_1$-based gel dosimeters. This is followed in Chapter 4, by an investigation of the optimal method of acquiring the data in what is referred to in MR imaging as “$k$-space” or Fourier space.

In Chapter 5, inhomogeneities in the RF or $B_1$ magnetic field which could affect the parameters obtained from the acquired MR images are mapped and corrected for. This is followed in Chapter 6 by the presentation of a method of mapping and correcting the effects of non-linear magnetic field gradients on the acquired images. It is demonstrated that these inhomogeneities, if not corrected can result in significant errors in the dose maps derived from MR images for dose distribution verification in radiotherapy.

Chapter 7 presents a demonstrated application of these polymer gel dosimeters with reduced toxicity. This chapter presents the methods used to convert the MR maps to dose maps and demonstrates the accuracy achieved using these gels and their potential to become an important tool not only for dose verification using MR imaging but also its prospective use in optical gel dosimetry. The last chapter summarizes the results presented and also provides directions for possible future work.
Chapter 2

Physics of MR Imaging for Gel Dosimetry

2.1 Introduction

Ever since the discovery of the nuclear magnetic resonance (NMR) phenomenon by Bloch and Purcell in 1946, the popularity of the NMR technique has increased [89,90]. Following this discovery, NMR has been used to analyze the structure of materials, including the study of molecular dynamics of various molecules. Of relevance to this work are NMR relaxation times that can be used to study protons of water and/or those of other dissolved chemical molecules hydrating the solutes produced by radiation in chemical dosimeters such as polymer gel dosimeters. In this chapter, the basic theory underlying NMR imaging and relaxation, a phenomenon which has been extensively studied, is presented with attention focused on the relaxation time constants and the relaxation mechanisms. These are the mechanisms mainly affected by the changes taking place in gel based dosimeters following irradiation, be they Fricke-based or polymer-based gel dosimeters. In section 2.5, a simplified review of the chemical reactions and NMR response (usually induced by radicals created through radiation action) of polymer gel dosimeters is presented. These principles are necessary to understand the work presented in this thesis.
2.2 Basic NMR Physics

The Magnetic Resonance (MR) imaging signal originates from nuclei with an odd number of protons and/or an odd number of neutrons. Of most interest in MR is the hydrogen nuclei (protons). A proton has a property of intrinsic angular momentum referred to as spin $I$, with an associated magnetic moment $\vec{\mu}$:

$$\vec{\mu} = \gamma \vec{J}$$ (2.1)

where $\vec{J} = h \vec{I}$ is the total angular momentum and $\gamma$ is the gyromagnetic ratio, a known constant unique for each type of nucleus. For protons ($I = 1/2$), $\gamma/2\pi = 42.58$ MHz/Tesla. A proton forms the nucleus of hydrogen atoms; the largest source of signal in conventional NMR and MR imaging. In a material containing a collection of hydrogen atoms (or spins) in abundance (e.g. water), a net magnetization ($\vec{M}$) results from the ensemble average of the individual dipole moments contained therein when placed in a magnetic field. This magnetization will be zero in the absence of a magnetic field. From the quantum mechanical point of view, the applied static magnetic field, $\vec{B}_0$, oriented by convention along the $z$-axis, causes a splitting of the energy levels between those spins aligned with and against the field (Zeeman splitting). The lower energy state corresponds to an orientation along $\vec{B}_0$ while the higher state corresponds to an orientation against $\vec{B}_0$. Specifying the number in the higher and lower energy state by $N_-$ and $N_+$ respectively, the energy separation $\Delta E$ between the levels is given by:

$$\Delta E = \gamma h B_0$$ (2.2)
where $h$ is Planck’s constant (divided by $2\pi$). From (2.2) the photon frequency necessary to cause transitions between these levels is known as the Larmor frequency $\omega_o$, where [91]:

$$\tilde{\omega}_0 = -\gamma B_0$$  \hspace{1cm} (2.3)

Although the $N_+$ population is of lower energy and the tendency is to occupy the minimum energy state, thermal energy is sufficient to exceed the energy separation and cause population of the $N_-$ level. Hence the ratio of the two populations is dependent on the Boltzmann distribution [91]:

$$\frac{N_-}{N_+} = \exp(-\Delta E/kT)$$  \hspace{1cm} (2.4)

where $k$ is the Boltzmann’s constant and $T$ is the absolute temperature. At room temperature and typical field strength (for example 1 T) the ratio $\Delta E/kT (-10^6)$ is a very small number, thus it is possible to make a linear approximation of the Boltzmann exponential and thus obtain the magnetization per unit volume [91]:

$$M_o = \left( \frac{N\gamma^2 h^2}{4kT} \right) B_0$$  \hspace{1cm} (2.5)

where $N$ is the number of nuclear spins per unit volume. Thus the equilibrium magnetization is $M_z = M_0$ and $M_{xy} = 0$, where $M_z$, is the longitudinal magnetization (in direction of the $B_0$ field) and $M_{xy}$, is the transverse magnetization.
2.2.1 Excitation and Relaxation in a Magnetic Field

In a typical MR experiment, the equilibrium magnetization oriented along $\vec{B}_0$ is perturbed through a resonant radio-frequency (RF) pulse at a frequency $\omega$ or near the Larmor frequency, $\omega_0$. Resonant energy absorption by the spin system occurs with the angular frequency $\omega_0$ and the net magnetization $\vec{M}$ becomes time dependent such that $M_x \neq M_o$ and $M_{xy} \neq 0$. After excitation, the magnetization tends to relax back to its equilibrium state (with $\vec{M} = M_o$).

Fig. 2.1: Rotating frame behaviour of magnetization showing rotation towards the transverse plane induced by $\vec{B}_1$.

The excitation and relaxation are described by the phenomenological Bloch equations [92] which describe the motion of $\vec{M}$ in a frame (Fig. 2.1) rotating with angular velocity $\omega$ with respect to the laboratory frame:

$$\frac{dM_{xy}}{dt} = \gamma (\vec{M} \times \vec{B}_{eff})_{xy} - \frac{M_{xy}}{T_2}$$  \hspace{1cm} (2.6)
\[
\frac{dM_z}{dt} = \gamma (\vec{M} \times \vec{B}_{\text{eff}})_z + \frac{M_0 - M_z}{T_1}
\]  (2.7)

where \(T_1\) and \(T_2\) are the relaxation time constants which characterize the recovery of the magnetization along the \(\vec{B}_0\) field and its decay perpendicular to the \(\vec{B}_0\) field respectively.

In this rotating frame representation, the magnetic field experienced during MR experiments includes both a static (\(\vec{B}_0\)) term as well as an RF term, \(\vec{B}_1\) provided by an RF coil and can be expressed as:

\[
\vec{B} = B_1 \cos(\omega t)i - B_1 \sin(\omega t)j + B_0k
\]  (2.8)

where \(B_1\) denotes the magnitude of the magnetic field associated with the RF pulse, conventionally directed along the x-axis and \(\omega\) is the carrier or rotational frequency of the RF pulse. The magnetization in this rotating frame precesses about an effective field given by [89]:

\[
\vec{B}_{\text{eff}} = \vec{B} - \frac{\vec{B}_1}{\gamma}
\]

\[
= B_1i + B_1'k
\]  (2.9)

where \(\vec{B}_1\) denotes the frequency of the rotating frame about the laboratory frame (Fig 2.2), \(\vec{B}' = \vec{B}_0 - \vec{\omega}/\gamma\), giving a resonance offset, \(\Delta \omega = \gamma B'\) of the RF pulse. For the case where \(\omega = \omega_0\) (i.e. on resonance) the last term in Eqn. 2.9 is zero, the magnetization only experiences the effect of the RF terms (i.e. \(\vec{B}_1\)) resulting in the nutation or tipping of \(\vec{M}\) away from its equilibrium position. The amount of tipping depends on both the magnitude of the RF pulse \(B_1\) and the RF pulse length or duration \(t_p\) such that the angular
 increment by which $\tilde{M}$ is nutated, $\alpha$ is given by:

$$\alpha = \gamma \int_0^t B_1(t) dt$$

(2.10)

Thus, $B_1$ and/or $t_p$ can be set such that $\tilde{M}$ is rotated, for example, completely into the transverse plane (90° pulse) or completely rotated along the negative $z'$ axis (180° pulse). Upon removal the RF energy ($B_{eff} = 0$), the left-most terms of Eqns 2.6 and 2.7 disappear such that only the relaxation terms remain. Solution of these differential equations results in the magnetization relaxing according to:

$$M_{xy} = M_{xy}(0) \exp(-t/T_z)$$

(2.11)

$$M_z = M_0(1 - \exp(-t/T_1)) + M_z(0) \exp(-t/T_1)$$

(2.12)

The decay and growth of these magnetization terms are illustrated in Fig. 2.3.
2.2.2 MR Signal Detection

MR signal detection is based on the Faraday law of electromagnetic induction. This law states that the time varying magnetic flux through a conducting loop (a receiver coil) will induce an electromotive force (or voltage) in the loop equal to the rate at which the magnetic flux through the coil is changing. Thus, the rotating transverse magnetization $M_{xy}$ induces an electromotive force (EMF) in the RF coil oriented to detect changes of magnetization in the $xy$ plane. The detection sensitivity of the receiver coil is determined through the principle of reciprocity, the sensitivity of the coil is equal to the transverse field produced by a unit current in the coil, $B_{1,xy}$, and the induced voltage can be expressed using Faraday's law of magnetic induction as [91]:

$$V(t) = -\frac{\partial \Phi(t)}{\partial t} = -\frac{\partial}{\partial t} \int_{V_S} B_{1,xy}(\tilde{r}) M_{xy}(\tilde{r},t) \, d^3 \tilde{r}$$  \hspace{1cm} (2.13)
where the integral is calculated over the volume of the sample $V_s$ and $\Phi(t)$ is the magnetic flux crossing the coil at time $t$. The detected signal, that decays exponentially, is called a Free Induction Decay (FID) and can be written as [93]:

$$S(t) = A \int_{V_s} B_{xy}(\vec{r}) M_{xy}(\vec{r}) e^{-i\Delta \omega t} d^3 \vec{r}$$  \hspace{1cm} (2.14)

where $A$ is a proportionality constant containing the main field $B_0$ and RF field $B_1$ and resonance offset, $\Delta \omega = \omega(\vec{r}) - \omega_0 = \gamma \Delta B_0(\vec{r})$. The field inhomogeneity is both a function of space and time and is due to various sources, including imperfections in the magnet's field and magnetic susceptibility differences inside the sample, as well as any applied magnetic field gradients for spatial encoding as described in the next section. Note that in Eqn 2.14, relaxation effects have been ignored for simplicity. The same RF coil that nutates or excites the magnetization is used to detect the resulting MR signal.

### 2.3 MR Encoding or Imaging Process

To be able to obtain an MR image from the detected signal, physical hardware is needed to encode the spatial information and a mathematical tool is needed to decode the measured signal. This encoding of spatial information is done through the application of slice selecting, frequency encoding, and phase encoding magnetic field gradients (typically 1 Gauss/cm) described in sections 2.3.1-2.3.3. During the period these gradients are on, the frequencies at which the spins are processing in a voxel become dependent on their spatial coordinates $\vec{r}$:

$$\omega(\vec{r}) = \gamma (B_0 + \vec{G} \cdot \vec{r})$$  \hspace{1cm} (2.15)
where $\mathbf{G}$ is the magnetic field gradient vector. The signal from all voxel magnetizations excited by the RF pulse can be written as:

$$S(t) = \int m(\mathbf{r}) \exp(-i\gamma \mathbf{G} \cdot \mathbf{r}) d\mathbf{r}$$

(2.16)

where $d\mathbf{r}$ represents volume integration and the coefficient $m(\mathbf{r})$ represents the spin density, $\rho(\mathbf{r})$, weighted by the longitudinal relaxation time $T_1$ and the transverse relaxation time $T_2$ (here the precession due to the $B_0$ is ignored). To decode the acquired MR signal, an inverse Fourier transform is used. Fortunately, Eqn. 2.16 already has the form of the Fourier transformation, where the notion of a reciprocal vector or "k" vector is useful:

$$k = \frac{1}{2\pi} \gamma \mathbf{G} t$$

(2.17)

and Eqn 2.16 can then be written as:

$$S(t) = \int m(\mathbf{r}) \exp(-i2\pi \mathbf{k} \cdot \mathbf{r}) d\mathbf{r}$$

(2.18)

with $\mathbf{k}$ having the units of spatial-frequency, typically cycles/cm. If $S(t)$ is equivalent to the Fourier transform of $m(\mathbf{r})$, this means that at any given time $t$, $S(t)$ equals the value of the Fourier transform of $m(\mathbf{r})$ at some spatial frequency. This Fourier transform space shown for the case of a 2-D image in Fig. 2.4 below is often called "k-space".

To form an image, the required set of $\{S(t)\}$ should cover a sufficient part of k-space (determined by the Nyquist criterion; signal must be sampled at a rate equal to at least twice the highest frequency component in the signal) to allow reconstruction of $m(\mathbf{r})$. This Fourier space interpretation greatly facilitates the design and analysis of imaging methods. The total recorded signal, $S(t)$, that maps directly to a trajectory
Fig. 2.4: The $k$-space coverage for a 2-D image. The dots represent discrete samples of $k$-space. The vertical and the horizontal axis are also known as the phase encode and the read encode axis respectively.

Through spatial-frequency (Fourier space) is determined by the time integrals of the orthogonally applied gradient waveforms given by $G_x(t)$, $G_y(t)$, and $G_z(t)$. These magnetic gradient fields are obtained by superposing additional weaker magnetic fields in the same direction as the $B_0$ field but with the amplitude changing linearly with position. For example, an $x$-gradient has a variation in the $x$-direction of the $z$ component of the applied field given by:

$$\frac{dB_z}{dx} = G_x$$  \hspace{1cm} (2.19)

The actions of these waveforms are described through the following MR imaging encoding processes.
2.3.1 Selective Excitation

The use of a magnetic field in conjunction with limited bandwidth RF can excite MR signals only in a single slice of the imaging volume. This is achieved by applying the \( B_1 \) field (RF pulse) in the presence of a linear gradient magnetic field, \( G_z(t) \), conventionally in the \( z \)-direction. With \( G_z \) on, and because \( B_1 \) must be tuned to the Larmor frequency for excitation to occur, \( B_1 \) is now only effective over a frequency bandwidth that matches the bandwidth of the resonance frequencies of spins in the slice of interest. This gradient is applied on an axis perpendicular to the chosen slice plane. This bandwidth is given by \( \gamma G_z \Delta z \) and is centered about \( \omega_0 \) for excitation of the plane at \( z = 0 \) where \( \Delta z \) is the slice thickness. The extent by which the magnetization is nutated when an RF pulse of duration \( \tau \) is applied is given by Eqn. 2.10.

2.3.2 Frequency Encoding

This is a method for obtaining spatial information in one direction, whereby a gradient is on at the same time that the MR signal is being sampled or acquired. Thus, having selected a specific plane using the localization in the \( z \)-axis (as described above), the transverse magnetization along the \( x \)-axis is resolved using a second gradient \( G_x \) (also referred to as the read-out gradient) with all the other orthogonal gradients turned off. The bandwidth of the received signal is given by:

\[
\Delta \omega(x) = \gamma G_x FOV_x \tag{2.20}
\]

where \( FOV_x \) is the field of view in the \( x \)-direction and the sampling interval \( \Delta t \) is given by:
\[ \Delta t = \frac{2\pi}{\Delta \omega} (x) . \] (2.21)

This is related to the total sampling time by:

\[ T_x = N_x \Delta t \] (2.22)

where \( N_x \) is the number of samples. The variables \( G_x \) and \( \Delta t \) determine the k-space increment in the x-direction given by:

\[ \Delta k_x = \gamma G_x \Delta t \] (2.23)

### 2.3.3 Phase Encoding

The final step required to produce a 2-D image of the excited slice involves application of a positionally-dependent phase change to the transverse magnetization along the third remaining principal y-axis of the image plane. This is achieved by applying a gradient field in the y-direction, \( G_y \), for a duration of time, \( T_y \). This phase change is incremented from view-to-view by changing \( G_y \) by the amount \( \Delta G_y \) for \( N_y \) phase-encode steps. \( G_y \) and \( T_y \) both determine the incremental k-space values in the y-direction \( \Delta k_y = \gamma \Delta G_y T_y \). Hence, for each phase encode step, \( G_y \) is held constant and the projection along the x-direction is measured. The 2-D MR image acquisition matrix is usually given by \( N_x \times N_y \). The scan time \( T_{aq} \) (typical scan time of ~5 minutes) is determined by, the number of excitations \( N_{ex} \), \( N_y \) and the repetition time TR of the imaging sequence such that:

\[ T_{aq} = N_y N_{ex} TR \] (2.24)
To be able to obtain 3-D or volumetric images one has to replace the slice-selective gradient along the z-direction by a second phase encoding in the slice select direction. This can then be repeated \( N_z \) times for each value of the other phase gradient (in the y-direction) to complete a 3-D k-space matrix from which a 3-D image can then be obtained by doing a 3-D Fourier transform. This has the advantage of providing a signal-to-noise ratio (SNR) improvement of factor \( \sqrt{N_z} \) over 2-D multi-slice imaging since the entire volume contributes signal for each of the \( N_y N_z \) excitations. The main disadvantage with 3-D imaging is that the scan time can be prohibitively long (\( \geq 1 \) hour) if \( N_y \) or \( N_z \) are large or TR is long since \( T_{acq} \) becomes:

\[
T_{acq} = N_y N_z N_{ex} TR
\]  

(2.25)

These encoding processes can be combined with a sequence of RF pulses to generate images of desired contrast through what are called pulse sequences, with the basic or common pulse sequences described in the next section. Of particular interest is the generation of echoes for signal acquisition, where phase shifts are removed momentarily, thereby improving the coherence and strength of the signal. These echoes are of two types: spin echoes (undoing of phase shifts from field inhomogeneities and chemical shifts), gradient echoes (undoing or rephasing of phase shifts from gradient fields).

### 2.4 Basic MR Imaging Pulse Sequences

In this section a brief description of some of the basic imaging methods and/or sequences to obtain MR images is given. The gradient-echo sequence provides the basis
of the Look-Locker imaging method to be described later in Chapter 3. The multiple spin-echo sequence is used to estimate the $T_2$ time constant in subsequent chapters.

### 2.4.1 Gradient Echo Sequence

In a reference frame rotating at the central (Larmor) frequency, $\omega_0$, phase accrues from off-resonance sources due to magnetic field inhomogeneity, chemical shifts and applied gradient fields. Assuming perfect $B_0$ homogeneity and no chemical shift, the effect on the signal phase from the gradient field is [91]:

$$\phi(\vec{r}, t) = \gamma \int_0^t \vec{G}(\vec{r}, \tau) \cdot \vec{r} d\tau$$  \hspace{1cm} (2.26)

A gradient echo occurs when $\phi(\vec{r}, t) = 0$, that is when two gradient lobes of opposite polarity are sequentially imposed along one gradient axis. To achieve this, a gradient lobe of negative polarity in the read-out direction is turned on for a duration $\tau_{deph}$. This creates a systematic dephasing by warping the spin phases over space, thus the received signal decays faster than the intrinsic $T_2$ of the material characterized by the relaxation time constant $T_2^*$ defined as [91]:

$$\frac{1}{T_2^*} = \frac{1}{T_2} + \frac{\gamma \Delta B}{2}$$  \hspace{1cm} (2.27)

where $\Delta B$ is the static magnetic field ($B_0$) inhomogeneity.

At this point the polarity of the gradient field is reversed and any phase warping (i.e. loss of coherence) accrued from the time period the dephasing gradient field was initiated is then “unwound” or rephased because spins that were precessing at a lower
frequency are now precessing at a corresponding higher frequency. An echo begins to form as the spins gain coherence and at time $t_{deph}$, equal to the duration the negative lobe is applied, an echo is formed. Before the application of the frequency-encode gradient, a slice-selective RF pulse is applied in conjunction with a slice-select gradient to nutate the magnetization by an angle between 0 and $90^\circ$ from the $z$-axis. A phase-encoding gradient is then applied together with the negative read encoding gradient. Images acquired using a gradient echo sequence usually provide images with high $T_2^*$ contrast and the acquired signal decay is defined by the relation in Eqn. 2.11 except that

Fig. 2.5: A gradient echo imaging pulse sequence timing diagram. DAQ stands for the data acquisition.
$T_2$ is replaced with $T_2^*$ and $t$ is replaced with the echo time TE. A depiction of a gradient echo imaging sequence is given in Fig. 2.5.

### 2.4.2 Spin-Echo Sequence

Fig. 2.6 depicts a spin-echo imaging sequence. First a slice selective $90^\circ$ RF pulse is applied in the presence of a slice select gradient. A phase-encoding gradient is then applied together with a frequency-encode gradient to dephase the spins. The frequency-
encode gradient is applied so that spins will rephase at the center of the echo or data acquisition (DAQ). To rephase the spins, a slice selective 180° RF pulse is then applied in the presence of a slice-select gradient, and finally a frequency-encode gradient is applied to encode the echo centered at the DAQ at the echo time, TE. The 180° RF pulse refocuses dephasing from static B₀ inhomogeneities including gradients, chemical shifts, and/or sample susceptibility differences leaving a signal weighted by T₂. This sequence of RF and gradient pulses is then repeated for different phase-encode gradient amplitudes. Images acquired using a spin-echo sequence usually provide images with high T₂ contrast and can be used to generated T₂ maps from images acquired at different echo times TE. The magnitude of the acquired signal decay is defined by the relation in Eqn.2.11 with t = TE. This equation can be used to estimate the spin-spin relaxation time T₂ from data acquired using a pair of spin echoes.

A diagram of the spin system behaviour for a spin-echo sequence is given in Fig.2.7 where Fig. 2.7 (b) shows the spin system after time TE/2 following the 90° and just before the 180° RF pulse, (c) is the system just immediately following the application of the 180° pulse, and (d) an echo is formed at time TE following the first 90° pulse.

![Diagram of the magnetization behaviour during a spin-echo pulse sequence.](image-url)
Variants of the spin-echo sequence are the Carr-Purcell (CP) and the Carr-Purcell-Meiboom-Gill (CPMG) or multi-slice multiple spin-echo (MEMS) pulse sequences which both use a train of 180 degree pulses applied after a single excitation to generate a series of spin echoes. The CP and the CPMG (or MEMS) pulse sequence can be written using the notation \{90-x' - 180-x' - 180-x' ... - 180-x'\} and \{90-x' - 180-y' - 180-y' ... - 180-y'\} respectively. In the CPMG sequence shown in Fig. 2.7, the phase of the refocusing pulses is shifted by \(\pi/2\) with respect to the phase of the excitation (90°) pulse. The CPMG (or MEMS) imaging sequence unlike the CP imaging sequence is more conventionally used for estimating the \(T_2\) parameter because it does not lead to accumulation of errors due to imperfect 180° pulses. The use of a series of spin echoes increases the accuracy of the estimated \(T_2\) without significantly lengthening the acquisition time compared to the case of using a pair of single spin echoes. The magnitude of the acquired signal from the various spin echoes can be written as:

\[
S(nTE) = S(0)e^{-nTE/T_2}
\]

where \(n=1,2,...,N\) with \(N\) being the total number of spin echo images acquired and \(S(0)\) the signal immediately after excitation.

### 2.4.3 Inversion Recovery Sequence

Another useful sequence is illustrated in Fig. 2.8 is the inversion recovery (IR) sequence which provides images with high \(T_1\) contrast and can be used to generate \(T_1\) maps of samples or tissues. It can employ either the gradient echo or the spin echo for
image formation; the sequence in Fig. 2.8 utilizes a gradient echo. The sequence employs a preparatory $180^\circ$ RF pulse in the presence of a slice-select gradient followed by a $90^\circ$ RF read-out pulse after a waiting time of inversion time (TI). The next pair of $180^\circ$-$90^\circ$ RF pulse is applied after a dead time of about $3T_1$ for a different TI to sample the next point in the magnetization recovery curve of the sample being imaged. This is repeated for the desired number of TI points sufficient to characterize the complete recovery curve. But because of the long waiting time required coupled with the number of phase

$$S(TI) = S(0)\left(1 - 2e^{-TI/T_1}\right)$$  \hspace{1cm} (2.29)

![Fig. 2.8: A simple inversion recovery imaging sequence diagram.](image-url)
encodes required to obtain a workable image (usually ≥ 64) the imaging time using this method can be prohibitively long. The magnitude of the signal from these TI images can be written as:

2.5 Polymer Gel Dosimetry

As described in chapter 1, the ability of MR imaging to probe polymer gel dosimeters is due to radiation-induced alteration of the physical and/or chemical properties of the gel dosimeter and subsequent changes in the inherent relaxation time parameters $T_1$ and/or $T_2$.

2.5.1 Transverse and Longitudinal Relaxation Times

Relaxation occurs because of interactions between spins and other types of magnetic moments such that spins experience time-dependent magnetic or electric fields. These types of interactions could be spin-rotational, anisotropic chemical shift, scalar, quadrupolar. For gel dosimeters used in these studies relaxation is primarily through dipole-dipole interactions, with the interactions taking place between the spins themselves in either the same or different chemical environment. The theory of NMR relaxation phenomena in liquids was formulated shortly after World War II [28,90,94,95] and is also known as the BPP theory named after Bloembergen, Purcell and Pound [8]. The theory which follows considers only spins of value $I = \frac{1}{2}$ (i.e. protons) and follows that given in [28].
For a system of two identical spins \( \tilde{I} \) and \( \tilde{S} \) interacting with each other having gyromagnetic ratios, \( \gamma_I, \gamma_S \) respectively, the equations of motions for the observable quantities \( \tilde{I}_z + \tilde{S}_z \) (longitudinal) and \( \tilde{I}_x + \tilde{S}_x \) or \( \tilde{I}_y + \tilde{S}_y \) (transverse) are given by [28]:

\[
\frac{d}{dt}(\tilde{I}_z + \tilde{S}_z) = -2(W_1 + W_2)(\tilde{I}_z + \tilde{S}_z - I_0 - S_0) \tag{2.29}
\]

\[
\frac{d}{dt}(\tilde{I}_x + \tilde{S}_x) = -2(U_1 + U_2)(\tilde{I}_x + \tilde{S}_x) \tag{2.30}
\]

where \( I_0 \) and \( S_0 \) are the equilibrium values of the magnetic moments of spins \( \tilde{I} \) and \( \tilde{S} \), and \( \tilde{I}_z \) and \( \tilde{S}_z \) denote the average values of the longitudinal component of the magnetic moment. \( W_1 \) and \( W_2 \), are the transitional probabilities per unit time for the longitudinal components between two eigenstates \( |m_i\rangle, |m_j\rangle \) of the unperturbed Hamiltonian of the two particles with spin \( \tilde{I} \) and \( \tilde{S} \) in a magnetic field \( B_0 \) along the z axis. \( U_1 \) and \( U_2 \) are the transition probabilities per unit time between the eigenstates of the transverse components of the magnetic moments. This Hamiltonian is given by [28]:

\[
H = -\hbar \gamma_I B_0 I_z - \hbar \gamma_S B_0 S_z + H' \tag{2.31}
\]

where the first two terms are the Zeeman Hamiltonian terms and \( H' \) is the time-dependent perturbation term Hamiltonian for either the spin-spin interaction or interaction between the spin and the RF field. This perturbation term for the case of the dipole-dipole interaction is given by [28]:

\[
H' = -\frac{\hbar^2 \gamma_I \gamma_S}{r^3} \left[ 3(\tilde{I} \cdot \tilde{r})(\tilde{S} \cdot \tilde{r}) - \tilde{I} \cdot \tilde{S} \right] \tag{2.32}
\]

where \( r \) is the separation between the two spins and \( \tilde{r} \) is the distance unit vector. These eigenstates have corresponding energies \( E_i \) and \( E_j \) of the perturbed Hamiltonian from the
spin-spin interaction on the Zeeman energies of the spins in a constant magnetic field. The transitional probabilities can be calculated for the equations of motion of the longitudinal components using the equation given below [28]:

\[
W_{ij} = \frac{1}{\hbar} \left| \int_0^t \langle m_j | H(t') | m_i \rangle \exp(-i\omega_{ij} t') dt' \right|^2
\]  \hspace{1cm} (2.33)

For the transverse components, the defined eigenstates of the spins |a> and |b> are not eigenstates of the energy but can be expanded in terms of eigenvectors of the energy with coefficients \( a_i \) and \( b_j \). The transition probabilities per unit time between these states for the equations of motion for the transverse components of the magnetic moment can be calculated using the relationship [28]:

\[
U_{ab} = \frac{1}{\hbar} \left| \sum_j \langle m_j | H(t') | m_i \rangle a_i b_j \exp(-i\omega_{ij} t') dt' \right|^2
\]  \hspace{1cm} (2.34)

where \( \omega_{ij} = (E_j - E)/\hbar \). From the computed values of transition probabilities [7,8] in a homogeneous system (\( \omega_l = \omega_s = \omega \)), the exponential solutions of Eqns (2.29) and (2.30) can be expressed as:

\[
\frac{1}{T_1} = 2(W_1 + W_2)
\]  \hspace{1cm} (2.35)

\[
\frac{1}{T_2} = 2(U_1 + U_2)
\]  \hspace{1cm} (2.36)

These relaxation times can be calculated to give [28]:

\[
\frac{1}{T_i} = \frac{6}{20} \frac{\hbar^2 \gamma^4}{r^6} \left[ \frac{\tau_c}{1 + \omega^2 \tau_c^2} + \frac{4\tau_c}{1 + 4\omega^2 \tau_c^2} \right]
\]  \hspace{1cm} (2.37)
\[
\frac{1}{T_2} = \frac{3}{20} \frac{\hbar^2 \gamma^4}{\nu^6} \left[ 3\tau_c + \frac{5\tau_c}{1 + \omega^2 \tau_c} + \frac{2\tau_c}{1 + 4\omega^2 \tau_c^2} \right]
\]  \hspace{1cm} (2.38)

where \(\tau_c\) is the correlation time and \(\omega\) the Larmor frequency of the spin. The linear term in \(\tau_c\) given by \(3\tau_c\) in Eqn 2.38 is the primary reason why the relaxation rate parameter \(1/T_2\) as opposed to \(1/T_1\) is the primary parameter used in quantification of the relative effect of radiation in polymer gel dosimeters.

### 2.5.2 Chemical Mechanisms of Polymer Gel Dosimeters

A gel dosimeter is a gel matrix (or hydrogel) in which chemicals (monomers for polymer gels) which react to radiation are dissolved. These dosimeters generally have a high water content (~90%) and it is the radicals produced from the radiolysis [96] of water that affect the dissolved solutes which bring about the chemical changes which can then be measured; not the radiation effect on the solute itself. The most prevalent free radicals formed in the time span of \(~10^{-8}\) s following irradiation exposure are (i) the aqueous electrons, (ii) the hydroxyl radical (OH\(^-\)) and (iii) the hydroxonium ion (H\(_3\)O\(^+\)). These radicals can react with monomers present in the gel dosimeter. The decomposition of intermediaries can be written as a simplified reaction in which the reaction rate is proportional to the absorbed dose [96,97].

\[
H_2O \xrightarrow{\kappa_d} 2R^o
\]  \hspace{1cm} (2.39)

where \(R^o\) denotes the radicals formed from water. For the purpose of this work only a brief review of the polymerization process induced by radiation is presented below and can be summarized into the following three stages described by de Deene et al [97]:
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1. **Initiation:** The radicals $R^0$ initiate the polymerization of monomers $M_n$ by binding to an electron of the double bond of the monomer. This step can be written as:

$$R^0 + M_n \xrightarrow{K_r(n)} RM_n^*$$

(2.40) where $K_r(n)$ is the reaction rate constant. Initially, there is no polymer in the gel and $n$ will be equal to one, but as the cross-linking monomers have 2 double bonds on the same molecule, there can be reactive double bonds on the cross-linking polymer. Thus, during polymerization there may be monomers $M_n$ consisting of $n$ monomer units that react with the radicals.

2. **Propagation:** The polymer chains grow as a result of the propagation of chain reactions (with reaction rate constant $K_p(n,m)$) by which the created monomer and polymer radicals react further with other monomers or polymer chains:

$$RM_n^* \xrightarrow{K_p(n,m)} RM_{n+m}^*$$

(2.41)

3. **Termination:** This usually takes place by the combination of two radicals or by disproportionation (chemical reaction in which a single reactant breaks up to produce 2 different products) involving hydrogen abstraction resulting in two dead chains. Also termination may take place by the transfer of radical groups to other molecules with the agent being either the growing polymer chain or the gelatin polymer. The decrease of polymerization rate with increasing gelatin concentration has been observed providing evidence of gelatin moderating the polymerization, possibly through chain transfer reactions or through scavenging of initiating fragments by the gelatin molecules [98]. If oxygen is present in the gel, peroxide radicals are created and will quickly react with other radicals leading to a termination. The presence of oxygen is usually undesirable and
is usually removed by either purging the gel solution with inert gases (nitrogen or argon) or using anti-oxidants.

### 2.5.3 NMR Response of Polymer Gel dosimeters

Most spin systems are heterogeneous and the spins exist in different environments where they may experience different interactions or undergo different motions on different time scales. Polymer gels for example contain polyacrylamide protons, gelatin protons, water protons hydrating the polyacrylamide, gelatin protons and bulk water protons. Each of these spin groups has inherent relaxation properties determined by the molecular dynamics and interactions experienced by the spins. Usually these spin groups are not isolated and exchange with each other so that the overall observed relaxation differs from the inherent relaxation of the individual groups. The observed relaxation rates are complex functions of the inherent relaxation rates, the exchange rates or times between the different environments and the physical spin fractions [6,50].

If the exchange times of protons between the various environments are long compared to the inherent relaxation times of these environments, the NMR signal is the same as the sum of the signals from the isolated, non-exchanging environments. When this happens the magnetization evolution is multi-exponential of which the population fractions of the different pools determines the weighting factors of the different exponential components. This is otherwise known as slow exchange. For intermediate exchange, where the exchange time is about the same as the relaxation times, the observed relaxation rates and the magnetization weightings are complex functions of the inherent relaxation times and exchange times. But if these exchange times are short...
compared to the relaxation times but still long compared to the correlation times (fast exchange limit), the observed magnetization evolution will be mono-exponential with a relaxation rate [94,97,99,143]:

\[ R_2 = f_{mob}R_{2,mob} + f_{poly}R_{2,poly} + f_{gela}R_{2,gela} \]  

(2.42)

where \( f_i \) is the fraction of spins in each of the environments in the system with \( poly \) referring to protons in the radiation formed polymer environment, \( gela \) to those in the gelatin environment and \( mob \) to those protons in the remaining or bulk environment which is the mobile proton group (free water and monomer protons). The proton fractions satisfy the condition \( f_{mob} + f_{poly} + f_{gela} = 1 \). For polymer gel dosimeters, the protons in the various environments are in a fast exchange regime with each other [99]. Eqn 2.42 defines how an increase in \( R_2 \) with dose results from an increase in polymer concentration. Thus the extent of the resulting polymerization reaction is dose dependent. These polymer aggregates influence the mobility of the surrounding molecules and according to the theory of Bloembergen-Purcell-Pound [90,95] given in Eqn.2.38, this results in a change in the spin-spin relaxation rate.

The dose dependence or response of the spin lattice relaxation time, \( T_1 \), for polymer gels is not as pronounced as that for the spin-spin relaxation time, \( T_2 \), and the exchange regime is more complicated [99].
Chapter 3

3-D Look-Locker Imaging Method for $T_1$ Estimation

3.1 Introduction

In Fricke 3-D gel dosimetry the ionizing radiation absorbed is inversely proportional to the $T_1$ of the irradiated gel due to the conversion of ferrous to ferric ions. These gels face the problem of loss of spatial information due to the diffusion of ferric ions from their formation sites, thereby requiring fast and efficient acquisition methods to limit this effect.

The Look-Locker [100] 2-D imaging [101] scheme is a useful time saving approach for $T_1$ measurement. This method uses a train of small tip angle RF pulses to sample the longitudinal magnetization recovery curve for a given phase encode and it has been shown to provide highly efficient and accurate $T_1$ estimation in the time frame of a few minutes [102,103]. However, extension of this method to volumetric (i.e. 3-D) image acquisition is not very practical since it is expected to be very time consuming (approximately 1 hour depending on the number of slices), which would prohibit its routine clinical use especially for gel dosimetry. Henderson et al [104] have suggested a method for the rapid acquisition of 3-D images for the estimation of $T_1$, based on the 2-D Look-Locker (LL) imaging principle but with appropriate segmentation of k-space [104]. This 3-D LL method has been shown to have an efficiency even higher than that of a 2-D LL imaging sequence [105]. With the 3-D LL method [104], the small tip angle RF
pulses are delivered as rapidly as possible and equally spaced in time (τ=10ms) to reduce image acquisition time. However, this limits the available SNR since only small tip angles (≤5°) can be used in order to preserve dynamic range by not driving the magnetization too quickly to steady state.

This chapter is based on the article by Nkongchu and Santyr [106] and describes a method based on the 3-D LL approach suggested by Henderson et al [104] with the addition of a variable delay between successive inversion time (TI) point images. This additional delay allows more magnetization recovery between TI images thus permitting the use of larger tip angle RF pulses (>5°) without sacrificing the dynamic range. The larger tip angles give a significant improvement in SNR for a small increase in scan time, thereby providing less noisy data for the estimation of 3-D T₁ maps. A general theoretical and experimental characterization of the magnetization evolution is described for this improved 3-D LL imaging sequence. The improved accuracy and precision of the method is compared to the conventional 3-D LL approach and is demonstrated in phantoms covering a range of T₁ expected in vivo including the range of T₁ (~200 ms – 1000 ms) for PVA-Fricke gels.

3.2 Theory

Fig. 3.1 shows the 3-D modified imaging LL sequence diagram implemented in this work. In the implementation of this fast 3-D LL sequence, a non-slice selective inversion pulse α = π is used to completely invert the longitudinal magnetization (a tangential adiabatic pulse [107] was used in this work) prior to the acquisition of each segment of ky.
space for a fixed $k_z$ value. After the inversion pulse, a series of small flip angle slab selective readout pulses, $\beta$, separated by a time interval, $\tau$, are used to rapidly and repeatedly sample the recovery of the longitudinal magnetization. A gradient echo is used

![Diagram](image)

**Fig. 3.1.** The 3-D LL pulse sequence for a given segment acquiring $P$ phase encode lines for each $m$ group. The $\tau_r$ is $\geq \tau$ permitting increased longitudinal magnetization, $M_n$, before the application of the next group of $\beta$ pulses $m$ representing the next "effective" TI image. $\alpha$ is a tangential adiabatic frequency modulated pulse with a constant phase and amplitude, and $S$ the spoilers.
to sample $k_x$ space following each $\beta$ pulse for each $k_y$ phase encoding step in the given segment (the number of $k_y$ lines, $P$, per segment is typically 16). Any residual transverse magnetization, which might interfere with the signal from the next $\beta$ pulse, is completely spoiled after each gradient echo using a spoiler gradient $S$.

To sample the recovering magnetization, the segment of $P$ $\beta$ pulses is re-applied $m$ times ($m = 1, 2, \ldots, M$), each separated by a delay time $\tau_r$, where $m$ defines the number of sample, $M$ defines the total number of samples of the recovery curve and $\tau_r$ determines the spacing between these samples. $N = PM$ defines the total number of RF pulses following the inversion pulse. More specifically, the “effective” inversion time $T_{I_{eff}}$ for each sample can be defined as:

$$T_{I_{eff}} = (n-m)\tau + (m-1)\tau_r$$

where $n$ is defined as the number of $\beta$ assigned to the centre of k-space. This sequence of an inversion pulse followed by $N$ small tip angle pulses is repeated for the number of segments (e.g. 4, 8) required to fill $k_y$ space and the entire acquisition is repeated for each $k_z$ value (with phase encoding done in the slice-selective direction or $z$-direction). To ensure that the $T_{I_{eff}}$ values most closely approximate the sampled recovering magnetization, the $k_y$ lines for a given $k_z$ line are acquired in an interleaved and centric method [104]. In the implementation of Henderson et al [104], there is no additional recovery delay $\tau_r$ (i.e. $\tau_r=\tau$) and since $N$ can be high (e.g. $>150$ since $P$ can be quite large for maximum efficiency (e.g. 32)), steady state can be achieved before adequate sampling of the recovery curve occurs, especially for large tip angles. The principal difference this pulse sequence introduces is that $\tau_r$ can be made much larger than $\tau$ allowing partial recovery of the magnetization before the next $T_{I_{eff}}$ sample allowing the use of larger tip
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angles. This results in a substantial improvement in data quality for a small (typically 10 – 20 %) increase in measurement time. At the end of the entire train of N pulses, an optional recovery, \( t_r \), time is inserted, permitting complete recovery of the longitudinal magnetization prior to the next inversion pulse. The subscripts of \( \beta \) in Fig. 3.1, represent the phase encode line number being acquired. Thus the repetition time can be defined as:

\[
TR = t_d + M(P-1)\tau + (M-1)\tau_t + t_r.
\]

The derivation of the signal strength equation for the 3-D LL imaging sequence follows that for the 2-D LL method given in Brix et al [101], modified to include the recovery time interval \( \tau_r \). The longitudinal magnetization, \( M_n \), just before the \( n^{th} \) \( \beta \) pulse is given by the relation:

\[
M_n = M_{eq}\left[F + (Q - F)\{\cos(\beta)E_t\}^{n-m}\{\cos(\beta)E_{tr}\}^{m-1}\right],
\]

where,

\[
F = \frac{1}{1 - E_{tr}E_{t}^{P-1}\cos^P(\beta)}\left[(1 - E_t)\cdot\left\{\frac{1 - (E_t \cos(\beta))^{P-1}}{1 - E_t \cos(\beta)}\right\} + (1 - E_{tr}) (E_t \cos(\beta))^{P-1}\right].
\]

\[
Q = \frac{(D + G) \cos(\beta) \cos(\alpha) E_t E_d + (1 - E_{tr}) E_d \cos(\alpha) + (1 - E_d)}{1 - \{E_t^{N-M} E_{tr}^{M-1}\cos^{N-1}(\beta)\} \cos(\beta) \cos(\alpha) E_t E_d},
\]

\[
D = F\{1 - (E_t \cos(\beta))^{P-1}\}\frac{1 - \{E_{tr} E_{t}^{P-1}\cos^P(\beta)\}^{M}}{1 - \{E_{tr} E_{t}^{P-1}\cos^P(\beta)\}},
\]

\[
G = (1 - E_{tr})\{E_t \cos(\beta)\}^{P-1}\frac{1 - \{E_{tr} E_{t}^{P-1}\cos^P(\beta)\}^{M-1}}{1 - E_{tr} E_{t}^{P-1}\cos^P(\beta)},
\]

\[
E_{tr} = \exp(-\tau_r/T_1), E_t = \exp(-\tau/T_1), E_d = \exp(-t_d/T_1), E_{tr} = \exp(-t_r/T_1).
\]
Here \( n \) is the number of the \( \beta \) pulse at which the centre of \( k \) space is acquired and is given by \( n = f(m) \) e.g. \( f(m) = P(m-1)+8 \) (with \( m = 1,2\ldots M \)), \( Q \) is the ratio of the longitudinal magnetization just before the \( \beta_1 \) pulse and the equilibrium magnetization \( M_{eq} \), and \( F \) is the longitudinal magnetization as the number of \( \beta \) pulses, \( N \), approaches infinity. When \( \tau = \tau_\text{r} \), it can be shown that the above expressions (\( M_n, F \), and \( Q \)) simplify to the equations of the conventional 3-D (or 2-D) LL imaging sequence [101,104]. The signal or image intensity at a given pixel \((i,j)\) for a given slice is then given by the relation [101]:

\[
S_n(i,j) = |\sin(\beta)M_n(i,j)\exp(-TE/T_2^* (i,j))|,
\]

(3.2)

Note that Eqn. (3.2) can also be rearranged into the form of a conventional inversion recovery type equation from which the \( T_1 \) can be extracted:

\[
S(i,j) = \left[ A(i,j) \left\{ 1 - DR(i,j) \cdot \exp \left( -\frac{T_1}{T_1^*} \right) \right\} \right],
\]

(3.3)

where,

\[
TI = TI_{eff},
\]

\[
\frac{1}{T_1^*} = \frac{1}{T_1} \cdot \frac{\ln(\cos(\beta))}{\{ (N - M)\tau + (M - 1)\tau_\text{r} \} / (N - 1)},
\]

(3.3a)

\[
A = M_{eq} F \sin(\beta),
\]

(3.3b)

\[
DR = \frac{1}{F} \left\{ -\frac{(D + G)\cos(\beta)E_{tr}E_d - 2E_d + E_{tr}E_d + 1}{1 + \left( E_{tr}^{N-M} E_{tr}^{M-1} \cos(\beta) \right) \cos(\beta) E_{tr}E_d} - F \right\}.
\]

(3.3c)
Recall that \( N = PM \) is the total number of RF pulses following inversion, \( P \) is the number of phase encode lines acquired per segment. Here one would effectively do a three-parameter fit of Eqn. (3.3) to the pixel magnitude signals as a function of \( \text{T}_1^{\text{eff}} \) yielding values for \( A, DR \) and \( T_1^* \). \( T_1 \) is then extracted from \( T_1^* \) using Eq. (3.3(a)).

### 3.3 Methods

The 3-D LL sequence was implemented at 1.89T (Magnex Scientific, Abingdon, Oxon, England) using a 12 cm internal diameter transmit/receive birdcage coil (Morris Instruments Inc. Ottawa). All measurements were performed at room temperature. The parameters for the 3-D LL imaging sequence were: \( t_d = 12 \text{ ms}, \tau = 10 \text{ ms} \) (minimum value attainable), \( P = 16, M = 12, \text{FOV} = 130 \text{ mm}, \) slice thickness of 10 mm with, \( \tau_r = 120 \text{ ms} \) and \( \beta = 10^\circ \). Choosing \( \beta > 20^\circ \) results in poorer \( T_1 \) estimation presumably due to the very rapid attainment of steady state and the increased error in \( \beta \) as \( \beta \) increases [102,103]. The repetition time \( TR \) was kept fixed at 5000 ms. The matrix size used was \((N_x \times N_y \times N_z) = 128 \times 64 \times 16\) zero-filled to \( 128 \times 128 \times 16\). The phase encode lines were acquired in 4 segments, thus giving a value of \( P = 16\). The choice of \( P \) was optimized from a Monte Carlo simulation whereby a one-dimensional image along the phase encode direction was simulated and \( P \) was varied between 2 and 32 until a drastic loss in signal was obtained in going from 16 to 32. This was also confirmed experimentally. \( M \) was varied between 8, 12, 14 and 16.

\( T_1 \) maps were calculated by fitting Eq. (2) to the magnitude signals from each pixel, using a non-linear least-square method, which employs a Levenberg-Marquardt
algorithm (Matlab 6.0, The Matworks Inc. USA), where the fitted parameters were: $T_1$ and the scaling constant $M_{eq} \exp\left(-\frac{TE}{T_2^*}\right)$. A calibration of the transverse $B_1$ or RF uniformity was found to be quite uniform (a maximum deviation of ~8% was obtained for a 9.5 cm transverse circular diameter). This calibration was done using the method by Akoka et al [108]; which makes use of the ratio of stimulated ($I_{STE}$) and spin ($I_{SE}$) echo signals. Different $I_{STE}/I_{SE}$ ratio maps for nominal $\beta = 25 - 85^\circ$ in $5^\circ$ increments were acquired and a fit to the equation $I_{STE}/I_{SE} = \cos(\beta p(x))$, with $p(x)$ providing the spatial $B_1$ map. There was little or no change in the $T_1$ estimates using such a correction factor $p(x)$ on the flip angles, so no subsequent correction was applied in this work.

To validate the performance of this 3-D LL sequence, aqueous gadolinium (Gd-DTPA) samples were prepared with 7 different concentrations varying between about 0.04 mM and 0.70 mM to provide a range of $T_1$ values from approximately ~300 – 1700 ms. $T_1$ values were extracted using the 3-D LL imaging sequence ($T_{1,LL}$) and compared to $T_1$ values obtained with a conventional inversion recovery technique ($T_{1,IR}$) with TI ranging from 100 ms to 10000 ms. Also the $T_{1,LL}$ measurements were compared for four different $\tau_r$ values from 10 ms (i.e. conventional ($\tau_r = \tau$)) to $\tau_r = 200$ ms.

### 3.4 Results and Discussion

Table 3.1 shows a summary of the mean accuracy (defined as $|T_{1,LL} - T_{1,IR}| \times 100 / T_{1,IR}$ for each sample, averaged over all 4 samples) and the range of accuracies for various sequence variables for regions of interest (ROI) of ~40 pixels. Table 3.1, also shows the comparison between the $T_{1,LL}$ for the conventional 3-D LL for $\beta = 5^\circ$ ($\tau_r =$
\( \tau = 10 \text{ ms} \) and the \( T_{1,\text{LL}} \) with \( \beta = 10^\circ \) and \( \tau_r = 120 \text{ ms} \). As expected the conventional 3-D LL \( T_1 \) measurement accuracy range of 2 to 7.3 \% agrees with Henderson et al [104] over a similar range of \( T_1 \). The results from the fit for the sequence parameters \( M = 16, \tau_r = 10 \text{ ms, } \beta = 5^\circ \) (given in Table 3.1 for the conventional method), and a fit from \( M = 20, \tau_r = 10 \text{ ms, } \beta = 5^\circ \) (thereby making the sampling range approximately the same as that for the parameters \( M = 12, \tau_r = 120 \text{ ms and } \beta = 10^\circ \)) didn’t show any significant difference.

Table 3.1: Mean accuracy (defined as \( |T_{1,\text{LL}} - T_{1,\text{IR}}| \times 100/ T_{1,\text{IR}} \) for each sample, averaged over all samples) of \( T_1 \) estimates using different \( \tau_r, \beta \) and \( M \) values. The poorer \( T_1 \) accuracy for \( \beta = 15^\circ \) was due to the 22.5 \% poorer accuracy for the \( T_{1,\text{LL}} \) value compared to the \( T_{1,\text{IR}} = 1688 \text{ ms vials. Eliminating this value reduces mean accuracy to 3.34 \% (range = 2.3 - 4.6 \%). The last row gives the accuracy for a conventional 3-D Look-Locker method.

<table>
<thead>
<tr>
<th>Sequence Variables</th>
<th>Mean Accuracy (Range)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( M = 14, \tau_r = 80 \text{ ms, } \beta = 8^\circ )</td>
<td>1.1 % (Range = 0.1 - 2.8 %)</td>
</tr>
<tr>
<td>( M = 12, \tau_r = 120 \text{ ms, } \beta = 10^\circ )</td>
<td>1.1 % (Range = 0.2 - 3.1%)</td>
</tr>
<tr>
<td>( M = 8, \tau_r = 200 \text{ ms, } \beta = 15^\circ )</td>
<td>6.1 % (Range = 2.3 - 22.5 %)</td>
</tr>
<tr>
<td>( M = 16, \tau_r = 10 \text{ ms, } \beta = 5^\circ )</td>
<td>5.7 % (Range = 2.2 - 7.3 %)</td>
</tr>
</tbody>
</table>

For example, the fit for a sample using parameter values of \( M=16, \tau_r = 10 \text{ ms, } \beta = 5^\circ \) gave a \( T_1 \) value of 1072 ± 26 ms compared to 1067 ± 33 ms for the parameters \( M = 20, \tau_r = 10 \text{ ms, } \beta = 5^\circ \). However, the \( T_1 \) obtained by the modified 3-D LL method shows an improvement in accuracy ranging from 0.2\% to 3.1 \% probably due to the improved SNR (Table 3.2) but likely also due to the improved dynamic range sampling of the data as shown in Fig.3.2.
Table 3.2: Relative SNR values for sequence images acquired at approximately the same "effective" inversion time, "TI_{eff}" for $\beta = 5^\circ$ (the conventional 3-D LL) and $\beta = 10^\circ$ ($\tau_r = 120$ ms).

<table>
<thead>
<tr>
<th>$\sim$TI_{eff} (ms)</th>
<th>90</th>
<th>630</th>
<th>1170</th>
<th>2170</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta = 5^\circ$</td>
<td>34.7</td>
<td>39.3</td>
<td>43.6</td>
<td>44.7</td>
</tr>
<tr>
<td>$\beta = 10^\circ$</td>
<td>52.4</td>
<td>56.0</td>
<td>60.5</td>
<td>59.3</td>
</tr>
</tbody>
</table>

Fig. 3.2, illustrates that using $\beta = 10^\circ$ and $\tau_r = \tau = 10$ ms leads to a rapid attainment of
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Fig. 3.2. Sample data plots showing the magnetization recovery for $\beta = 10^\circ$ with $\tau_r = \tau = 10$ ms being driven faster to steady state (diamond-shaped data points) compared to the case of $\tau_r = 120$ ms, where the plot shows a less perturbed recovery.
steady state thereby giving poorer $T_1$ estimates (accuracy up to $\sim 10\%$), compared to the case where $\beta = 10^\circ$ and $\tau_r = 120$ ms which gives an accuracy of $\sim 2.3\%$. Although the extents of sampling for the two curves shown in Fig.3.2 are not the same, this demonstrates the need for a larger recovery time $\tau_r$ when using larger tip angles.

Fig. 3.3 shows how the $T_1$ values for one sample vary as a function of $M$ (the number of recovery samples) for different values of $\beta$ and $\tau_r$. For $\beta = 15^\circ$ (ROI $\sim 40$ pixels), the $T_1$ is consistently overestimated for all values of $M$, probably due to the poor dynamic range of the data. It is apparent that the choice of optimal $\beta$ is tied to both the $M$

---
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Fig. 3.3. The effect on $T_1$ estimation of increasing the number of "effective" TI images, $M$, on a given sample for different tip angles $\beta$ and intermediate recovery times, $\tau_r$. The horizontal line is the IR estimated $T_1$ value for this sample (with a $T_1$ value given by 770 ms).
value as well as the choice of \( \tau_r \), a trend which is also observed with the 2-D Look-Locker pulse sequence [102,103] whereby as \( N \) (or \( M \)) is increased, the optimal tip angle decreases. As the \( \beta \) increases, \( M \) must also be reduced to preserve accuracy, however this also reduces the number of samples of the recovery curve (thereby a concomitant reduction in the degrees of freedom), which can lead to unreliable estimates of \( T_1 \). The choice of the \( \tau_r \)'s for the various flip angles was chosen based on the observation of the data being driven to steady state faster for smaller \( \tau_r \) values, particularly for \( \beta > 8^\circ \).

Figs 3.4(a) and 3.4(b) show the effect of \( \tau_r \) on the precision and accuracy respectively of a given \( T_1 \) as \( \tau_r \) is increased. Fig.3.4a shows that the precision (given by the percentage standard deviation of the fit of an ROI ~ 40 pixels on the \( T_1 \) value for the ROI) gets slightly worse as \( \tau_r \) is increased. The same trend is shown by the accuracy for \( \beta = 5^\circ \) and \( \beta = 8^\circ \) in Fig.3.4b. For \( \beta = 10^\circ \) and \( 15^\circ \), the accuracy seems to only slightly improve. This is probably because for smaller \( \tau_r \) (< 120 ms), insufficient magnetization has recovered before the sampling of the recovery curve for the next "effective" \( T_1 \) image occurs. This improvement in accuracy by allowing the magnetization to recover then appears to compensate for any degradation in accuracy resulting from the increase in \( \tau_r \).
Fig. 3.4. The effect on (a) $T_1$ accuracy and (b) $T_1$ precision of increasing the intermediate recovery time variable, $\tau_r$, for different tip angles $\beta$ with $M$ set at 14.

Fig.3.5, shows $T_{1,LL}$ plotted versus $T_{1,IR}$ as well as the best fit linear regression giving a slope of $1.01 \pm 0.01$, an intercept of $2.93 \pm 9.41$ and an $r^2 = 0.9986$. The data points represent the mean of four calibration vials and the error bars are the resultant standard deviation. These measurements were made with $\beta = 10^\circ$, $M = 12$, $P = 16$, and $\tau_r = 120$ ms. Overall, the $T_{1,LL}$ values showed good accuracy and precision compared to the $T_{1,IR}$ values.
Fig. 3.5. The modified 3-D LL estimated $T_1$ values compared with inversion recovery determined $T_1$ values. The straight line is the linear least-square fit to the data. The data points are the mean of four calibration vials weighted by the errors on the fitted $T_1$ and the error bars are the resultant standard deviation. The 3-D LL sequence variables were, $\beta = 10^\circ$, $\tau_r = 120$ ms, $M = 12$.

Measurements with other parameters such as $\beta = 15^\circ$, $M = 12$, $P = 16$, and $\tau_r = 120$ ms provided fits with much larger intercepts (-19.59 ± 10.44 ms) and worse slopes (0.94±0.07) with an $r^2 = 0.9976$. Figs. 3.6 (a) and 3.6(b) show sample $T_1$ maps calculated using the conventional method and using the method described in this work respectively. Fig.3.6 (b) was acquired using the parameters $\beta = 10^\circ$, $M = 12$, $P = 16$, and $\tau_r = 120$ ms and is less noisy compared to Fig.3.6 (a).
Fig. 3.6. Sample T$_1$ maps for the conventional 3-D LL with parameters $M = 16$, $\tau_r = 10$ ms, $\beta = 5^\circ$ (6a) and for the suggested method with parameters $M = 16$, $\tau_r = 120$ms, $\beta = 10^\circ$ (6b).

This modified 3-D LL sequence permitted the acquisition of a 128 x 64 x 16 data matrix in less than 6 minutes with a T$_1$ accuracy of within 3 \% (for the worst case within
the $T_1$ range investigated). This work indicates that for the range of $T_1$ values used here, a suggested choice of measurement parameters would be $\tau = 10\ ms$, $\tau_r = 120\ ms$, $\beta = 10^\circ$, $M = 12$ to give a mean accuracy within 3%. For larger tip angles such as $20^\circ$ it would be advisable to reduce $P$ from 16 to about 8 with a concomitant increase in acquisition time. Although the conventional 3-D LL ($\tau = \tau_r$) is marginally faster (~15%) the loss in accuracy is significant and suggests that the small time penalty introduced by the additional delay time, $\tau_r$, is justified.

It is worth noting that this method is still applicable to the 2-D LL imaging method and would be expected to provide similar improvements in accuracy with even less time penalty. The interpretation of the parameters such as $M$ and $P$ (with $M$ being the number of “effective” inversion time $T_{1\text{eff}}$ images instead of $N$ as in a conventional 2-D LL sequence) used in a 2-D implementation would be expected to be the same as that presented here for the 3-D case.

### 3.5 Conclusion

We have described and characterized a 3-D LL imaging sequence which permits the use of larger tip angles ($> 5^\circ$) by the introduction of an additional recovery time delay variable $\tau_r$ while still keeping the inter-pulse timing for pulses within each recovery time sample small ($\leq 10\ ms$) and thereby providing more accurate and precise $T_1$ estimates with only marginal (15%) increase (compared to the conventional 3-D LL) in the total measurement time. For an acquisition matrix of $128 \times 64 \times 16$ with the sequence parameters of $t_d = 12\ ms$, $\tau = 10\ ms$, $\tau_r = 120\ ms$, $\beta = 10^\circ$, $P = 16$ and $M = 12$, a mean
accuracy in the $T_1$ estimation within 3% is obtained for $T_1$ values ranging from about 300 ms to about 1700 ms within a six minute measurement time.
Chapter 4

3-D Look-Locker Imaging for $T_1$ Gel Dosimetry: Effect of k-space Data Acquisition

4.1 Introduction

The Look-Locker imaging scheme has been suggested as a possible tool for gel dosimetry (especially with Fricke gel dosimeters which are $T_1$ radiation sensitive) due to its speed of data acquisition combined with its well established accuracy and efficiency of estimating $T_1$s [100-106, 109,110]. Speed is essential since these gel dosimeters suffer the problem of spatial diffusion of radiation-induced ferric ions (from ferrous ions) and auto-oxidation (of ferrous to ferric ions). Due to its speed of data acquisition, this method faces a problem similar to that faced in fast spin echo imaging [111], in that the main drawback associated with the 3-D Look-Locker (3-D LL) imaging method is that the acquisition of k-space is segmented and within each of these segments the magnetization is evolving (recovering in this case) during the acquisition of this k-space segment of the image. This thereby gives a point spread function (PSF) effect in the phase encode direction when the data is Fourier transformed into object (or image) space, which can result in either some edge blurring or enhancement in the image.

In this chapter the effect of different PSF from four different k-space acquisition schemes on image profiles is explored by simulations such as loss or enhancement in
signals especially for small size objects. The range of $T_1$s examined included a clinically-relevant range expected in tissue ($300 \text{ ms} - 1800 \text{ ms}$) which also covers the range of $T_1$ commonly found in $T_1$ or Fricke-based gel dosimeters. A suggestion is then made as to a possible k-space acquisition method for optimal gel dosimetry (i.e. Fricke gel dosimeters). Using the PVA-Fricke Hydrogel as an example, an estimate of the spatial resolution loss due to time PSF effect is made. The dose accuracy and dose resolution (a defining quality factor for gel dosimeters that evaluates the dose uncertainty in images) of this method for gel dosimetry is also estimated experimentally for the $T_1$ range of doses between 0 and 20 Gy.

4.2 Theory

In the implementation of the fast 3-D LL sequence shown in Fig. 3.1, a non-slice selective inversion pulse ($\alpha = \pi$) is used to completely invert the longitudinal magnetization prior to the acquisition of each segment of $k_y$ space for a fixed $k_z$ value. After the inversion pulse, a series or group $P$, of small flip angle slab selective read-out pulses, $\beta$, separated by a time interval, $\tau$, are used to rapidly and repeatedly sample the recovery of the longitudinal magnetization to fill a given k-space segment. A gradient echo is used to sample $k_x$ space following each $\beta$ pulse for each $k_y$ phase-encoding step in the given segment (the number of $k_y$ lines, $P$, per segment is typically 16, requiring $N_x/P$ shots to fill an $N_x \times N_y$ image matrix). Any residual transverse magnetization, which might interfere with the signal from the next $\beta$ pulse, is completely spoiled after each gradient echo using spoiler gradients.
The 3-D LL imaging sequence equation has been defined by Henderson et al [104] and modified by Nkongchu and Santyr [106] (see Chapter 3) to give a more general description of the magnetization evolution during image acquisition. The equation for the longitudinal magnetization for a given voxel after the n\textsuperscript{th} β read-out pulse following a 3-D LL image acquisition is given by [106]:

\[
M_n = M_{eq} \left[ F + (Q - F) \left( \cos(\beta) E_T \right)^n - m \left\{ \cos(\beta) E_{T_1} \right\}^{n-1} \right] \tag{4.1}
\]

where \(M_{eq}\) is the equilibrium magnetization and \(F, Q, E_T, E_{T_1}\) are all functions of \(T_1, P, \beta,\) and inter-pulse timings, \(\tau\) and \(\tau_0\) defined in Chapter 3. \(F\) is defined to be the longitudinal magnetization as the number of β read-out pulses approaches infinity and \(Q\) is the ratio of the longitudinal magnetization just before the \(\beta_1\) pulse and the equilibrium magnetization \(M_{eq}. m\) is the number of the inversion time (TI) image acquired and \(n\) is the β pulse used to acquire a given \(y\) k-space line. Since there is k-space modulation during image acquisition for this imaging sequence, one can apply a derivation for the theoretical PSF effect on the k-space signal acquisition in a 3-D Look-Locker imaging sequence similar to that applied by Constable et al [111] for the fast spin-echo imaging (FSE) sequence.

Following the derivation of Constable et al [111], the total k-space signal, \(S(k_x, k_y, k_z)\), is given by the sum of k-space signal for all the constituent tissues being imaged for that particular location or voxel and is given by [111,112]:

\[
S(k_x, k_y, k_z) = \sum_{r=1}^{N} S_r(k_x, k_y, k_z) \tag{4.2}
\]

where the k-space signal for the \(r\)\textsuperscript{th} tissue is defined to be:
In Eqn. 4.3, \( A_r \) is defined to be a function of the tissue characteristics given mainly by the TI image number, \( m \), the tip angle \( \beta \) and the tip angle number \( n \) used to acquire a given phase encode line \( k_y \), the inter-pulse spacing \( \tau \), the number of k-space lines acquired per segment, \( P \), the tissue dependent parameters \( T_1 \), and \( T_2 \). \( S_r'(k_x,k_y,k_z) \) is simply a function of the tissue's geometry. In an ideal object, \( A_r \) should be independent of \( k_x \), \( k_y \) and \( k_z \), for example in a simple Look-Locker image. Taking the inverse Fourier transform of Eqn. 4.3 which would be the scenario for a simple 2-D LL image, one can then obtain the image for the \( r \)th tissue:

\[
  f_r^{LL} = FT^{-1}\left[A_r S_r'(k_x,k_y,k_z)\right]
\]

(4.4)

For the 3-D LL image acquisition method, which involves a modulation of k-space in the phase encode direction \( (k_y) \) during acquisition, \( A_r \) becomes a function of \( k_y \), that is \( A_r(k_y) \) and the image for tissue \( r \) acquired using the 3-D Look-Locker method becomes:

\[
  f_r^{LL3D} = FT^{-1}\left[A_r(k_y) S_r'(k_x,k_y,k_z)\right] = FT^{-1}\left[A_r'(k_y) A_r(k_y = 0) S_r'(k_x,k_y,k_z)\right]
\]

(4.5)

where \( A_r'(k_y) = \frac{A_r(k_y)}{A_r(k_y = 0)} \)

Applying the Fourier Convolution theorem (the product of two functions is equal to the convolution of their individual Fourier transforms) to Eqn. 4.5, we can observe the effect of the PSF on the 3-D LL image given by:

\[
  f_r^{LL3D} = FT^{-1}\left[A_r'(k_y)\right] \ast FT^{-1}\left[A_r(k_y = 0) S_r'(k_x,k_y,k_z)\right]
\]
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where \( P_r(y) \) defines the point spread function for the \( r \)-th tissue in the y-direction due to k-space modulation during image acquisition. This PSF, \( p_r(y) \), would be defined in the 3-D LL case for the \( r \)-th tissue as:

\[
P_r(y) = \mathcal{F}^{-1} \left\{ \mathcal{M}_n(k_y) \right\}
\]

\[
P_r(y) = \mathcal{F}^{-1} \left\{ \frac{1}{M_n(k_y = 0)} F + \left( Q - F \right) \cos(\beta) E_r \right\}^{m(k_y)} - \left\{ \cos(\beta) E_r \right\}^{m-1}
\]  

(4.7)

4.3 Method & Simulation

Four different orders of acquiring k-space in a 3-D LL acquisition were investigated using simulation. Fig. 4.1 illustrates four cases or k-space trajectories and will simply be referred to as orders 1 to order 4 as shown in Fig. 4.1a to Fig. 4.1b respectively. In acquisition order 1, the k-space was acquired beginning from the centre of k-space towards the edges of the k-space while order 2 was done in a similar way but with the acquisition done from the edges towards the centre of k-space. Order 3 was done linearly with acquisition done from one end of k-space, \( -k_{y_{max}} \) (where \( k_{y_{max}} = N_y/2 \) is maximum y k-space line) to the other end (\( +k_{y_{max}} \)) all in one direction for all the number of k-space segments or shots. Order 4 was similar to order 3 except that k-space was acquired from both directions (half of the shots are done from \( -k_{y_{max}} \) to \( +k_{y_{max}} \) and the other half from \( +k_{y_{max}} \) to \( -k_{y_{max}} \)). Interleaving of the k-space line between the number of shots needed to fill the k-space was done for all these orders. The effect of these acquisition schemes on the loss of signal from small objects of a few pixels in
comparison to larger objects was investigated. This signal loss was also investigated as a function of various T1 values.

To study the blurring effect on the object signal profile as a function of the number of k-space lines acquired for a given segment, P, the shape or width of the PSF created by the four different k-space acquisition orders was assessed.

![Graphs showing different k-space acquisition orders](image)

Fig. (4.1): Different k-space acquisition orders for a value of P = 16: (a) order 1, (b) order 2, (c) order 3 and (d) order 4. Note that for each plot there are 8 ky line values having the same tip angle number because the 128 ky lines were acquired in eight (= 128/P) shots with interleaving of ky lines.

The simulations of the signal profile due to the modulation of ky-space from the 3-D Look-Locker signal followed the flow chart shown in Fig. 4.2 using β = 10 and inter-pulse timing of 10 ms with a repetition time TR = 4000 ms. This involved Fourier
transforming a synthetic one-dimensional (1-D) object profile (from image space) in the phase encode direction into Fourier or k-space. The k-space profile of the 1D object was then $T_1$ weighted using the 3-D LL acquisition method. This $T_1$-weighted profile was then inverse Fourier transformed to obtain a representative 3-D LL acquired profile of the object. For a particular k-space acquisition order this procedure was repeated for a set of 14 1-D profiles with an inter-echo timing of 10 ms for the desired value of $P$ to produce

Fig. 4.2: Flow chart of simulation scheme used.

14 different $T_1$ images. Though the PSF resolution loss would be defined by the full-width at half maximum (FWHM), the full width at tenth maximum (FWTM) was one of the parameters used to quantify the effect of the smearing of neighbouring pixels as a
result of the $k_y$-space modulation by the LL3-D sequence due the fact that the PSF for most of the acquisition orders studied where much broader at the tail.

**Experimental Signal Profiles**

Using a cylindrical phantom, images were acquired using the four different orders to acquire k-space from which 1-D profiles in the phase encode direction were obtained. The 3-D LL image acquisition used the following variables: $P = 16$, $\beta = 10^\circ$, $\tau = 10$ ms, $\tau_r = 120$ ms, 16 slices, TR= 4s, 2 averages, and a matrix size of 128 x 128. These 1-D profiles should closely mimic the simulated signal profile along the phase encode directions for all 4 orders. These experimental 1-D profiles were taken as a validation of the simulations permitting the study of the PSF effects on images acquired using the 3-D LL technique.

**Spatial Resolution loss**

A simple estimation of the effect of $k_y$-space modulation on the 3-D LL spatial resolution was done by taking into consideration the effective resolution which accounts for: (i) the intrinsic resolution for MR imaging commonly used for gel dosimetry, $\sigma_{img} = 1$ mm, (ii) $\sigma_{diff}$, the resolution loss due to the diffusion of ferric ions in Fricke-based gel dosimeters and (iii) $\sigma_{PSF}$, the resolution loss due to the PSF effect (simulated) from the $k_y$-space modulation using 3-D LL given by the full-width at half maximum (FWHM). The resolution loss from (ii) can be estimated from the relationship [113]:

$$\sigma_{diff} = \sqrt{2DT_{acq}}$$  \hspace{1cm} (4.8)

where $D$ is the diffusion coefficient of ferric ions in a gel dosimeter, which for the PVA Fricke hydrogel was estimated to be $\sim 0.14$ mm$^2$hr$^{-1}$ [15,114]. $T_{acq}$ is the total imaging or
acquisition time. For $T_{\text{acq}} = 0.57$ hrs and a 3-D LL acquisition using a value of $P = 8$, $\beta = 20^\circ$, 16 slices, $\text{TR} = 4s$, and a matrix size of $256 \times 256$, $\sigma_{\text{diff}}$ was calculated to be 0.399 mm. Note that in 3-D LL, the total imaging or acquisition time is given by:

$$T_{\text{acq}} = \left(\frac{N_y}{P}\right)N_{\text{sl}}\text{TR}N_{\text{ex}} \quad (4.9)$$

where $N_y$ is the number of phase encode lines acquired, $N_{\text{sl}}$ is the number of slices or number of phase encodes in the slice selection direction, $P$ is the number of phase encode lines within a given $k_y$-space segment, $\text{TR}$ the repetition time and $N_{\text{ex}}$ is the number of averages. Combining (i), (ii) and (iii) in quadrature, the effective resolution is given by:

$$\sigma_{\text{eff}} = \sqrt{\sigma^2_{\text{img}} + \sigma^2_{\text{diff}} + \sigma^2_{\text{PSF}}} \quad (4.10)$$

Eqn.4.10 was used to calculate the loss of spatial resolution using the 3-D LL method.

**$T_1$ Accuracy and Dose Resolution**

$T_1$ Accuracy: To estimate the $T_1$ of the samples, the raw images where fitted for $T_1$ using Eqn.4.1 for experimental images acquired using $k_y$-space ordering “order 1” and “order 4” (order 2 images have very low SNR as shown in Section 4.4 and order 3 gave the same accuracy as order 4). In this process, $n$ is defined as the tip angle pulse that is assigned to the centre of $k$-space. The tip angle pulse number was calculated using the following relationship:

$$n = P(m-1) + n_c \quad (4.11)$$

where $m = 1,2,\ldots,M$ and $M$ is the number of inversion time images and $P$ is the number of phase encode ($k_y$) lines acquired per segment of an $m$ image. For order 1, $n_c = 1$, and for order 4, $n_c = 4$. The accuracy of the $T_1$ values estimated from data acquired using orders 1 and 4 were compared to the inversion recovery estimated $T_1$ values, which was
considered the gold standard. The optimal method of filling k-space in terms of accuracy was then used to calculate the dose resolution (below) for the PVA-Fricke hydrogel dosimeter [15,114]. The 3-D LL images were acquired using the following parameters $\beta = 20^\circ$, $\tau = 10$ ms, $\tau_r = 120$ ms, $P = 8$, $M = 10$, TR= 4s, 2 averages (according to chapter 3) and a spatial resolution of approximately $1 \times 1 \times 3$ mm$^3$ from a $128 \times 128 \times 16$ matrix.

**Dose Resolution** A dose resolution, $D_{\Delta}^P$, is defined as the minimal separation between two absorbed doses such that they may be distinguished with a given level of confidence [51, ]. Following the derivation in Baldock et al [51], one can obtain a general formula for the dose resolution of a given gel dosimeter. The standard deviation of the sampling distribution resulting from the difference of the two dose populations centred at dose $D_1$ and $D_2$ is given by [51]:

$$\sigma_{\text{diff}} = \sqrt{\sigma_{D_1}^2 + \sigma_{D_2}^2}$$  \hspace{1cm} (4.12)

The probability condition $P$, that the difference between the values $D_1$ and $D_2$ is greater than zero is given by

$$P\left[|D_1 - D_2| = D_{\Delta}^P > 0\right] = 1 - \alpha$$

where the level of confidence $\alpha$ is then given by $p = 1 - \alpha$. For a specific level of confidence $p$, the dose resolution can be stated as:

$$D_{\Delta}^P = k_p \sigma_{\text{diff}}$$  \hspace{1cm} (4.13)

where $k_p$ is the coverage factor and is given by the t-distribution for the experimental degrees of freedom. For example, for a 95% level of confidence and assuming Gaussian distributed data points, one has $k_{95\%} = 1.96$. For two neighbouring dose distributions,
Baldock et al [51], assumed that a good approximation of the error on the dose, \( \sigma_D \), is given by \( \sigma_D = \sigma_{D_1} = \sigma_{D_2} \), thus the dose resolution becomes [51]:

\[
D^P_\Delta = k_p \sqrt{2} \sigma_D
\]  

(4.14)

Assuming a linear relationship between dose \( D \) and \( R_1 = \delta D + R_{10} \), within a certain dose interval (for the case of PVA Fricke Hydrogel and cryogel – linearity has been demonstrated up to 20 Gy [51]), the dose resolution [56, 115] can be written as a function of the standard deviation in \( R_1 \), similar to the case of \( R_2 \) for polymer gel dosimeters [56, 115]:

\[
D^P_\Delta = k_p \sqrt{2} \frac{\sigma R_1}{\delta}
\]  

(4.15)

where \( \delta \) is the dose response of the gel dosimeter. For the case of the Fricke Hydrogel, this value has been measured at a magnetic field strength of 1.89 T to be \( 0.033 \pm 0.003 \text{ s}^{-1} \text{ Gy}^{-1} \) [114]. Eqn.4.15 indicates that the dose resolution is determined by the dose response (or dose sensitivity \( \delta \)) and the signal-to-noise ratio (SNR) which appears in Eqn 4.15 as \( \sigma_{R_1} \).

To obtain an estimate of the \( T_1 \) accuracy, precision and the dose resolution expected for PVA-Fricke hydrogels, aqueous gadolinium samples were prepared with \( T_1 \) values spanning the range expected for PVA-Fricke hydrogels irradiated up to doses of 20 Gy. The standard deviation in \( R_1 \) was then estimated which in conjunction with the linear relationship between dose and \( R_1 \) (\( R_1 = 0.033D + 1.007 \text{ (s}^{-1}) \)), permitted calculation of an estimate of the PVA-Fricke Hydrogel dose resolution using Eqn. 4.15. The images from which the \( T_1 \) values were estimated were acquired using the following
parameters $\beta = 20^\circ$, $\tau = 10$ ms, $\tau_r = 120$ ms, $P = 8$, $M = 10$, TR= 4s, 2 averages and a spatial resolution of approximately $1 \times 1 \times 3$ mm$^3$ from a $128 \times 128 \times 16$ matrix.

### 4.4 Results and Discussion

As indicated in Constable and Gore [111] for fast spin echo (FSE) imaging, the MR data for the 3-D LL scheme is effectively multiplied by a modulation function prior to the signal being picked up by the receiver. This modulation transfer function (MTF) happens to be not only a function of the imaging scheme but also a function of the sample (or tissue) ($T_1, T_2, \beta$ amongst others) in question since the PSF (given in Eqn 4.7) is simply a Fourier transform of the MTF. Fig. 4.3 shows the corresponding PSFs for the various $k_y$-space acquisition orders given in Fig. 4.2. When the $k_y$-space filling trajectories for the orders shown in Fig. 4.2 are weighted by the appropriate $T_1$ signal ratio, their respective MTFs can be calculated. Thus from these MTFs, different regions of $k_y$-space will be enhanced depending on the effective $\beta$, that is the $\beta$ number assigned to the centre of $k_y$-space. The maximum blurring is observed for imaging using order 1 and order 2 will show the most edge enhancement of image due to the assignment of the earlier tip angles to the high spatial frequencies. From Fig. 4.3, the PSF width for a sample (or tissue) of $T_1=1800$ ms is considerably less than that with $T_1 = 300$ ms as expected. The smearing effect between neighbouring pixels is also reduced for longer $T_1$ values.
Fig. 4.3: Simulated PSFs for (a) order 1, (b) order 2, (c) order 3, and (d) order 4 for two $T_1$ values. The dotted line is for a sample (or tissue) $T_1$ of 1800 ms and the solid line is for a sample (or tissue) $T_1 = 300$ ms for a value of $P = 16$.

The PSF for order 3 and $T_1 = 300$ ms, shows a smearing effect across many more pixels compared to the other orders. For order 4, the PSF for both $T_1$ values are basically the same with a smaller PSF width. To further investigate the effect of $P$ on the PSF including the broadening of PSF at the base for order 3, a FWTM was calculated for other $P$ values to see the change in the PSFs. This change in PSF width is shown in Fig. 4.4(a) and (b) for $T_1 = 300$ ms and $T_1 = 1800$ ms respectively. The change in FWTM is approximately the same for order 1 and order 2.
For short $T_1$, the FWTM gets worse for the $k_y$-space acquisition order 3 but outperforms order 1 and 2 for $T_1 = 1800$ ms. From the increase in FWTM with $P$, this would suggest that the loss of object contrast gets worse with increasing the number of $k_y$-space lines per segment $P$, used for orders 1 to 3. But acquisition using order 4 has very little or no dependence on the value of $P$ used and thus outperforms the other three orders.

Effect of interpulse timing $\tau$ and tip angle $\beta$ on PSF

Fig. 4.5(a) shows the effect of the change in inter-pulse timing, $\tau$, on the FWTM for the different orders. This figure shows that using $k_y$-space acquisition orders 1 to 3, the smallest inter-pulse timing (gradient performance constraints permitted) should be used to limit the PSF effect of the $k_y$-space modulation acquisition on the object being
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imaged. But it can be seen that $k_y$-space acquisition using order 4 has very little
dependence on this inter-pulse timing, $\tau$, (when compared to the other 3 methods) and
despite showing the same trend as orders 1 to 3 as shown in Fig. 4.5(b) it has an overall
FWTM much smaller than the other acquisition orders.

Fig. 4.5: (a) FWTM of the PSFs of a given $T_1$ value as a function of inter-pulse spacing $\tau$
for the 4 different $k_y$-space filling orders. (b) Enlargement of $k_y$-space acquisition order 4
from (a) shown separately. The value of $P$ here was set to 16 and a tip angle of 10°. Note
that the lines were added as a visual guidance.

Fig. 4.6a shows the change in FWTM of the PSF as a function of the tip angle, $\beta$,
used for four values of $P$ for sample $T_1$ of 300 ms. For all four orders, the FWTM gets
worse for increasing $\beta$ and better as one decreases the value of $P$ from 16 (Fig. 4.6a) to 2
(Fig. 4.6d). For $P = 16$, the worst smearing is shown by order 3 and best by order 4. For
orders 1, 2, 3 the FWTM gets worse with increasing tip angle for all values of $P$.
However, order 4 shows this trend only for $P = 16$ while staying relatively constant for
other values of P. For P = 2, the orders 1, 2, and 3 all give similar values but order 4 still shows less smearing effects indicated by its lower FWTM values. This same trend was shown with a simulated T1 = 1800 ms but with much smaller FWTM values (data not shown). The maximum FWTM for order 4 was 1.05 pixels for a tip angle of 20° and P = 16 for T1 = 1800 ms, 1.5 pixels for order 3 and, 1.7 pixels for order 1 and 2. These factors would
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Fig. 4.6: Simulated FWTM of the PSF as the tip angle is increased from 5° to 20° for (a) P = 16, (b) P = 8, (c) P = 4, (d) P = 2 for a tissue of T1 = 300 ms. The simulated data points plotted with diamond are for orders 1 and 2, those with circles are for order 3, and the square points for order 4.

suggest order 4 as the best way to acquire data for the purpose of imaging in gel dosimetry where an attempt to have areas with high dose gradients aligned with the read
encode direction might not be possible. This would limit the loss of information in the area of high dose gradients and/or possible hot spots present in the dosimeter.

Effect of \( k \)-space acquisition on Signal Profile

Fig. 4.7 shows the effect on object signal profile of the four different orders of acquiring \( k \)-space described earlier. These profiles represent an \( N_y = 128 \) with a value of \( P = 16 \), for the number of lines acquired per \( k \)-space segment. These figures also show that there is either loss of signal or enhancement in signal at the edges of the object being imaged depending on the \( k \)-space trajectory. The profiles were normalized to the value of the 30-pixel object at the centre of \( k_y \)-space. For the acquisition using order 1 (centrical \( k_y \)-space acquisition) shown in Fig. 4.7(a), there is an apparent loss of signal or blurring

![Fig. 4.7: Simulated object signal profile (for 2 and 30-pixel object for 128 \( k \)-space lines both with \( T_1 = 600 \text{ ms} \) ) using the four different orders of acquiring \( k \)-space data, with (a) using order 1, (b) order 2, (c) order 3 and (d) order 4. The solid line style is for the 2 pixel object while the dotted line is for the 30-pixel object.](image-url)
effect at the edges and also a spread of the signal beyond the image boundary (i.e. 'smearing'). Fig. 4.7(a) also shows that there is a loss of signal of a 2-pixel object in comparison to the 30-pixel object, suggesting that a data acquisition scheme using order 1 might lead to a possible loss of small objects if they are embedded in (or in the vicinity of) a larger pixel object. Fig. 4.7(b) is the profile acquired using k-space acquisition order 2. There is a signal enhancement at the image boundaries using order 2 for the 30-pixel object. There is enhanced signal for the 2-pixel object in comparison to the 30 pixel object, meaning small (i.e. 2-pixel) objects are more likely to be seen for an image acquired using this k-space acquisition scheme. Fig. 4.7(c) shows the profile acquired using order 3 (linear k_y-space filling). It has good edge definition when compared to the original simulated rectangular object with just a slight signal enhancement at the edges of the image profile. The 2-pixel object in Fig. 4.7(c) does show some signal enhancement and would mostly likely be seen in an image acquired using this order. Looking at the image profile acquired using order 4 shown in Fig. 4.7(d), it shows a similar signal behaviour to that of order 3 with the 2 pixel object also still visible. The simulated image using order 4 shows a much better profile definition in comparison to the original object. In Figs. 4.7(a)-(c) there is some spread of the signal beyond the boundaries of the image, but Fig. 4.7(d) shows much less spread beyond its boundaries thus implying it would be advantageous to use this scheme for an acquisition where loss of small object signal might be a problem. The profiles in Fig. 4.7 are all for a given T_1 of 600 ms.
Signal Loss with $T_1$ and Object Width

Fig. 4.8 shows the results of the study of the signal loss or enhancement for the $T_1$ values within a relevant clinical range (300 ms – 1800 ms, within which the $T_1$-based Fricke gel dosimeter lies), for a 2-pixel object in comparison to a 30-pixel object due to the PSF. The results shown in Fig. 4.8 are for the mean of the signal from 5 pixels around

![Graph showing signal behaviour as a function of $T_1$ for a 2-pixel object in comparison to a 30-pixel object.](image)

Fig. 4.8: Signal behaviour as a function of $T_1$ for a 2-pixel object in comparison to a 30-pixel object. An offset was also applied to the plots of order 1 and 3 to provide a better display or visualization, but the relative intensity between the 2 and 30-pixel objects remain the same. Order 2 plot was omitted to enable better visualization of the other plots due to the much enhanced signal of its 2-pixel image.

the centre of $k_y$-space ($k_y = 0$) for the 30-pixel object and compared to the mean of the signal of the 2-pixel object. The result for order 4 as a function of sample (or tissue) $T_1$ is
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shown to have very little signal loss or enhancement (which is shown by the 2 pixel object for small $T_1$ values). For order 1, there is an apparent loss of signal for the 2 pixel object for the whole range of $T_1$ in comparison to the 30 pixel object in contrast to the acquisition using order 2, where the 2-pixel object signal was consistently enhanced in comparison to the 30-pixel object. The gel dosimetry operating range for a gel such as the PVA-Fricke Hydrogel would be approximately 1200 – 200 ms and the difference in PSF effect on a $T_1$ of 300 ms compared to 200 ms is minimal. Orders 3 and 4 in the plot show the signal of both objects are approximately the same and this favours a $k_y$-space acquisition using these orders. But the rapidly increasing FWTM of order 3 with variables such as $P$ and/or $\tau$ suggests order 4 is still the best way to acquire $k_y$-space information. A recommendation for image acquisition involving objects with an obvious thin profile, would be to acquire the images such that the long axis of the object is aligned or parallel with the phase encode axis so as to minimize the signal loss. In choosing the value of $P$ and order of filling $k_y$-space, one should consider the need for a rapid image acquisition in light of possible loss of signal and/or contrast, particularly for small objects.

Fig. 4.9 shows the mean image signal as a function of the pixel width due to the PSF effect for a simulated object of $T_1 = 600$ ms. A similar trend was observed for other $T_1$ values. For orders 3 and 4, this is almost constant with object width with a slight enhancement at 2 pixels. However, order 1 shows a loss of signal from 10 pixels to 2 pixels while order 2 shows an opposite trend within the 10 pixels to 2 pixels region. These simulations used a $\tau$ of 10 ms, which is the minimum attainable with our imaging.
system. Smaller inter-pulse timings will give less smearing effect from their PSFs and a correspondingly smaller FWTM.

![Graph showing signal intensity vs. object width for different acquisition orders.](image)

Fig. 4.9: Trend shown by image signal as a function of object width using the 4 acquisition orders. As in Fig. 4.8, an offset was applied to orders 1, 3 and 4 to enable better visualization of the plots.

**Experimental Signal Profiles along y-axis**

Fig. 4.10 shows the experimental 1-D image profiles acquired for the 4 different orders measured with a value of P = 16. In Fig. 4.10 (a) the loss of signal at the edges for images acquired using order 1 can be seen. For images acquired using order 2, an enhancement at the edge of the images can be observed with the rest of the image at the noise level thus completely ruling out 3-D LL image acquisition using this order. This is because the centre of the k-space (which governs most of the bulk signal and contrast) for these images is acquired when the recovery curve or magnetization has almost if not
completely recovered. Fig. 4.10 (c) and (d) show little or no signal loss at the edges but rather seem to show some signal enhancement at the edges particularly for order 4. This would further suggest that there should be little signal loss for small object widths when imaged with order 4. However, comparison of order 1 with order 4, as can be seen from Figs. 4.8(a) and (d) shows that there is a relative loss in signal of ~ 50%.

This confirms the results obtained from simulations which also showed a relative loss in signal of ~50%. Thus on the basis of signal or SNR alone, k-space ordering using order 1 would be a better choice for data acquisition, but in order to avoid loss of signal from small objects and avoid blurring at the edges, order 4 would be a better choice. The
choice of ordering between order 1 and 4 for dosimetry (apart from avoiding small object loss and blurring) should therefore be based on the derived accuracy in estimating the $T_1$ values as described in the "$T_1$ accuracy and dose resolution" section below.

**Spatial Resolution Loss**

For a $T_1$ of 250 ms, using the 3-D LL imaging variables with $P = 8$, $\beta = 20^\circ$, TR = 4s, $\tau = 10$ ms. $\sigma_\text{img}$ and $\sigma_\text{diff}$ were converted to pixel values by normalizing their values with $\sigma_\text{img}$ thereby permitting the effective resolution to be estimated in terms of pixels. For the 3-D LL imaging order 4 (in order to provide the minimum resolution due to the PSF) to fill k-space with $P = 8$, $\beta = 20^\circ$ (to provide sufficient SNR for the accurate estimation of $T_1$ values), TR = 4s, $\tau = 10$ ms, one can compute an estimate of the effective resolution of $\sim 1.3$ pixels using Eqns. 4.8 - 4.10. The computed $\sigma_\text{eff} \sim 1.3$ pixels employed a PSF resolution (or FWHM) $\sigma_\text{PSF} = 0.76$ pixels for the optimized variables given above. Note that because the calculation of the resolution loss due to diffusion in Fricke gel uses the total acquisition time, this provides the worst case of diffusion that can be observed within the gel being imaged and the lower value of $T_1 = 250$ ms provides the worst case resolution due to PSF effects. Nevertheless, the spatial resolution is of order 1 pixel (and thus 1 mm) which is about the 1 mm spatial resolution acceptable for gel dosimetry for MR imaging.

**$T_1$ Accuracy and Dose Resolution**

$T_1$ Accuracy: The experimental $T_1$ values of the gadolinium samples made were estimated to have a standard deviation (on the fitted parameters) of approximately 1.5 % using the 3-D LL with the k-space coverage employing order 4. Table 4.1 compares the
$T_1$ estimates of the samples using order 1 and order 4. With data acquired using order 1 (in which the first pulse is assigned to the centre of k-space), a significant loss in accuracy of the estimated $T_1$ when compared to the inversion recovery estimated $T_1$ was observed as shown in column 1 of Table 4.1. On increasing this value of $n_c$ to $n_c + 3$, an improvement in the accuracy of the estimated $T_1$ was observed, though it is still significantly lower than the $T_1$ estimated from data acquired using “order 4” for the k-space acquisition which showed an accuracy within 2 % (Table 4.1). For data acquired using order 1 with $P = 16$, the same loss and later improvement in accuracy was observed when $n_c$ was changed from 1 to 8. The improvement in accuracy using order 1 when $n_c$ was changed to assume the same value for order 4 shows that the optimal values or formula for acquiring the centre of k-space is given by:

$$n = P(m-1) + P/2$$

where $m = 1,2,\ldots,M$.

Table 4.1: Estimated $T_1$ values in (ms) from data acquired using order 1 (column 1) and order 4 (column 3). Column 2 is for $T_1$ estimated from data acquired using order 1 with $n_c$ increased by 3 (from the value used in data acquisition) during the fitting process. In parentheses is the mean accuracy (defined as $|T_{1_{LL}} - T_{1_{IR}}| \times 100 / T_{1_{IR}}$) of $T_1$ estimates using $\tau_r = 120$ ms, $\beta = 20$ and $M = 10$, and $P = 8$ values.

<table>
<thead>
<tr>
<th>$n_c$ = 1</th>
<th>$n_c = n_c + 3$</th>
<th>$n_c = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>148 ± 3 (33.6 %)</td>
<td>267 ± 4 (19.7%)</td>
<td>227 ± 3 (1.8%)</td>
</tr>
<tr>
<td>299 ± 4 (26.7 %)</td>
<td>447 ± 7 (9.6%)</td>
<td>405 ± 5 (0.9 %)</td>
</tr>
<tr>
<td>407 ± 6 (29.6%)</td>
<td>588 ± 7 (1.9%)</td>
<td>579 ± 7 (0.5 %)</td>
</tr>
<tr>
<td>598 ± 8 (22.7%)</td>
<td>900 ± 13 (16.3%)</td>
<td>789 ± 10 (2.0%)</td>
</tr>
<tr>
<td>770 ± 15 (15.2%)</td>
<td>968 ± 24 (6.6%)</td>
<td>920 ± 14 (1.4%)</td>
</tr>
</tbody>
</table>
An \( n_c \) value of \( P/2 \) gave the best accuracy when compared to other k-space coverage which had \( n_c \) different from \( P/2 \) using the order 3.

In the conventional 3-D LL study by Henderson et al [104], they opted not to use the k-space ordering "order 1" indicated in this work, but used the relationship \( n = 16(2m-1) \) for the tip angle assigned to the centre of k-space. This means that in the study by Henderson et al [104] where they used \( P = 32 \), it is the 16th tip angle pulse or \( n_c = P/2 \) that was assigned to the centre of k-space for the \( m = 1 \) inversion time image. This is in agreement with k-space ordering "order 3" and "order 4" used in this study which provides an optimal accuracy for \( T_1 \) when compared to the other k-space orderings despite the significant loss in signal when order 1 is compared to order 4 method for filling out the k-space. In the Henderson et al [104] study, despite using \( n_c = P/2 \), the overall k-space coverage pattern they used is similar to "order 3" which tends to have a long PSF tail smearing across many pixels as already indicated by the behaviour of the simulated FWTM with variables such as tip angles \( \beta, P \) and \( \tau_r \). So k-space order 4 is seen as a recommended method of filling out k-space for the purpose of gel dosimetry. This optimal accuracy using order 4 k-space coverage was obtained despite the relative loss in SNR between data acquired using order 1 and order 4 which gives estimated average standard deviation of 1.5 % for \( T_1 \).

**Dose Resolution:** A standard deviation of ~2.1 % was observed on the \( R_1 (=1/T_1) \) map obtained from acquired baseline images of a homogeneously filled liquid cylindrical phantom (~7.5 cm diameter). This was calculated from a region of the phantom image containing about 4409 pixels with the image having a resolution of ~1 x 1 x 3 mm\(^3\), with
the 3mm being in the slice direction (from a 128 x 128 x 16 imaging matrix). These images were acquired using k-space ordering method order 4. Since this method employs phase encoding in the slice-selection direction, there is an improvement in SNR of $\sqrt{N_{sl}}$ ($N_{sl} =$ number of phase encoding steps in the slice selection direction) when compared to the multislicing 2-D LL method. From Eqn. 4.15, the dose resolution calculated for three different levels of confidence is shown below in Fig. 4.13. None of the estimated dose resolutions meets the 2% ICRU recommended for dose uncertainty (extrapolated by Baldock et al [51] based on recommended computer dose calculations uncertainty not exceeding 2% [52] and the clinically recommended delivered dose to patients not exceeding the prescribed dose by 5% [115]). This inability to attain the 2% ICRU recommended dose uncertainty doesn’t necessarily come only from the limitation in the uncertainty in measuring $R_1 (=1/T_1)$ but also from the low dose response of the Fricke-Hydrogel (0.033 s$^{-1}$Gy$^{-1}$ [114]) when compared to dose responses of about 0.108 s$^{-1}$Gy$^{-1}$ (Olsson et al [30]) and 0.200 s$^{-1}$Gy$^{-1}$ (Gambarini et al [116]) obtained for other Fricke gel dosimeters (gelatin and agarose based Fricke-gel dosimeters). The attractiveness of the PVA-Fricke hydrogel, despite its low dose response is its low diffusion coefficient and auto-oxidation compared to other Fricke gels. This inability to attain the ICRU 2% dose uncertainty recommendation has also been observed for most of the polymer gel (PAG) dosimeters which has been the focus of much recent research, partly due to its stability in terms of retaining spatial information over time when compared to Fricke-based gel dosimeters. For instance, in the study by De Deene and Baldock [56], on the PAG gel dosimeter (PAG gel dosimeters have a typical dose response of $\sim 0.331 \pm 0.012$ s$^{-1}$Gy$^{-1}$
[42]) the ICRU 2% deviation from reference dose was not attainable even after relaxing the confidence level to 52%.

![Graph showing dose resolution estimates for 52, 68, and 95% confidence levels.](image)

Fig 4.11. Expected PVA-Fricke hydrogel dosimeter dose resolution estimates for 52, 68, and 95% confidence levels for measurements taken using 3-D LL. Also shown is the ICRU 2% recommended dose uncertainty.

The percent standard deviation of the $T_1$ of ~2.1% obtained from a homogeneous phantom shows that 3-D LL has potential as a gel dosimeter especially for Fricke-based gel dosimeters suffering from the effect of spatial information blurring due to the diffusion of ferrous and radiation-induced ferric ions from their site of formation. Thus, while more work on the 3-D LL imaging sequence might be required, further work on improving the sensitivity of the PVA-Fricke gel is also required, if the 2% ICRU dose resolution is to be attainable.
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4.5 Conclusion

From the study of the behaviour of the PSF (FWTM) and its effect signal profile, signal loss amongst others shown, these factors would suggest order 4 as the best way to acquire data for the purpose of imaging particularly in the case of gel dosimetry where an attempt to have areas with high dose gradients aligned with the read encode direction to limit loss of small objects signal might not be possible. A value of $P$ as small as possible within the imaging constraints required should be chosen so as to limit the PSF effect due to the modulation of $k_Y$-space during image acquisition. When this is combined with the effect of diffusion of ferric ions in the case of Fricke-based gel dosimeters, and the need for a better SNR at a flip angle of $20^\circ$, a value of $P = 8$ would be recommended to limit the loss of information particularly in areas of high dose gradients and/or possible hot spots present in a gel dosimeter. The total imaging (or acquisition) time could be reduced with little or no loss in the effective resolution by increasing $P$ to 16 but with the tip angle reduced to $15^\circ$ (gives $\sigma_{\text{eff}} = 1.37$ pixels).
Chapter 5

$T_2$ Imaging and $B_1$ Field Inhomogeneity Correction

5.1 Introduction

The polymer based gel dosimeters such as the PAG [36-39] gel dosimeter consist of a matrix (usually gelatin) in which monomers (acrylamide) and cross-linkers (N,N'-methylene-Bis-acrylamide) are dissolved. Upon irradiation, this gel dosimeter experiences a polymerization of the co-monomers to polymers (polyacrylamide) resulting in a change in the spin-spin relaxation time parameter $T_2$ [36-39].

The relaxation rate parameter $1/T_2$ ($R_2$) has been found to be proportional to the dose given (at least for a given dose range) to the PAG gel dosimeter. In polymer based gel dosimeters, the $R_2$ is the most efficient dose enhanced MR imaging parameter compared to longitudinal (or spin lattice) relaxation rate parameter $R_1$ ($1/T_1$). Given the three-dimensional (3-D) capability of magnetic resonance (MR) imaging, this means 3-D dose information can be obtained for PAG gel dosimeters via $R_2$ maps. This thereby provides a route for 3-D dose verification; especially given the advent of complex dose deliveries techniques such as IMRT which are geared towards obtaining better dose conformation to a tumour.

As noted earlier $R_2$ can usually be obtained from raw images acquired using a MEMS imaging sequence or the simple spin-echo sequence usually which uses a pair of spin-echo images. For the MEMS sequence this requires the application of a $90^\circ$ RF pulse.
followed by the repeated application of 180° pulses with signal acquisition (or images) performed in between these 180° RF pulses while the signal is decaying producing images with different T₂ weighting during a single repetition time. In MR imaging, artifacts may perturb a dose map since the dose maps are calculated via the measured R₂. One of the sources of these inaccuracies is RF or B₁-field inhomogeneities. B₁-field inhomogeneities can arise from multiple sources: RF amplifier distortions [117], digitization of the RF pulse [118], RF coil geometry [119,120] and non-uniform penetration of the scanned object [121,122]. B₁-field inhomogeneities tend to influence the slice profiles and lead to a variation of the actual RF tip angle from the expected values. This can in turn lead to the generation of unwanted signals, in particular stimulated echoes (STEs) in MEMS sequences [123] to varying extents depending on the excited slice. These signals interfere with the MEMS echo train introducing inaccuracies in the dose maps via the R₂ parameter.

STEs arise from incomplete excitation and refocusing of spins subject to multiple (>2) RF pulses. In a multiple spin-echo sequence, transverse magnetization may be stored in the longitudinal direction following a second RF pulse during which time spin-lattice relaxation occurs rather than spin-spin relaxation. STEs can affect signal strength and lead to image artifacts (e.g. zipper or mirror artifacts [123]). A useful method for reducing STEs effects involves combining images acquired using a Carr-Purcell (CP) and a Carr-Purcell-Meiboom-Gill (CPMG) multiple spin-echo imaging scheme [123]. This imaging scheme is also known as the phase alternating phase shift (PHAPS) sequence which involves alternation of the phases of the 180 RF pulses. An alternative to PHAPS involves mapping the axial and transverse B₁-field of the RF coil and correcting MEMS
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images. In this chapter the PHAPS and $B_1$ corrected methods are compared. The axial mapping used in this study is based on a method by Barker et al [124], and the transverse mapping follows that by Akoka et al [108].

### 5.2 Theory and Method

#### 5.2.1 $B_1$-field Mapping

The mapping of the $B_1$ field was done both longitudinally ($B_{1z}$) and transversely ($B_{1xy}$). These $B_1$-field maps provide calibration factors which can then be used to correct for the effects of the non-uniformity of the $B_1$-field.

**$B_{1z}$ Uniformity Mapping:**

The longitudinal axis mapping was based on the method by Barker et al [124] summarized below. This method employs a spin-echo sequence where, for a uniform sample, the NMR signal $S(r)$ from a point with vector position $r$ can be written as [124]:

$$S_i(r,p_i) = \left| K_{sc}(r) \sin^3 \left( \theta(r)T(r) \right) \right|$$

(5.1)

where $S_i$ is the signal measured at transmitter output $p_i$; the scaling constant $K_{sc}$ is given by product of the proton density $\rho(r)$; the receiver field dependence $R(r)$; and a constant of proportionality $k$, representing the gain at a reference point, the isocentre. This scaling constant is given by:

$$K_{sc}(r) = k\rho(r)R(r)$$

(5.2)

$T(r)$ defines the spatial dependence of the transmitter field and $\theta(r)$ is given by:

$$\theta(r) = \frac{\pi}{2} \frac{b(p_i)}{b(p_{\pi}/2,0)}$$

(5.3)
with \( i = 1, 2, \ldots, N \). Here the function \( b(p_i) \) is the transmitter output (in either volts or watts).

In this case the transmitter output is given by:

\[
b(p_i) = 10^{(TA_i - TA_0)/200}
\]

(5.4)

where \( TA_i \) is the transmitter attenuation or gain and \( TA_0 \) is the transmitter gain for a reference tip angle in this case \( \pi/2 \). The units of \( TA_i \) and \( TA_0 \) are in \( 1/10 \text{ dB} \). \( T(\vec{r}) \) and \( R(\vec{r}) \) are normalized to a reference position, measured in this study at the isocentre \((\vec{r} = 0)\), such that \( T(\vec{r} = 0) = R(\vec{r} = 0) = 1 \). Fitting the measured signal at the isocentre to Eqn 5.7 gives \( k_p (\vec{r} = 0) \) and \( P_{x2,0} \) (since \( T(\vec{r} = 0) = R(\vec{r} = 0) = 1 \)) while fitting any other position gives \( k_p (\vec{r}) R(\vec{r}) \) and \( T(\vec{r}) \). The above method of mapping the \( B_{1-z} \) field for the transmitter output \( T(\vec{r}) \) works for both a homogeneous and heterogeneous phantom since the proton density appears in Eqn 5.1 as a multiplicative constant. This would only affect the signal amplitude and not the transmitter output required, thus can be used for a heterogeneous material samples as demonstrated by Barker et al [124]. This method of mapping the \( B_{1} \)-field along the longitudinal axis has been shown to be independent of the material in the sample being imaged due to the fact that it (the \( B_{1-z} \) field) has no dependence on the dielectric properties of the sample unlike the transverse \( B_{1} \)-field [125].

This above method was used to map the longitudinal \( B_{1} \)-field since, in a gel phantom where there might be inhomogeneities inserted into the gel matrix having different dielectric properties, \( B_{1z} \) is expected to change with each new gel phantom. The phantom (cylindrical) used to map the \( B_{1} \) field was of the same dimensions as the subsequent phantoms described in Chapter 7 for dose verification, to avoid the problem of \( B_{1} \) dependence on the coil/sample loading characteristics. In \( B_{1-z} \) field mapping, a
simple spin-echo sequence was used; it was modified to acquire slice profiles along the longitudinal axis with slice thicknesses of 2 mm for different power (or attenuation) settings. Since this method for mapping the uniformity of the transverse $B_1$-field ($B_1$-xy) has a dependence on the sample properties and the material in the phantom has to be uniform, the method suggested by Akoka et al [108], which has no dependence on sample properties and provides a pixel-by-pixel $B_1$-xy field mapping was used.

$B_1$-xy Uniformity Mapping:

The Akoka et al [108] method is based on the imaging sequence shown in Fig. 5.1. This imaging sequence makes use of three RF pulses inducing flip angles of values $\alpha$, $2\alpha$ and $\alpha$ respectively. This three pulse train generates five different echoes but only the first 2 echoes are acquired and used to calculate the tip angle $\alpha$ (and thus the $B_1$-xy field on a pixel-by-pixel basis). The first echo acquired is the classical spin-echo acquired at time $TE/2$ ($TE$ stands for echo time) after the second RF pulse and the second echo is a stimulated echo (STE) acquired at time $TE/2$ after the third RF pulse. The signal equation describing the signal from these two echoes is given by [108]:

$$S_{SE}(i, j) = k \sin^3(\alpha(i, j))$$  \hspace{1cm} (5.5)

and

$$S_{STE}(i, j) = \frac{k}{2} \sin^2(\alpha(i, j)) \sin(2\alpha(i, j))$$  \hspace{1cm} (5.6)

where $k$ is simply a proportionality (or catch-all gain) constant, $S_{SE}$ and $S_{STE}$ are the image signal intensities for the first echo and the second echo respectively. From the ratio
of these image signal intensities the flip angle was calculated by [108]:

$$\alpha(i, j) = \cos^{-1}\left(\frac{S_{STE}(i, j)}{S_{SE}(i, j)}\right)$$  \hspace{1cm} (5.7)

This method has no dependence on the sample properties ($\rho$, $T_1$, $T_2$). Its non-dependence on $T_1$ makes it relatively fast since the repetition time $TR$ is usually set in most imaging sequences to allow sufficient recovery of the magnetization due to $T_1$, thereby prolonging image acquisition time.
5.2.2 Multiple Spin-echo Imaging Schemes – (MEMS and PHAPS Relative Performance)

The $T_2$ (or $R_2$) of a gel matrix measurement using the MEMS and the PHAPS imaging schemes is described in this section.

**MEMS Imaging Scheme:**

The MEMS sequence implemented in the 1.89T magnet is shown in Fig. 5.2. This sequence is based on the CPMG based imaging scheme which involves applying a 90° RF pulse to nutate the magnetization into the transverse plane. This 90° RF pulse is then followed by the repeated application of 180° RF pulses at 90° out of phase from the 90° RF pulse. Thus a short hand notation for this sequence can be written as: 90-x' – 180-y' – 180-y' ... – 180-y'. This 90-x' – 180-y' – 180-y' ... – 180-y' procedure is repeated for all the phase encode lines required to completely fill the k-space. In order to preserve phase relationship between any generated stimulated echoes and spin-echoes, the phase encode gradient is rewound before each 180° pulse.

It has been shown that in conventional MR sequences where linear k-space sampling is used, a temperature rise of 3°C can be attained and can result in a dose underestimation of up to 10% [54]. Thus, all our spin-echo based sequences (MEMS and PHAPS) were modified to do centric k-space acquisition which would limit any errors due to temperature rise as a result of RF deposition to areas of high dose gradients [54].

**PHAPS Imaging Scheme:**

This imaging scheme is almost the same as for the MEMS or CPMG sequence except that each y k-space line is acquired twice using (i) a CPMG-encoding scheme, 90-
x' - 180-y' - 180-y' ... - 180-y' and (ii) a CP-encoding scheme, 90-x' - 180-x' - 180-x' ...
... - 180-x'. The magnetizations were added algebraically according to the PHAPS sequence formulae given by [123, 125]:

\[ M_{PHAPS} = \frac{M_{virtual} + M_{real}}{2} \]  

(5.8)

with

\[ M_{real} = \sqrt{\left( M_{x,CP} - M_{x,CPMG} \right)^2 + \left( M_{y,CP} - M_{y,CPMG} \right)^2} \]  

(5.9)

and

\[ M_{virtual} = \sqrt{\left( M_{x,CP} + M_{x,CPMG} \right)^2 + \left( M_{y,CP} + M_{y,CPMG} \right)^2} \]  

(5.10)

for the odd echoes in the multiple echo sequence and

\[ M_{real} = \sqrt{\left( M_{x,CP} + M_{x,CPMG} \right)^2 + \left( M_{y,CP} + M_{y,CPMG} \right)^2} \]  

(5.11)

and

\[ M_{virtual} = \sqrt{\left( M_{x,CP} - M_{x,CPMG} \right)^2 + \left( M_{y,CP} - M_{y,CPMG} \right)^2} \]  

(5.12)

for the even echoes in the multiple echo sequence.

The resultant transverse magnetization given by the echo amplitudes (for both PHAPS and MEMS) collected for every given image pixel was fitted by an exponential function in order to extract the \( T_2 \) parameter according to:

\[ S(i, j) = A \exp(-nTE / T_2) \]  

(5.13)

where \( TE \) is the echo time and \( n = 3, 4, ..., N \) with \( N \) being the total number of images acquired. The first two images were not used in the fit since these points seemed to deviate from the mono-exponential decay given in Eqn. 4.13 probably due to non-
existence of stimulated echo effects. A two-parameter fit of the scaling constant $A$ and the spin-spin relaxation time constant $T_2$ was done. All fits were done using the Matlab software package (Matlab 6.3, The Math Works Inc. USA).

For both the MEMS and PHAPS imaging schemes, the following variables were used: $TE = 40$ ms, 26 echoes, a repetition time, $TR = 4000$ ms which increased accordingly depending on the number of slices being imaged, field of view (FOV) = $128$ mm, a matrix size of $128 \times 128$, slice thickness (ST) = $5$ mm with slice interleaving.

![Schematic of MEMS (CPMG) imaging sequence](image)

**Fig. 5.2:** The schematics of the MEMS (CPMG) imaging sequence used to acquire baseline images for the estimation of $T_2$.

employed in order to limit the amount of magnetization “cross-talk” between slices [91]. The choice of $TE = 40$ ms was made based on an investigation of the quality of the raw images acquired using multiple spin-echo based sequences in our imaging system. It was
found that images acquired with TE less than 40 ms gave low quality images corrupted by an artifact. Since the PHAPS sequence acquisition time (TA) is twice that of a normal MEMS sequence, the number of averages for the MEMS sequence was doubled in order to make the acquisition times for both MEMS and PHAPS comparable. All measurements were done using a cylindrical, uniform gel-filled phantom.

5.2.3 Correction of effects of $B_{1z}$ and $B_{1xy}$ inhomogeneities

In both the PHAPS and MEMS imaging sequences, the scaling factor for the transmitter field $T(\vec{r})$ obtained from mapping the $B_{1z}$ field was used to modulate the power setting depending on the slice being excited along the longitudinal axis. These scaling or modulation factors were programmed into the imaging sequences (MEMS and PHAPS) to automatically update the power setting for the slices in question. This active power modulation follows a similar scheme used in correcting the effects of $B_{1z}$ on the estimated $T_1$ suggested by Clare et al [126].

The correction of the effects of $B_{1xy}$ field inhomogeneities was done by obtaining an $R_2$ versus flip angle ($\alpha$) calibration curve using a homogeneous cylindrical phantom of the same dimensions as that of the polymer gel phantoms used in Chapter 7. The $\alpha$ vs $R_2$ calibration curve data was fitted to a polynomial and permitted the generation of a set of correction factors given by:

$$CF(\alpha) = \frac{R_2^{\text{true}}}{R_2(\alpha)}$$

(5.14)

where $R_2^{\text{true}}$ is the relaxation rate value of the homogeneous gel determined using a bulk (or spectroscopic) sequence. This is a sequence with no imaging gradients applied. This
calibration curve allowed the correction (or scaling) of $R_2$ maps subsequently acquired using the MEMS sequence. The $R_2$ dependence on $\alpha$ shown by MEMS was not observed for the PHAPS imaging sequence.

5.3 Results and Discussion

$B_{1z}$ Uniformity Mapping and Correction:

Fig. 5.3 shows the slice profiles acquired using a simple spin-echo sequence with slice thicknesses of 2 mm for a given power setting. It can clearly be seen that as one

![Graph](image)

Fig. 5.3: Slice profiles acquired along the longitudinal axis (z-axis) of the magnet with slice thicknesses of 2 mm each. The spikes at the edges are from a wrap-around artifact brought about due to the fact that the product of the slice thickness and number of slices exceeded the FOV in the slice-select direction.
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moves away from the isocentre of the magnet, the amplitude of the slice profiles are reduced more and more. This reduction is a consequence of the non-uniform behaviour of the $B_1$ field along the longitudinal axis. This is expected for a birdcage coil [125].

Fig. 5.4 shows the flip angle calculated from Eqn. 5.2 where the flip angle is scaled by the spatial dependence of the transmitter field $T(\vec{r})$. The scaling factor $T(\vec{r})$ was then used to modulate the power setting depending on the slice being excited along the longitudinal axis. This provided a uniform excitation of a given flip angle value along the longitudinal axis. This corrected flip angle is given in Fig. 5.4 and represented by the “corrected B1” legend shown on the graph. The advantage of doing a slice-by-slice power modulation to provide a uniform flip angle is that it provides a better signal-to-noise ratio.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig5.4.png}
\caption{The longitudinal $B_1$-field ($B_1$-z) prior to correction and after correction using automatic power modulation within the imaging sequences.}
\end{figure}
(SNR) for the baseline images for the estimation of $T_2$ as opposed to doing a correction of the $T_2$ after acquiring the baseline images with the non-uniform axial $B_1$-field. Little or no change in temperature $\Delta T$ (via phase change, $\Delta \phi$, using a FLASH sequence since $\Delta T \propto \Delta \phi$ [54]) was observed as a result of the power modulation calibration included in the imaging sequences for 16 slices, 2 averages with a matrix size of 128 x 128.

$B_{1xy}$ Uniformity Mapping and Correction:

Fig. 5.5 (a) is a typical $B_{1}$-xy map shown here as a flip angle image acquired using the sequence given in Fig. 5.1. Fig. 5.5 (b) shows a simple one dimensional (1D) $B_{1}$-xy profile drawn across the image to show the non-uniformity of $B_{1}$-xy. This $B_{1}$-xy map was acquired for every slice imaged using a MEMS imaging sequence. The $T_2$ ($R_2$) was calculated for every image pixel and the corresponding $B_{1xy}$ map using the uniform cylindrical phantom.

Fig. 5.5: A sample $B_{1}$-xy map displayed as an image (a) and (b) a 1-D horizontal profile drawn through the image showing the change in $B_{1}$-x with pixel position.
Fig. 5.6 shows the $R_2$ versus the flip angle curve generated and thus provides an $\alpha$-$R_2$ calibration curve. The true relaxation rate value, $R_{2\text{true}}$, of the homogeneous gel used to generate the calibration curve (shown inset in Fig. 5.6) was used in conjunction with Eqn. 5.14 to generate the $R_2$ correction factors. These correction factors were then used to scale the $R_2$ values on a pixel-by-pixel basis depending on the measured flip angle.

$$R_2(\alpha) = -1.32 \times 10^{-4} \alpha^2 + 0.022 \alpha + 1.35$$

$$R_{2\text{true}} = 2.23 \text{ s}^{-1}$$

Fig. 5.6: $R_2$ versus flip angle calibration curve generated for subsequent correction of the effect of $B_{1\text{-xy}}$ on the $R_2$ values obtained.

Fig. 5.7 is a 1D $R_2$ versus position profile showing the $R_2$ before and after the application of the correction factor $CF$ given in Eqn. 5.14 for a different gel phantom. In the 1-D profile shown in Fig. 5.7 the worst percentage deviation of $R_2$ from the true value before the application of the correction factor is was approximately 3.7 %, but after
application of this correction factor this percent deviation was reduced to about 1.4 % for this given slice.

Fig. 5.7: A sample 1-D $R_2$ profile across an $R_2$ image before and after correction of the effects of $B_{1-xy}$ on $R_2$.

Before the correction of the effect of $B_{1-xy}$ on the estimated $R_2$ values, the average percentage deviation on the $R_2$ per given slice was about 3.3 % with a worst value of about 9%. After the correction of $B_{1-xy}$ the intra-slice $R_2$ deviation improved to within 2 %. Fig.5.8 shows the accuracy in $R_2$ as function of the longitudinal (or axial) position of the slice. The worst deviation (defined by $100 - \sum (|R_2 - R_{2\_true}| / R_{2\_true}\ast 100)$) is about 91 % prior to correction and within 95 % after the correction of the $B_1$-field inhomogeneity effects.
Fig. 5.8: Accuracy of the estimated $R_2$ values as a function of axial position within the magnet with the zero z-distance on the horizontal axis representing the isocentre of the MR imaging system.

**MEMS and PHAPS Imaging Scheme Relative Performance:**

Fig. 5.9 (a) shows the relative signal to noise ratio (SNR) comparisons of the baseline images between the MEMS and PHAPS imaging sequences. The SNR was calculated by drawing a region of interest (ROI) within the homogeneous region of the image away from any influence of the background noise for the signal estimation and the noise was estimated from the background away from any influence of the imaged object. The ratio of these two signals gave the SNR values. These same ROIs (~2000 pixels) were propagated through all the MEMS images with: (i) no averaging done, and (ii) MEMS acquired with two averages. The PHAPS image SNR is also shown. The plots
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show that the MEMS acquired images with one or two averages have a better SNR compared to the PHAPS acquired images. A closer look at the averaged percentage deviation of the R\textsubscript{2} values from the average values of a given slice (Fig.5.9 (b)) shows the MEMS obtained B\textsubscript{1}-field corrected R\textsubscript{2} is better than the PHAPS estimated R\textsubscript{2} value. This can be attributed to the better SNR from the averaged MEMS images for the image acquisition time. In terms of the averaged fitted errors on the estimated R\textsubscript{2}, the MEMS sequence showed an improved error when compared to PHAPS by a ratio of approximately 1.4. Thus, the MEMS imaging sequence when corrected for B\textsubscript{1}-field

![Graph showing SNR and percentage standard deviation](image_url)

**Fig. 5.9**: Relative performance of the MEMS and the PHAPS imaging sequence. (a) SNR of the baseline images and (b) precision based on the percentage standard deviation on the mean of the R\textsubscript{2} values for a given slice. The lines were added as a guide to the eye.
inhomogeneities showed a better performance compared to PHAPS (also corrected for
B₁-field inhomogeneities) in terms of SNR and the estimated R₂ values.

5.4 Conclusion

Using a slice-by-slice B₁ axial transmit calibration combined with the correction of transverse B₁ inhomogeneity on a pixel-by-pixel basis provides an intra-slice deviation of the estimated R₂ using multiple spin-echo sequences of less than 2 % for the purposes of gel dosimetry. This slice-by-slice pulse calibration combined with pixel-by-pixel R₂ correction with an acquired B₁-xy map, can be used to obtain better precision (and/or) using a simple MEMS (or CPMG) when compared to PHAPS for the same total acquisition time. Despite the superior performance of MEMS when compared to PHAPS after correction of B₁ inhomogeneities, it is still advisable to alternate the phase of the application of the 180° RF pulses between −y’ and y’ for the even and odd phase encode lines so as to push any streak artifacts to the edges of the image which can be then be discarded [123].
Chapter 6

Non-Linear Gradient Field Mapping and Correction

6.1 Introduction

The non-destructive and 3-D nature of MR imaging makes it one of the best methods to evaluate the spatial distribution of dose information in an irradiated gel dosimeter. MR imaging-obtained spatial dose distributions in gel dosimeters can be used as a dose verification tool for the planned irradiation treatment of a patient. However, the use of MR imaging for gel dosimetry for treatment planned dose verification requires minimal or no geometrical distortion in the eventual dose map. In general, MR images can be susceptible to image distortions due to non-linear gradient magnetic fields and/or inhomogeneities in the main (or static) magnetic field $B_0$ [74,127-133]. The order of distortions can vary from a few mm [133] to distortions of order greater than 25 mm [132] for conventional MRI scanners. Some scanner manufacturers usually provide software (‘Grad Warp’) to restore the geometry of the imaged object. In some cases, these distortion corrections act on only the phase and read-out directions leaving the slice-selection uncorrected [133]. These distortions are due to the fact that the precise encoding of spatial information (as expected by the reconstruction algorithms) in MR images highly depends on the production of precisely linear variations in the magnetic field across the imaging volume containing the sample or samples during the image acquisition process. These image distortions can have serious consequences when used in
medical applications for diagnostic purposes or for the purposes of dose verification in radiotherapy treatment planning where high spatial accuracy is required.

MR imaging system-dependent errors such as image distortion from non-linear gradients must be reduced as much as possible to obtain the target figure of accuracy in high precision radiotherapy (2-3 % of the maximum dose in the regions of uniform dose and a spatial error of less than 2 mm in regions of high dose gradients [134]).

This chapter describes a method for the mapping and correction of the effects of static field (B0) inhomogeneity and non-linear gradient magnetic field on MR images (Fourier transform reconstructed) for the 1.89 T MR scanner (Magnex Scientific, Abingdon, Oxon, England) used to implement the 3-D Look-Locker imaging sequence and to measure the spatial dose distribution delivered to gel dosimeters via R2 (=1/T2) maps studied in this thesis. This gradient field distortion mapping method requires the acquisition of two sets of images of a gel-filled grid phantom with the direction of the applied gradients being altered. From these two sets of images, the change in position of a given imaged point is estimated and then fitted to a three-variable (to account for distortions in all three planes) (x,y,z) fourth-order polynomial. Distortions of the order of 12 mm were measured within the 120 mm imaging diameter of the transmit/receive birdcage coil (Morris Instruments Inc. Ottawa) used. These distortions were reduced to within the order of a millimeter with the aid of the estimated polynomial used to account for the distortions. The magnetic field deviations measured were also considered in the correction of R2 images, since R2 values can be affected by large gradient magnetic fields [135].
6.2 Theory and Methods

6.2.1 Theory

A multi-echo multi-slice spin-echo sequence described earlier in Chapter 2 was used to map the field inhomogeneities and gradient field non-linearities. The theoretical derivation presented here follows that by Chang and Fitzpatrick [127] and Kawanaka and Takagi [128]. The magnetic field gradients used for spatial encoding are the slice-select, read-out and the phase-encode gradients with their magnitude values denoted by $G_z$, $G_x$, and $G_y$ respectively. In the absence of any static field inhomogeneity, a slice selective $90^\circ$ pulse selects an axial slice at $z_1 = (\omega_1 - \omega_0)/\gamma G_z$ where $\omega_1$ is the central angular frequency of the selective pulse, $\omega_0$ is the Lamor frequency (nominal angular frequency value in the absence of gradient fields) and $\gamma$ is the gyromagnetic ratio. Denoting the duration of the read-out and phase encode gradients by $T_x$ and $T_y$, the signal obtained in the absence of $B_0$ inhomogeneities and gradient non-linearity after a time $t = t - TE$, ($TE - T_1 \leq t \leq TE + T_1$) is given by:

$$S(t, G_y, z_1) = A \int \int \int p(x, y, z) \delta(z - z_1) e^{i\gamma [(\omega_0 + \gamma G_x)x + (G_y y T_x)]} dx dy dz$$

(6.1)

where $A$ is a proportionality constant, $p(x, y, z)$ is the proton density, $G_y = p\Delta G_y$ ($p \in [-N_p/2, N_p/2-1]$ with $N_p$ being the number of phase encode lines (see Chapter 2) and $\Delta G_y$ the incremental phase encode gradient values. Slice selection is modeled here by the $\delta$ function. In the presence of field inhomogeneities and gradient non-linearities, the slice selection modeled by $\delta(z(x, y, z) - z_1)$ is replaced by $\delta(z'(x, y, z) - z_1)$ where $z'(x, y, z)$ is defined as:
In Eqn 6.2, \( \Delta B_0 \) is the inhomogeneity of the static field (this term incorporates the object-induced and system-related imperfections in the static field \( B_0 \)), and \( \Delta B_{Gz} \) denotes the non-linearity of the slice-select gradient.

\( B_0 \) field inhomogeneity and gradient non-linearities also lead to undesired components being added to the phase of the protons at \((x,y,z)\). The dephasing due to the undesired components develops as time increases in either direction away from the centre of the spin-echo signal with the perturbed phase given by:

\[
\Phi'(x,y,z,n,p) = \Phi(x,y,z) + \gamma (\Delta B_0 + \Delta B_{Gz}) n \Delta t + \gamma p \Delta B_{Gy} T_y 
\]  

(6.3)

where \( \Phi(x,y,z) \) is the unperturbed phase given by the term in the exponent of Eqn. 6.1, \( n \in [-N_s/2,N_s/2-1] \) (with \( N_s \) being the number of time samples with a time interval \( \Delta t \)), \( \Delta B_{Gx} \), and \( \Delta B_{Gy} \), are both functions of \( x \), \( y \), and \( z \), and are the non-linearities in the read-out and phase-encoding directions. It can be shown that after Fourier transformation of the perturbed signal and with the appropriate change of integration variables, the relationship between the resultant distorted image \( I_d(x,y,z) \) and the correct image expected \( I(x,y,z) \) is given by the relationship [128]:

\[
I_d(x,y,z) = J(x + \Delta x, y + \Delta y, z + \Delta z) I(x + \Delta x, y + \Delta y, z + \Delta z) \]

(6.4)

where \( J(x + \Delta x, y + \Delta y, z + \Delta z) \) is the Jacobian of the transformation, and \( \Delta x(x,y,z) \), \( \Delta y(x,y,z) \), and \( \Delta z(x,y,z) \) are the spatial distortions. The Jacobian is used to compensate for the effect of a given slice being stretched or compressed into a different volume thereby altering the apparent proton density and hence image regional intensity. This Jacobian is defined by:
\[ J(x, y, z) = \begin{vmatrix} 1 + \frac{\partial \Delta x}{\partial x} & \frac{\partial \Delta x}{\partial y} & \frac{\partial \Delta x}{\partial z} \\ \frac{\partial \Delta y}{\partial x} & 1 + \frac{\partial \Delta y}{\partial y} & \frac{\partial \Delta y}{\partial z} \\ \frac{\partial \Delta z}{\partial x} & \frac{\partial \Delta z}{\partial y} & 1 + \frac{\partial \Delta z}{\partial z} \end{vmatrix} \] (6.5)

This change of variables is given by Eqn 6.2 for the z variable and Eqns. 6.6 and 6.7 below for the x and y variables:

\[ x_i = x + \frac{\Delta B_0(x, y, z)}{G_x} + \frac{\Delta B_{G_x}(x, y, z)}{G_x} \] (6.6)

\[ y_i = y + \frac{\Delta B_{G_y}(x, y, z)}{G_y} \] (6.7)

where \((x_i, y_i)\) is the positions of the displaced image. From Eqns 6.6 and 6.7, it can be seen that for spin-echo imaging the geometrical distortions which bring about intensity distortions in the read-out direction are caused by both static field inhomogeneity and the non-linearity of the read-out gradient. In the phase-encoding direction, the distortions come solely from the non-linearity of the phase encode gradients. Therefore, knowledge of \((\Delta B_0, \Delta B_{G_x}, \Delta B_{G_y}, \text{and} \Delta B_{G_z})\) allows correction of all image distortions.

6.2.2 Methods

6.2.2.1 Mapping of Spatial Distortions

To be able to map the distortions due to the inhomogeneity in the \(B_0\) field and the non-linear gradients, a grid phantom composed of rectangular containers with known dimensions was made with the overall dimensions of the phantom larger than that of the magnet's recommended imaging volume (cylindrical length < 75 mm and diameter < 90 mm). The phantom spanned a diameter of \(~100\) mm in the transverse direction and a
length of ~95 mm in the axial direction. The rectangular tubes were filled with gels made with gelatin of approximately the same concentration as used in the polymer gel dosimeters used in this study (described later in chapter 7). The purpose of gelatin was to eliminate or reduce any distortions from sample induced inhomogeneities in the static field. In this chapter, all subsequent reference to x, y and z follow the static coordinate system shown in Fig. 6.1, which were set up for the measurements and calculations of these distortions. \( G_x, G_y, \) and \( G_z \) represent the physical imaging gradients and also follow the coordinate system shown in Fig. 6.1.

A MEMS sequence similar to that used to generate \( R_2 \) maps described in Chapter 7, was modified to acquire four sets of images for the transverse (x,y) imaging direction and two sets for the coronal direction. For the transverse orientation, the first set of images \( I_1 \) were acquired with the read-out gradient in the x-direction and the second set \( I_2 \) with the read-out gradient direction in the \(-x\) direction (i.e. reversed) as shown by the images in Fig. 6.2. The third and the fourth sets \( (I_3 \) and \( I_4 \) ) were just a repetition of sets one and two but with the roles of the \( G_x \) and \( G_y \) gradient interchanged. The fifth and sixth sets were coronal images oriented such that the \( z \) gradient was long the read-out direction (forward and reverse directions). This sequence was implemented at 1.89T (Magnex Scientific, Abingdon, Oxon, England) using a 120 mm internal diameter transmit/receive birdcage coil (Morris Instruments Inc. Ottawa). The following parameters were used: TR = 2000 ms, TE = 40 ms, FOV = 128 mm scanned with a matrix size of 256 x 256, 4 averages and 19 slices for given imaging directions each of thickness 5 mm.
These transverse images (17 of the 19) provided the $\Delta x(x,y,z)$ and $\Delta y(x,y,z)$ distortion maps, while the coronal images provided the $\Delta z(x,y,z)$ distortion map as well as $\Delta x(x,y,z)$. The derivation of these distortion maps $\Delta x(x,y,z)$, $\Delta y(x,y,z)$, and $\Delta z(x,y,z)$, from the acquired spin echo images is simply given by the difference between the positions of the corners of the rectangular tubes in a given image from their true position. The corners of the rectangular tubes in the phantoms were determined by using a Matlab (Matlab 6.5, The Matworks Inc. USA) edge-detection algorithm with a threshold (based on the mean signal of the imaged tubes) applied to remove the influence of noise. This means each tube provided four data points given by its angled corners which as a result gave a total of at least 150 data points per image. As for the true position of the edges or corners, this was obtained by taking the arithmetic average of its position in the forward and reverse gradient images (either $I_1$ and $I_2$ respectively or $I_3$ and $I_4$ respectively). The “averaging” method used to obtain the true dimensions was tested using an algorithm written to adjust the dimensions of any rectangle that did not exactly fit the known physical dimensions and was found to have little or no effect.
This method of deriving the \( \Delta x(x,y,z) \), \( \Delta y(x,y,z) \), and \( \Delta z(x,y,z) \) distortions can also be used to remove the \( B_0 \) inhomogeneity, \( \Delta B_0 \), from the distortion maps (as described in section 6.2.2.3). The \( I_3 \) and \( I_4 \) images used to obtain the \( B_0 \) inhomogeneity and the non-linear gradient field distributions for the subsequent correction of \( R_2 \) maps since these non-linearities could affect the \( R_2 \) values estimated from MEMS acquired images depending on the magnitude of the non-linearity.

Fig. 6.2: Two spin-echo images acquired with the orientation of the read-out gradient in a (a) negative and (b) positive direction. The true position of the edges or the corners in the image is the arithmetic average of the position of the edges or angled corners in both images.

6.2.2.2 Correction of Spatial Distortions

Most distortion and signal intensity correction schemes described in the literature [74,127-132] use only approximations based on two variable polynomials with interpolation and/or extrapolation for slices for which no distortion data is acquired. In the correction scheme used in this work, the inconvenience and possible errors due to approximation from interpolation/extrapolation was avoided by using a three variable
continuous function. These distortion data were fitted by a three variable \((x,y,z)\) polynomial which for the \(\Delta x(x,y,z)\) distortion was given by:

\[
\Delta x(x,y,z) = \sum_{m} \sum_{n} \sum_{k} a_{mnk} x^{k} y^{n} z^{m}
\]  

(6.8)

where \(a_{mnk}\) are the coefficients of the polynomial to be fitted for. The other distortions \(\Delta y(x,y,z)\) and \(\Delta z(x,y,z)\), where also fitted to a similar polynomial. A non-linear least-squares fit method was used to estimate the \(a_{mnk}\) coefficients (Matlab 6.5, The Mathworks Inc. USA). From the estimated distortions, the images were corrected for the effects of the static inhomogeneity and gradient non-linearity by simply using an interpolation algorithm. After interpolation, the images were scaled by the intensity factor given by the Jacobian defined in Eqn. 6.5.

6.2.2.3 Estimation of Change in Gradient Fields

The \(B_0\) inhomogeneities, \(\Delta B_0\), and the gradient field non-linearities \(\Delta B_G\), \(\Delta B_G\), and \(\Delta B_G\), were estimated from the \(\Delta x\), \(\Delta y\) and \(\Delta z\) distortion maps. The \(\Delta B_0\), \(\Delta B_G\), and \(\Delta B_G\), distributions were estimated from the set of four transverse images described above via these distortion maps (Eqn 6.8). From images \(I_1\) and \(I_2\) and using Eqns 6.6 and 6.7 the following relationships were used [128]:

\[
\Delta B_g(x,y,z) + \Delta B_G(x,y,z) = G_x \Delta x(x,y,z)
\]

(6.9a)

\[
\Delta B_G(x,y,z) = G_y \Delta y(x,y,z)
\]

(6.9b)

From images \(I_3\) and \(I_4\):

\[
\Delta B_g(x,y,z) + \Delta B_G(x,y,z) = G_x \Delta x'(x,y,z)
\]

(6.10a)
\[ \Delta B_{G_x}(x,y,z) = G_x \Delta y'(x,y,z) \]  
(6.10b)

From Eqns 6.9 and 6.10, the distribution of the \( B_0 \) inhomogeneity and gradient non-linearity were:

\[ \Delta B_{G_x}(x,y,z) = G_x \Delta y'(x,y,z) \]  
(6.11)

\[ \Delta B_{G_y}(x,y,z) = G_y \Delta y(x,y,z) \]  
(6.12)

\[ \Delta B_0(x,y,z) = G_x \left[ \Delta x(x,y,z) - \Delta y'(x,y,z) \right] \]  
(6.13)

The \( \Delta B_G \) distribution was estimated from the coronal images using Eqn. 6.2 and the estimated \( \Delta B_0 \) of Eqn 6.13.

### 6.3 Results and Discussion

#### 6.3.1 Mapping of Spatial Distortions

Fig. 6.3 shows sample distortion maps of \( \Delta x \) and \( \Delta y \) obtained for a transverse slice located at -35 mm from the magnet’s isocentre. In Fig. 6.3, \( \Delta x \) distortions of up to 10 mm were observed in the images or the maps obtained due to the combined effects of \( B_0 \) inhomogeneity and gradient non-linearity. At this same location on the magnet’s axis, \( \Delta y \) distortions of about 2 mm were measured as shown in Fig. 6.3(b). The \( \Delta x \) and \( \Delta y \) distributions shown in Fig. 6.3 (a) and (b) are from the read-out and phase-encode directions of a transverse image with read-out and phase-encode gradient in \( x \) and \( y \) directions respectively. Distortions of up to 13 mm were measured for transverse image slices acquired at \( z = \pm 45 \) mm of the isocentre.
Fig. 6.3. Distribution (or map) of (a) $\Delta x(x,y,z)$ and (b) $\Delta y(x,y,z)$ obtained from a transverse slice located at $z = -35$ mm of the magnet’s isocentre.

Fig. 6.4 shows distortion $\Delta z$ distortion map obtained from a coronal slice located at $y = -25$ mm of the isocentre. The coronal image taken was such that the read encode gradient

Fig. 6.4. Distribution (or map) of $\Delta z(x,y,z)$ obtained from a coronal slice located at $y = -25$ mm from the magnet’s isocentre. The scale represents the degree of spatial distortions.
was oriented in the same direction as the physical z-axis of the magnet. This $\Delta z$ mapping was done for all the coronal slices acquired.

### 6.3.1 Correction of Spatial Distortions

The measured distortion data, were fitted to a three variable polynomial given in Eqn. 6.7. These estimated continuous functions were then used to correct the distorted images by interpolation. For transverse images (xy-plane) acquired within $z = \pm 25$ mm of the isocentre, a 3rd-order polynomial (with 20 coefficients estimated) was sufficient to correct the distortions in the images. However, this 3rd-order polynomial was insufficient to correct the transverse images acquired at $z > 25$ mm, thus a 4th-order polynomial was used instead, which was found to be sufficient to correct the distortions within $z = \pm 45$ mm. Fig. 6.5 (a) shows a sample transverse distorted image and (b) its corresponding corrected image taken at $z = -35$ mm from the isocentre of the grid phantom. Fig. 6.6

![Sample images](image)

**Fig. 6.5.** Sample (a) distorted and (b) corrected transverse images acquired at $z = -35$ mm of the magnet's isocentre. The corrected image has also been corrected for the intensity non-uniformity due to spatial distortions using the Jacobian (see Eqn 6.4).
shows the correction of a transverse circular (xy-plane) image of a cylindrical phantom acquired at z=−35 mm from the isocentre using the estimated function. The correction algorithm was able to correct distortion in images of the phantom to within 1 mm of its true diameter (95 mm). For this 4th-order polynomial, a total of 35 coefficients were estimated with residual values within 40 for the Δx, Δy and Δz distortions. A residual of 35.8 was produced for Δx(x,y,z); 31.1 for Δy(x,y,z) and 6.5 for Δz(x,y,z) from a set of ~2000 data points per distortion direction. The fit using the continuous polynomial function permitted easier correction of slices (for spatial and intensity distortion) for which no distortion data were acquired, thereby avoiding possible errors due to approximations from interpolation and/or extrapolation. This continuous function allows for correction of both 2-D multi-slice images and 3-D images. In fact, slices for which no distortion data were acquired were successfully corrected using the estimated function. A summary of the polynomial terms and their corresponding estimated coefficients are given in Appendix A.

Fig. 6.6. (a) Distorted and (b) corrected (spatial and intensity) images taken of a cylindrical phantom at z = -35 mm from the isocentre.
Fig. 6.7 shows a sample map of the Jacobian values used to correct the intensity “distortions” of transverse images acquired at an axial location \( z = -35 \) mm. Locations without any intensity “distortions” have Jacobian values of unity.

![Fig. 6.7: A map of Jacobian values used to correct intensity “distortions” in transverse images acquired at \( z = -35 \) mm.](image)

6.3.2 Estimation of Change in Gradient Fields

Figs. 6.8 (a), (b), (d) show the behaviour of the gradient non-linearities of the \( x, y \) and \( z \) imaging gradients respectively at \( z = -35 \) mm. Fig. 6.8 (c) shows the static field inhomogeneity at this same location. This non-linearity of MR imaging gradients (generated for the whole imaging volume) has an influence not only on the estimation of diffusion coefficients (or tensors) when doing diffusion imaging but can also have an influence on the estimated \( R_2^* = 1/T_2 \) values derived from multiple spin echo baseline
Fig. 6.8. The measured non-linearity of the (a) x gradient, (b) y gradient, (c) static field inhomogeneity and (d) z gradient at z = -35 mm from the isocentre. The x and z gradient non-linearity plots have been corrected for the static field inhomogeneity.

images. Thus the estimation of these field inhomogeneities for all the slices acquired enables subsequent (see chapter 7) checking and correction of any changes in the estimated $R_2$ maps, which would also affect the derived dose maps (for gel dosimetry).

6.4 Conclusion

In this chapter, a description is provided for the design of a simple gel-filled phantom and for the mapping of spatial distortions due static field inhomogeneities and
gradient non-linearities. The dimensions of this phantom were made such that it enclosed the imaging volume normally used and large enough to cover the dimensions of the gel phantoms to be used for dosimetric studies (Chapter 7). From the distortion maps generated, distorted images were corrected not only for the spatial distortions but also for signal intensity “distortions” that result from the gradient non-linearity measured. Static field inhomogeneity and gradient field non-linearity maps were then derived from these distortion maps which can be used to check for the possible influence of these non-linear gradient fields on estimated $R_2$ maps.
Chapter 7

Dose Distribution Verification Using Two New Polymer Gel Dosimeters with Reduced Toxicity and MR Imaging

7.1 Introduction

One of the steps involved in radiotherapy treatment planning, is computer dose planning to optimize the radiation delivery. This computed treatment plan distribution needs to be verified by an accurate dose verification technique. To date, dose distribution verification has mostly been done by methods such as thermoluminescent dosimeters (TLDs), ion chambers, and films amongst others. These methods all suffer from the fact that they are not inherently three-dimensional (3-D) in nature, thus there has been a lot of interest in the use of imaging for gel dosimetry which can provide 3-D information as a dose verification tool in clinics. One the most reliable forms of gel dosimeters investigated so far has been the polyacrylamide gel (PAG) dosimeter gel which has the disadvantage of being very toxic. A current area of research is the development of polymer gel dosimeters with reduced toxicity. Two such polymer gel dosimeters have been developed at the Kingston Regional Cancer Centre, KRCC have been developed by replacing acrylamide with the less harmful monomers diacetone acrylamide (DAAM) and N-isopropylacrylamide (NIPAM) [136]. In this study our aim was to investigate the feasibility of using these two gel formulations as a dose verification tool for conformal therapy. The aim was to develop a dosimeter which could be read not only by MR but
also by optical computed tomography (CT) as well. These two gel dosimeters where irradiated according to a treatment planning system to obtain a desired dose distribution. This treatment planned dose distribution was verified by comparing it to the MR dose maps. The MR dose maps were then compared directly to the optical CT obtained dose distributions.

### 7.2 Methods and Materials

#### 7.2.1 Gel Preparation

The two gel dosimeters included two monomers DAAM and NIPAM and the conventional cross-linker \(N,N'\)-methylene-bis-acrylamide (commonly referred to in gel dosimetry circles as “Bis”) and the antioxidant tetrakis (hydroxymethyl) phosponium chloride (THPC). The addition of THPC ensured convenient preparation of the gels under normoxic conditions. The preparation of these gel dosimeters were all done at KRCC according to a procedure described in the publication by Senden et al [136]. These gels were then put in four cylindrical containers (2 for diacetone acrylamide and 2 for isopropylacrylamide) with each having a diameter of approximately 94 mm and length of ~100 mm.

The preparation of these gel dosimeters was done in a fume hood and under normoxic conditions to produce a 6\%T (percent weight fraction of the gel that is Bis and monomer), 50\%C (percent weight fraction of Bis and monomer that is Bis) recipe. Gelatin (300 Bloom Type A) was allowed to swell in 80 \% of de-ionized water at room temperature before being heated to a temperature of 50°C. Under continuous stirring,
3%wt Bis was dissolved at 50°C, with complete dissolution taking about 15 min. This was followed by the addition of the same amount of monomer (DAAM or NIPAM) after the gelatin – crosslinker (Bis) mixture had cooled to ~37°C. Lastly, the remaining 20% of the water was used to prepare a solution of the anti-oxidant THPC (1.98g) and added to the gel solution at this temperature. These gel solutions were then transferred to the cylindrical phantoms and stored in the refrigerator.

7.2.2 Treatment Planning and Irradiation

The gel-filled phantoms were irradiated a day after preparation with a Cobalt-60 benchtop tomotherapy unit [87] mounted on a T-780C unit (Theratronics, Kanata ON). These phantoms were placed at the center of a remotely-controlled turn-table and irradiated using 1 cm x 1 cm pencil beams with the gantry rotated at 90°. Using custom-built software in Custom Labview (National Instruments Corporation) by the KRCC Medical Physics group, these phantoms were appropriately rotated while in the path of the beam to obtain desired treatment plan shapes. The treatment plan system (TPS) used was originally conceived as a matrix in Excel (Microsoft Corp.) and has been verified by the KRCC Medical Physics group using custom-built software in Matlab (Mathworks Inc). Previous polymer gel dosimeter phantom irradiations using these treatment plans and scanned using optical CT have also been validated [87]. The treatment-planned irradiation was done to obtain a conformal “K” shape in all the 4 phantoms. For the DAAM and NIPAM monomer filled phantoms, two phantoms (one for each of the monomer types) were irradiated to a maximum dose of ~200 cGy and the other two to a
maximum dose of ~500 cGy. A calibration treatment plan pattern was also done in these phantoms as described in the “Dose Calibration and Dose Maps” section below.

7.2.3 MR Imaging and Optical CT Scanning

After irradiation, the gel phantoms were stored in a refrigerator for 3 days (for the gels to stabilize [136]), these phantoms were taken out of the fridge and placed in the magnet room for ~24 hours in order to allow the gel to reach thermal equilibrium. MRI scans were then performed on the gel phantoms using the multi-echo multi-slice spin-echo (MEMS) sequence described in Chapter 5. MR imaging was performed at a static field strength of 1.89T (Magnex Scientific, Abingdon, Oxon, England) and images were acquired with the aid of a transmit/receive birdcage coil (Morris Instruments Inc. Ottawa) having a 12 cm internal diameter. The MEMS sequence had the following variables; TE = 40 ms, 26 equidistant echoes, and 17 slices with slice thicknesses of 5 mm each. A 128 mm field of view was used with the matrix sizes chosen to give a spatial resolution of 1 mm x 1 mm x 5 mm with 2 averages taken per scan. As indicated in Chapter 5, a corresponding $B_1$ map was acquired for each MEMS slices imaged for later correction of $R_2$ ($= 1/T_2$) for any effects due to $B_1$ inhomogeneity. The baseline images were then transferred to a personal computer where $B_1$-corrected $R_2$ maps where obtained from 23 of the 26 MEMS images.

Optical scanning of these gel phantoms was done by the KRCC Medical Physics group at the Kingston Regional Cancer Centre, Ontario on a cone-beam CT scanner (Vista Scanner, Modus Medical Devices London, ON). The technology of optical CT scanning employed in this scanner is analogous to first generation x-ray CT, except that a
visible light source is used instead of an x-ray source. A more detailed description of this optical CT scanner is provided in Schreiner et al [87].

7.2.4 Data Analysis

7.2.4.1 Dose Calibration and Dose Maps

The $R_2$ images or maps where converted to dose maps using a linear calibration factor obtained for each gel phantom. Due to the fact that significant temperature changes occur within gel dosimeters during irradiation and thermal history effects during MR scanning on dose response have been observed [137, 138], the use of vessels of different size and geometry from the calibration phantoms would not seem to be appropriate. As a result we used the irradiation of a treatment planned calibration triangular pattern within each gel phantoms to minimize the effects mentioned above. From these $R_2$ images containing the calibration triangle, a linear calibration curve was obtained which was then used to convert all the $R_2$ fitted maps obtained to dose maps.

Any non-uniformity imposed on the $R_2$ maps due to the gradient field non-linearity measured (Chapter 6) was also investigated. This is based on the well-known fact that the Brownian motion of water molecules in the presence of strong magnetic field gradients can cause the MR signal to be attenuated [135]. This gradient field non-linearity, if strong enough, would cause the various echo signals to be attenuated differently for multiple spin-echo sequences and thereby could lead to a change in the measured $R_2$ values estimated from the baseline images. This change in $R_2$ due to the combined effect of strong gradient fields and the self diffusion of water molecules is based on the relationship:
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\[ R_{2\_nlin\_d} = R_{2\_lin\_d} + \frac{bD}{TE} \]  

(7.1)

where \( D \) is the molecular self-diffusion coefficient of water in the presence of magnetic field gradients, \( TE \) is the echo time, \( R_{2\_lin\_d} \) and \( R_{2\_nlin\_d} \) are the \( R_2 \) of the sample with linear and non-linear gradient field effects respectively. The \( b \)-value (also known as the \( b \)-factor) is a diffusion weighting factor defined as:

\[
b(TE) = \gamma^2 \int_0^{\frac{TE}{\gamma}} \left( \int_0^\tau G(t) dt \right)^2 d\tau
\]

(7.2)

where \( G(t) \) is the time dependent gradient field strength. Using the non-linear gradient field maps measured in Chapter 6 and combined with expressions of \( b \)-factors for the MEMS sequence \([55]\) with a typical diffusion coefficient of \( 1.66 \times 10^{-9} \text{ m}^2\text{s}^{-1} \) \([55]\) for polymer gels, no significant change in \( R_2 \) was observed due to these non-linear gradients.

### 7.2.4.2 MRI and Optical CT Gamma Maps

The verification of treatment plan dose distributions required the comparisons of measured and calculated dose distributions. The criterion for acceptable calculation performance for treatment plan verification is generally defined as a tolerance of the dose and distance-to-agreement (DTA) in regions of low and high dose gradients respectively. The \( \gamma \) index developed by Low et al \([139]\) unifies dose distribution comparisons using the acceptance criteria. The multidimensional distance between the measurement and calculation points in both the dose and the physical distance, scaled as a fraction of the acceptance criteria, is taken as the measure of the treatment planning system validation. Thus this \( \gamma \) index is defined as the minimum radial distance between the measurement.
point and the calculation points (expressed as a surface in the dose-distance space) [139].

Mathematically this $\gamma$ index is defined as [139]:

$$\gamma(r_m) = \min \{ \frac{\Gamma(r_m, r_c) - \gamma(r_c)}{\gamma(r_c)} \}$$  \hspace{1cm} (7.3)

where

$$\Gamma(r_m, r_c) = \sqrt{\frac{r^2(r_m, r_c)}{\Delta d^2_m} + \frac{\delta^2(r_m, r_c)}{\Delta D^2_m}},$$  \hspace{1cm} (7.4)

$$r(r_m, r_c) = |r_c - r_m|,$$  \hspace{1cm} (7.5)

and

$$\delta(r_m, r_c) = D_c(r_c) - D_m(r_m)$$  \hspace{1cm} (7.6)

Eqn.7.6 represents the difference between the calculated and the measured dose respectively, where $r_c$ and $r_m$ represent the spatial location of the calculated and measured distributions respectively while $\Delta D_m$ is the dose difference criterion and $\Delta d_m$ is the DTA criterion set. The pass-fail criteria is set such that $\gamma(r_m) \leq 1$, means the calculation passes and $\gamma(r_m) > 1$ means the calculation fails.

For all the dose maps obtained by either MR imaging or optical CT, a $\gamma$ map was calculated between the MR and the treatment plan dose distribution, between the optical CT and treatment plan and finally between the MR and optical CT dose maps. All the optical dose maps were done by the Medical Physics group at the Kingston Region Cancer Centre, Ontario. The acceptance criteria used in the calculation of the gamma maps was a dose difference of 3 % and a DTA of 3 mm; values used at the Kingston Regional Cancer Centre and typically used in most clinics.
7.3 Results and Discussion

7.3.1 Dose Calibration and Dose Maps

Fig. 7.1 (a) and (b) show the calibration (triangle) $R_2$ image and the corresponding treatment plan image with isodose contours overlaid on the image for the N-isopropylacrylamide monomer dosimeter with a maximum dose of ~500 cGy. Fig. 7.1(a) and (b) provided the calibration curve used to convert the $R_2$ images of all the gel dosimeter phantoms to dose maps. The $R_2$ image was acquired with a 128 mm field of view (FOV) and a matrix size of 128 x 128. From Fig. 7.1 a calibration curve was then generated by drawing ROIs (regions of interest ~15 pixels) in quite uniform areas on the treatment plan image to calculate the mean dose value and the corresponding mean $R_2$ values from the $R_2$ maps. These values where then used to generate a calibration curve. Fig. 7.2 shows a typical calibration curve from the NIPAM monomer filled gel dosimeter.

![Fig. 7.1: Calibration triangle (a) $R_2$ image for the NIPAM monomer dosimeter and (b) corresponding treatment plan used to irradiate the phantom. The 100, 200, 300 and 400 cGy isodose contours are overlayed on the treatment plan image.](image-url)
which had been irradiated with a maximum dose of ~500 cGy with a dose response of 0.0007 ± 0.0001 s⁻¹ cGy⁻¹ ($r^2 = 0.9988$). The error bars shown represent one standard deviation of the $R^2$ values from the ROI drawn. The possible non-uniformity on the estimated $R^2$ maps due to the gradient non-linearity measured was investigated using Eqn. 7.1 and no significant change in the $R^2$ maps was observed.

![Calibration Curve](image)

**Fig. 7.2:** A Calibration curve generated from an $R^2$ image and its corresponding treatment plan image or map for the NIPAM monomer dosimeter in Fig. 7.1.

This procedure for generating calibration curves for the gel phantoms was repeated for all the gel phantoms (one with a maximum dose delivered of ~200 cGy and the other with a maximum dose delivered of ~500 cGy for both of the gel dosimeter types). From the generated calibration curve or equation, a dose map was then calculated for each of the four gel dosimeter phantoms. As earlier mentioned, the purpose of a calibration triangle in the same gel phantom was based on reducing or limiting the effect of the thermal...
history during scanning affecting the dose response if a phantom of a different geometry is used. This would be particularly more prominent if small test tubes or vials are used as calibration phantoms; a practice which is commonly used to generate calibration curves. Small test tubes or vials used for calibration provide a larger surface-to-volume ratio (\(1/radius\)) which facilitates a faster energy exchange and/or re-establishment of a temperature equilibrium within the gel dosimeter (and quicker redistribution of heat due to radiofrequency or RF heating). This means that there may be a difference in dose response between the calibration vial and the gel dosimeter due to temperature. Another method that is commonly used to limit this thermal history effect on dose response is to image the calibration vials at the same time as the phantoms themselves. This method still faces the problem of differences in surface-to-volume ratio discussed above since calibration phantom has a different geometry.

Fig. 7.3 shows the MR-derived dose map for the gel phantom containing the NIPAM monomer that received a maximum dose of approximately 500 cGy. Overlayed on the MR-derived dose image are the isodose contours of 50, 150, 250, 350 and 450 cGy from the treatment plan. This shows good agreement between the measured MR dose map and the treatment plan used for the irradiation. As for the optical CT image data, a similar procedure was followed to obtain the dose images.
7.3.2 MRI and Optical CT Gamma Maps

Fig. 7.4 shows the gamma index map obtained from the quantitative comparisons of the (a) MR dose map and the treatment plan dose distribution and (b) the MR dose map and the optical CT dose map on a pixel-by-pixel basis for the gel dosimeter phantom containing the NIPAM monomer. Fig. 7.4 shows that within the irradiated treatment planning target region of the “K” symbol, most of the $\gamma$ values pass the acceptance criteria ($\gamma \leq 1$). Within the phantom image shown in Fig. 7.4 (a), 94% of the pixels have a value of $\gamma$-index less than unity which means measurements by MR and treatment plan calculations meet the acceptance criteria of 3% dose difference and 3 mm distance-to-agreement adopted. A similar calculation between the dose maps obtained by MR and by
optical CT is shown in Fig. 7.4(b) and gave an 81% value of pixels within the phantom having a γ-index value less than or equal to unity. These percentages went up if a region around the “K” irradiated pattern is defined such that the dose within this region didn’t fall below 10% of the maximum dose delivered (98.2% for MR vs TPS and 93.5% for MRI vs optical CT). Fig. 7.5 shows the comparison between: (a) MR vs the treatment plan dose maps and (b) MR vs optical CT dose maps for distribution irradiation of maximum dose ~200 cGy delivered to the phantom. Fig. 7.5 (a) shows good agreement between the MR and the treatment plan dose maps but a lesser agreement between the MRI and optical CT dose maps is observed in the γ-index map in Fig. 7.5 (b). For the defined region around the “K” irradiated pattern such that the dose was within 10% of the maximum dose, 97.7% (MR vs TPS) and 86% (MRI vs optical CT) of the pixels passed the acceptance criteria.
Fig. 7.5: γ-index map calculated for (a) MR vs TPS and (b) MR vs optical CT dose maps (200 cGy maximum) for the NIPAM monomer gel dosimeter.

Fig. 7.6 show the γ-index maps for the gel dosimeter containing the DAAM monomer irradiated to a maximum dose of ~500 cGy. Good agreement between the MR and the treatment plan system (TPS) maps is seen in Fig. 7.6(a) within the treatment planned area (the “K” symbol). For the MR vs optical CT, the γ-index value map is shown in Fig.7.6 (b), a large area of the γ-index map shows values less than or equal to unity except in a limited region of the image and at the edges of the image, which indicates a good agreement between the dose maps obtained using both methods. For the same region as above defined around the “K” symbol such that the dose doesn’t fall below 10% of the maximum dose delivered, 97.2 % (MR vs TPS) and 94 % (MR vs optical CT) of the pixels had a γ-index value less than or equal to unity.
Fig. 7.6: $\gamma$-index map calculated for (a) MR vs TPS and (b) MR vs optical CT derived dose maps (500cGy maximum) for the gel dosimeter made from the DAAM.

Fig. 7.7 shows the pixels that pass the acceptance criteria for the DAAM monomer dosimeter (500 cGy) for: (a) MR and treatment plan dose maps and (b) MRI and the optical CT dose maps. The dose distribution delivered was such that maximum dose of approximately 200 cGy was delivered to the gel phantom. Good agreement between the MR and treatment plan dose maps was observed as shown in Fig 7.7(a). Also good agreement between MR and optical CT dose-derived distributions given by the $\gamma$-index map is shown in Fig. 7.7(b). For these $\gamma$-index maps, approximately 98.1% of the pixels within the defined region around the “K” irradiated pattern such that the dose doesn’t fall below 10% of the maximum dose passed the acceptance criteria. Despite the fact that these DAAM monomer dosimeters show better agreement between the TPS and the MRI dose maps, they showed a smaller MR dose response (factor of ~2.5 smaller) compared to the NIPAM monomer dosimeters. This was such that the irradiated “K” pattern in the MR dose gel image was not as clearly distinguishable from the background region as was the case with the NIPAM monomer dosimeters. The enhancement at the edges of the image or phantom seen earlier is also clearly visible in Fig. 7.7 (b). This is
possibly due to significant refraction artifacts near the edges of the container from the optical CT images [141]. In fact, the optical CT-derived dose maps or images showed an enhancement at the edges of the phantom images unlike the MR-derived dose maps.

![Gamma-index maps](image_url)

Fig. 7.7: \( \gamma \)-index map for (a) MRI vs TPS and (b) MR vs optical CT dose maps (200cGy maximum) for the DAAM monomer gel dosimeter.

The comparison between the MR and the optical CT derived dose maps doesn't seem to conform very well with each other as compared to the comparison between the treatment plan map and the MRI dose map. This is observed especially for the dosimeter phantoms containing the NIPAM monomer. This might come from slight misalignment of the pair of images, scattering in the dosimeter when the optical CT images were being acquired amongst others. Other artifacts common with optical CT images which could have had an influence on the performance shown in the \( \gamma \)-index map between MR and optical CT dose map could be: strong refraction artifacts associated with refraction of the laser near the edge of the container (mentioned earlier), geometrical distortion (which has been observed for images acquired using this optical CT scanner), refraction and/or absorption in the gel due to the clarity of the gel for optical CT not being high enough,
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and other possible imaging artifacts. Also MR artifacts that could have had an influence on MR dose images are RF-inhomogeneities, and spatial distortions in the R\textsuperscript{2} images (although gradient fields and RF-inhomogeneities were actually corrected for as shown in Chapter 5 and Chapter 6).

Despite the relatively low percentage of pixels that meet the acceptance criteria when the MRI and optical CT dose maps (as opposed to MR vs TPS) are compared in this study, a better performance can be obtained if some of the suggested reasons for the low comparative performance between these two systems were addressed. Despite these possible sources of errors influencing the comparative performance of the MR and optical CT dose maps, optical CT provides some advantages over MR in that high spatial resolution and low noise can be achieved because of the high sensitivity of photodiode light detection technology used. Optical CT gel dosimetry can provide a low cost alternative to MR gel dosimetry where the phantoms being imaged doesn’t contain opaque objects or the phantoms are of arbitrary shapes which may cause significant artifacts through reflection, refraction and/or high absorbance.

### 7.4 Conclusion

In this chapter, R\textsubscript{2} maps derived from MR acquired baseline signal images were converted to dose images using a triangular irradiation calibration pattern within the same gel dosimeter phantoms. This was done to limit problems that might affect the estimated R\textsubscript{2} maps from using calibration vials with different geometry and/or having a different thermal history for MR scans done separately. These MRI dose maps were then used to verify the treatment planned dose distribution via \(\gamma\)-index maps which had preset clinical
acceptance criteria. These $\gamma$-index maps were also calculated for the comparative performance of the optical CT dose maps against the MRI dose maps.

From the results obtained via the $\gamma$-maps, MRI measured gel dose distributions agree well with the calculated (TPS) dose distributions. Given this good correlation, one may assume that these two new low toxicity polymer gel dosimeters successfully verified the calculated dose distribution and that the tomotherapy machine delivery of these planned dose distribution is accurate within $\sim$97%. Despite the fact that the correlation (in terms of $\gamma$-index maps) between the MR dose maps and the optical CT maps weren’t as good as that between the MR and the calculated dose distribution plans, the correlation obtained was still reasonable, indicating that these two dosimeters have some promise as to their use for clinical dose verification using MR and optical CT gel dosimetry.
Chapter 8

Summary and Future Work

8.1 Summary

The eventual complete acceptance and application of gel dosimetry as a clinical dose verification tool in radiotherapy treatment planning will require the continuous development, investigation and research of existing and new gel dosimeters which can meet the target figure of accuracy in high precision radiotherapy (2-3 % of the maximum dose in the regions of uniform dose and a spatial error of less than 2-3 mm in regions of high dose). These gel dosimeters do not only have to come close enough to the target accuracy but also have to offer convenient and easy use.

The most common gel dosimeters are the polymer gel dosimeters which are based on the radiation-induced polymerization of the monomers. The other popular type of gel dosimeter which has slightly lost the attention of most gel dosimetry researchers is the T₁-based Fricke gel dosimeters. This is mostly because of the: (i) the problem of diffusion of radiation-induced ferric ions thereby destroying or blurring out the desired spatial information, and (ii) the need of an MRI method fast enough such that the loss of spatial information is reduced. A solution to these problems faced by Fricke gel dosimeters could renew interest in these gels as an attractive alternative to the polymer-based gel dosimeters since these polymer gel dosimeters have undesirable characteristics (toxicity, require preparation in oxygen free conditions etc) which have impeded their use.
wide acceptance as a clinical dose verification tool. Thus, the ability and possibility of the Look-Locker MR imaging sequence as a probing tool for Fricke gel dosimeters was investigated in this work. A brief summary of this investigation is given below in section 8.1.1.

Due to the toxicity faced by most polymer gel dosimeters, research groups have investigated gels with reduced toxicity. Two of these potential gel dosimeters used were investigated in this work and a summary of the results is presented below in section 8.1.4. The gels were irradiated with a desired dose distribution pattern were probed using MRI and optical CT. The ability to probe or read them with optical CT provides an attractive alternative to the more expensive MR imaging method due to its low cost and ready availability.

While developing these gels, other processes involved in the gel dosimetry process need particular attention as well, as these could act as a further hindrance to its wide clinical application or acceptance. One of the defining parameters or quality factor for the performance of a gel dosimeter is referred to as the dose resolution. This is defined as the minimal separation between two absorbed doses such that they may be distinguished with a given level of confidence. This parameter includes not only the sensitivity (or dose response) of the gel dosimeter but also includes the performance of the imaging tool be it x-ray, optical CT or MRI. This means factors which could limit or influence the accuracy and/or precision of this tool must not be ignored and correction strategies must be adopted using either existing correction methods or developing new and more convenient techniques. In this thesis work, two potential problems which might affect the performance of the MR imaging schemes were identified: non-linear gradient
field and B₁ field inhomogeneity. Maps of these inhomogeneities were made and correction schemes applied. A summary of the mapping and correction scheme is provided in sections 8.1.2 and 8.1.3.

8.1.1 3-D Look-Locker Imaging Method

A previously proposed 3-D Look-Locker imaging method for T₁ estimation has been modified. This modified imaging sequence was able to accommodate larger tip angle (as large as 20°) and was demonstrated to give proper T₁ estimates compared to IR. The larger tip angles improved the SNR and hence the accuracy and precision when compared to the conventional 3-D Look-Locker (which could only accommodate tip angles up to 5°). To use larger tip angles, an intermediate recovery time was introduced between the acquisition of each segment (of k-space) of a given inversion time image and that of the next inversion time image. This permitted more recovery of the magnetization towards its recovery path which would be driven too fast to its steady state without this recovery time. A fast and early steady state attainment brings about poor and unreliable estimates of the estimated T₁ parameter. This method provided estimation of T₁ within a 3% accuracy with only a marginal increase (~15 %) in the acquisition time compared to the conventional 3-D Look-Locker method.

In the second part of the 3-D Look-Locker study, four different methods of acquiring (or filling out) the k-space were investigated and an optimized method was suggested which provided the best accuracy in T₁ estimation and minimized spatial blurring and the loss of spatial resolution due to the point spread function effect resulting from the fact that more than one line of k-space is acquired per recovery curve. The
results suggest that interleaving the k-space coverage from either ends of the k-space towards the opposite ends provided the best results in terms of minimal spatial resolution loss and accuracy in T_1. A loss in spatial resolution of about 30% which gives spatial resolution of ~1.3 mm was observed. Lastly the possible resultant dose resolution of a PVA-Fricke hydrogel using the proposed 3-D Look-Locker imaging scheme was discussed.

8.1.2 B1 Inhomogeneity Field Mapping and Correction

Mapping of the RF or B1 field within the imaging volume of the magnet provided correction factors which were then used to correct the estimated R_2 (=1/T_2) values obtained from baseline multiple spin-echo images. The degree of spin magnetization nutation (equivalent to flip angle) is determined partly by the magnitude of the B1 field, and the calibration of this flip angle is usually done for a single slice at the isocentre where it is assumed this calibration holds true for the other (non-isocentric) slices. Unfortunately, this is not always the case leading to non-uniformity in the flip angle along the axial (or z-axis) direction.

The axial B1 inhomogeneity mapping was done using the method of Barker et al [124]. This method employed a spin-echo sequence to acquire 2mm slice profiles along the longitudinal (or z-axis) of the magnet. The spin-echo sequence was modified from a multi-slice multiple spin (MEMS) sequence that was used in Chapter 7 to acquire baseline images for the estimation of R_2 maps. This entailed acquiring the profiles for different power settings or transmitter attenuation for different transverse slices along the z-axis. The signal for the different power settings was fitted to calculate B1 field scaling.
factors along the z-direction. A spatial dependence of the transmitted $B_1$ field in the z-direction was observed, requiring different calibration factors for the non-isocentric slices in order to obtain the same flip angle nutation of spin magnetization. These calibration factors were then programmed into the imaging sequence to provide automatic modulation of the power settings for the tip angle depending on the slice in question.

Since the method by Barker et al[124] for transverse (i.e. x,y) $B_1$ field inhomogeneity is dependent on sample properties, a method according to Akoka et al[108], which has no such dependence was employed. This method allowed the acquisition of a flip angle map for every MEMS slice acquired. This then allowed a pixel-by-pixel correction of the $R_2$ images based on a pre-established $R_2$-scale factor - $\beta$ (flip angle) calibration curve. This method was relatively fast since it has little or no dependence on the $T_1$ of the material. This method of correction of $B_1$ inhomogeneity by generating a calibration curve for the MEMS sequence was compared to the PHAPS method which eliminates these $B_1$ effects in the acquired slice. The former provided a better performance in terms of SNR and precision and was therefore adopted in our subsequence measurements of $R_2$ maps.

8.1.3 Non Linear Gradient Field Mapping and Correction

The correction of the effects of non-linear gradient fields which manifest themselves as geometrical distortions in MR images involved a 2-step process: The mapping distortions measured with a simple grid phantom, and the correction of these distortions. This phantom consisted of smaller cuboid gel-filled phantoms of known dimensions which enclosed the spatial region in which the gel phantoms were to be
imaged in the MR imaging system. The gels in these phantoms had similar gelatin composition as polymer gel dosimeters. This was done to eliminate any possible distortion dependence from any material dependent field inhomogeneities. The maps generated from this phantom enabled a fit to the data to continuous functions which were then used to correct any image distortions due to the static field inhomogeneity and non-linear gradient fields. Very little or no change was observed on the estimated $R_2$ maps as a result of these non-linear magnetic field gradients.

8.1.4 Dose Verification using Polymer gel dosimeters with reduced toxicity

In Chapter 7, the results of preliminary investigations of two prospective polymer gel dosimeters for radiotherapy treatment planning with reduced toxicity are reported. These gel dosimeters were put in cylindrical phantoms and irradiated using a treatment plan delivered by a cobalt-60 tomotherapy machine. Each of these two polymer gel dosimeter types was irradiated to a maximum dose of 200 cGy and 500 cGy in the distribution pattern in two different phantoms. These phantoms were then imaged by both optical CT and MR imaging. The MR baseline images were acquired using a multiple spin-echo sequence which were then converted to a dose map via the fitted $R_2$ map.

Dose verification of the treatment plan distribution was done via $\gamma$-index maps, which is a clinical quality factor for the verification of planned dose distributions based on preset acceptance criteria for the dose differences and distance-to-agreement between two dose maps (measured and calculated). These two gel dosimeters produced results which largely fulfilled the set acceptance criteria of a 3% dose difference and a distance-to-agreement of 3 mm. This was especially the case for the comparison between the
treatment plan and MR measured dose distributions. A comparison between the dose distribution made from the optical CT derived images and MR images was also made via these $\gamma$-maps. In general, the optical CT-MR comparison produced satisfactory results fulfilling the set acceptance criteria, though to a lesser extent compared to the results between the treatment plan distribution and the MR derived dose maps. Therefore, on the basis of the $\gamma$-index maps obtained for these two polymer gel dosimeters, the MR method appeared superior to the optical CT method.

8.2 Future Work

The 3-D Look-Locker imaging method proposed in this thesis, allowing usage of larger tip angles with marginal increase in acquisition time, can be used as an imaging tool for $T_1$-based Fricke gel dosimetry. The next investigative step towards its possible eventual use as a clinical tool would be to image a Fricke-gel phantom irradiated with a simplistic treatment plan dose distribution. From the calculated $R_1 (=1/T_1)$ maps, dose distribution maps can be computed and used to compare with or verify the treatment plan dose distribution. This would have to be done in conjunction with another dosimetry method or tool such as film, TLD, ion chambers amongst others. If this produces results that satisfactorily meet the set criteria and the effect of diffusion is minimized to a negligible level, it can then be used to verify a more complex dose distribution treatment planned irradiation.

As for the two polymer gel dosimeters used for dose distribution verification in this thesis, further work will need to be done to investigate their viability as clinical dose verification tools. One factor that needs to be investigated is the problem of edge
enhancement prevalent in most polymer gel dosimeters. Within the time scale of three
days between irradiation and MR imaging, no such effect was noticed. This normally
involves the diffusion of the smaller unpolymerized monomers from a region of high
monomer concentration (having received little or no irradiation) to a low monomer region
(having been irradiated and most of the monomers converted to polymers) where these
diffusing monomers polymerize with the increasing polymer chain. This additional
polymerization brought about by these diffusing polymers enhances the dose information
in these areas thereby giving erroneous dose values. The investigation of this problem is
necessary to give a time scale between irradiation and imaging of the gel phantom so as
to obtain optimal results and reduce or eliminate any edge enhancement effect. These
effects if not eliminated or reduced would influence the comparisons between MRI-
derived dose maps and the treatment plan distribution or any other dose map derived
from other methods.

As for the comparison between the optical CT and the MRI measured dose
distributions shown in Chapter 7, further work needs to be done to improve on the
agreement or correlation. This might range from factors such as the correction of possible
geometrical distortions to simply obtaining a better alignment between images obtained
from both methods. This study was a first step forward to using these gels in the clinic for
dose verification. Given that a cylindrical phantom was used for this study, the next
logical step would be to mould phantoms, fill them with these gel dosimeters and use
them along with the commonly used clinical methods to verify the treatment plan dose
distributions for a given cancer tumour in a patient. Good and consistent agreement
between these other methods and the treatment plan calculated distributions for a number
of trials would then be required before being used (if possible solely) as a dose verification tool in a clinical set up.

Another area worth investigating is the effects of inhomogeneities (e.g. bone/air) in these gel dosimeters. Since a lot of clinical dose distribution treatment planning requires accounting for the effects of these inhomogeneities in the radiation pathways, it would be of valuable interest to study these effects on these gel dosimeters. As earlier mentioned, this would eliminate the use of optical CT and leave mostly a modality such as MRI for dose verification for such irradiations with inhomogeneities insets such as bone.

In this thesis, the MR-derived dose maps where compared to optical CT as an alternative dose measuring tool for dose verification. Comparisons of MRI or optical CT dose maps with another well established and trusted clinical dose measuring method such as film dosimetry with dose measurements done at certain predefined positions will be another reasonable step to take towards validating these gel dosimeters.
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Appendix A

Table A.1: The estimated coefficients of the three variable polynomial from the distortion data acquired using the gel-filled grid phantom.

<table>
<thead>
<tr>
<th>(\Delta x(x,y,z)) coefficients</th>
<th>(\Delta y(x,y,z)) coefficients</th>
<th>(\Delta z(x,y,z)) coefficients</th>
<th>Coeff. Units</th>
<th>Polynomial terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.77e-2</td>
<td>9.41e-2</td>
<td>9.36e-2</td>
<td>mm</td>
<td>constant</td>
</tr>
<tr>
<td>1.38e-2</td>
<td>-2.91e-3</td>
<td>-6.20e-3</td>
<td>mm(^0)</td>
<td>(x)</td>
</tr>
<tr>
<td>2.34e-4</td>
<td>6.10e-5</td>
<td>-6.27e-4</td>
<td>mm(^{-1})</td>
<td>(x^2)</td>
</tr>
<tr>
<td>1.98e-2</td>
<td>1.46e-2</td>
<td>-3.36e-3</td>
<td>mm(^0)</td>
<td>(y)</td>
</tr>
<tr>
<td>-3.47e-5</td>
<td>2.93e-5</td>
<td>1.12e-4</td>
<td>mm(^{-1})</td>
<td>(xy)</td>
</tr>
<tr>
<td>-1.21e-4</td>
<td>2.66e-4</td>
<td>-6.67e-4</td>
<td>mm(^0)</td>
<td>(y^2)</td>
</tr>
<tr>
<td>-3.76e-2</td>
<td>1.31e-2</td>
<td>-2.95e-2</td>
<td>mm(^{-1})</td>
<td>(z)</td>
</tr>
<tr>
<td>8.02e-4</td>
<td>-8.90e-5</td>
<td>-8.19e-4</td>
<td>mm(^{-2})</td>
<td>(xz)</td>
</tr>
<tr>
<td>1.33e-3</td>
<td>-1.56e-4</td>
<td>1.06e-3</td>
<td>mm(^{-1})</td>
<td>(zy)</td>
</tr>
<tr>
<td>-1.02e-3</td>
<td>-1.96e-4</td>
<td>-2.41e-3</td>
<td>mm(^{-2})</td>
<td>(z^2)</td>
</tr>
<tr>
<td>-3.89e-6</td>
<td>1.08e-6</td>
<td>1.56e-6</td>
<td>mm(^{-2})</td>
<td>(x^3)</td>
</tr>
<tr>
<td>-7.35e-6</td>
<td>-1.43e-5</td>
<td>1.32e-5</td>
<td>mm(^{-2})</td>
<td>(yx^2)</td>
</tr>
<tr>
<td>-1.19e-5</td>
<td>1.41e-6</td>
<td>-5.15e-6</td>
<td>mm(^{-2})</td>
<td>(y^3)</td>
</tr>
<tr>
<td>-4.36e-6</td>
<td>-8.07e-6</td>
<td>9.48e-6</td>
<td>mm(^{-2})</td>
<td>(yz^2)</td>
</tr>
<tr>
<td>-2.73e-5</td>
<td>-5.69e-7</td>
<td>4.60e-5</td>
<td>mm(^{-2})</td>
<td>(z^3)</td>
</tr>
<tr>
<td>3.55e-6</td>
<td>2.64e-6</td>
<td>-1.92e-7</td>
<td>mm(^{-2})</td>
<td>(zxy)</td>
</tr>
<tr>
<td>-8.32e-6</td>
<td>-6.34e-7</td>
<td>2.03e-5</td>
<td>mm(^{-2})</td>
<td>(zy^2)</td>
</tr>
<tr>
<td>-8.36e-6</td>
<td>2.67e-7</td>
<td>1.45e-6</td>
<td>mm(^{-2})</td>
<td>(xz^2)</td>
</tr>
<tr>
<td>-4.48e-5</td>
<td>1.09e-5</td>
<td>-2.66e-5</td>
<td>mm(^{-2})</td>
<td>(yz^2)</td>
</tr>
<tr>
<td>1.84e-5</td>
<td>-9.97e-6</td>
<td>-1.29e-5</td>
<td>mm(^{-2})</td>
<td>(z^3)</td>
</tr>
<tr>
<td>4.51e-8</td>
<td>9.65e-8</td>
<td>6.25e-8</td>
<td>mm(^{-3})</td>
<td>(yx^3)</td>
</tr>
<tr>
<td>-2.66e-7</td>
<td>-2.05e-8</td>
<td>5.86e-7</td>
<td>mm(^{-3})</td>
<td>(yx^3)</td>
</tr>
<tr>
<td>2.71e-8</td>
<td>-4.87e-9</td>
<td>-8.76e-8</td>
<td>mm(^{-3})</td>
<td>(x^2y^2)</td>
</tr>
<tr>
<td>2.08e-7</td>
<td>1.97e-8</td>
<td>-1.27e-7</td>
<td>mm(^{-3})</td>
<td>(zx^2)</td>
</tr>
<tr>
<td>-2.89e-7</td>
<td>4.81e-9</td>
<td>-2.66e-7</td>
<td>mm(^{-3})</td>
<td>(zyx^2)</td>
</tr>
<tr>
<td>-2.15e-7</td>
<td>1.06e-8</td>
<td>2.18e-8</td>
<td>mm(^{-3})</td>
<td>(zy^2)</td>
</tr>
<tr>
<td>-2.43e-7</td>
<td>6.67e-8</td>
<td>-4.42e-7</td>
<td>mm(^{-3})</td>
<td>(z^2y^2)</td>
</tr>
<tr>
<td>9.39e-7</td>
<td>-2.20e-8</td>
<td>1.69e-6</td>
<td>mm(^{-3})</td>
<td>(z^2x)</td>
</tr>
<tr>
<td>3.45e-8</td>
<td>-1.21e-7</td>
<td>4.04e-8</td>
<td>mm(^{-3})</td>
<td>(z^2xy)</td>
</tr>
<tr>
<td>1.26e-6</td>
<td>-1.94e-7</td>
<td>1.47e-6</td>
<td>mm(^{-3})</td>
<td>(z^2y^2)</td>
</tr>
<tr>
<td>-6.30e-7</td>
<td>1.85e-8</td>
<td>4.57e-7</td>
<td>mm(^{-3})</td>
<td>(z^2x)</td>
</tr>
<tr>
<td>-4.02e-7</td>
<td>6.06e-8</td>
<td>-2.63e-7</td>
<td>mm(^{-3})</td>
<td>(z^2y)</td>
</tr>
<tr>
<td>-2.47e-7</td>
<td>-6.81e-9</td>
<td>2.07e-7</td>
<td>mm(^{-3})</td>
<td>(x^4)</td>
</tr>
<tr>
<td>-1.73e-7</td>
<td>-5.84e-8</td>
<td>2.23e-7</td>
<td>mm(^{-3})</td>
<td>(y^4)</td>
</tr>
<tr>
<td>5.15e-7</td>
<td>2.25e-8</td>
<td>5.62e-7</td>
<td>mm(^{-3})</td>
<td>(z^4)</td>
</tr>
<tr>
<td>35.8</td>
<td>31.1</td>
<td>6.52</td>
<td></td>
<td>Residuals</td>
</tr>
</tbody>
</table>