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Abstract

This thesis proposes an approach to model extremely detailed 3D scanned faces in
multiple resolutions. The proposed modeling scheme decomposes a scanned face model
into several levels of shape and skin detail representations. These representations are
structurally consistent, meaning that the structure of the representation at a given level is
the same for every scanned face. The shape representations approximate the scanned
model to varying degrees, ranging from basic shape capture to the inclusion of fine
surface detail. Skin detail representations are derived by calculating the 'difference
between any two levels of shape. The scheme also introduces a “3D skin” representation
of the original scanned model, making it possible to reconstruct the original geometry
(vertices and their topology) of the scanned model from any shape resolution in the
modeling scheme. 3D skin addresses the deficiency of conventionally-used displacement
mapping which can only approximate the original geometry.

Three applications of the modeling scheme are presented to demonstrate its
benefits. 3D skin transfer, which can be thought of as skin transplantation, shows that the
structural consistency of shape representation allows one person’s 3D skin to be used
with the multi-resolution shape of another person to produce extremely high resolution
results. Multi-resolution shape exaggeration and multi-resolution skin detail exaggeration
show that shape and skin detail can be manipulated independently from one another and
that a higher resolution result can be recomposed by combining shape and skin detail (or

3D skin) components appropriately.

il
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Chapter 1 Introduction

This thesis proposes an approach to model extremely detailed 3D scanned faces in
multiple resolutions. The basic shape of the face, which is extracted from the scanned
data, is the foundation for the representation. Increasingly more accurate approximations
of the scanned face’s shape are derived from the basic shape. Several levels of skin detail
are established between the various levels of shape. This scheme also provides the
necessary elements to reconstruct the original geometry (i.e., the scanned face’s vertices
and topology) from any shape resolution in the representation. Furthermore, the state
(ie., appearance) of the multi-resolution shape dictates the appearance of the
reconstructed model. The reconstruction technique used is able to exactly reproduce the
geometry unlike the commonly-used displacement mapping technique which is only
capable of reconstructing geometrical approximations.

A multi-resolution modeling scheme for extremely detail faces offers several uses
and benefits. In 3D modeling, an object is typically first modeled at a high resolution
with all the desired surface detail included. This model is then used to derive lower
resolution models which are less detailed. The lower resolution models are necessary for
uses such as model manipulation where computational efficiency and visualization of
results take precedence over model quality. This is especially true in the case of
extremely detailed models, which are unwieldy because of high polygon counts. The
proposed representation offers users the flexibility to work with the low resolution
models yet still be able to recover the original level of detail. The creation of multiple

levels of shape and skin detail representations allows the user to select the level at which
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changes should be made, i.e., at a low level where only coarse changes can be made or at
a high level where fine manipulation is possible. The separation of shape and skin detail
also permits a user to perform skin detail operations without affecting shape attributes

and vice-versa.

1.1 A Brief Introduction to 3D Polygonal Surfaces

A common way to represent surfaces in 3D space is by using polygons. A
polygon is made up of three or more interconnected points in space where each point is
considered a vertex of the polygon. The interconnection of vertices forms edges which, in
turn, yield polygons. The polygonal representation of a surface can be defined using an
indexed vertex list and an unordered/ordered list of polygons, where each polygon is
defined by an ordered set of offsets into the indexed list. The most commonly used
polygons are triangles and quadrilaterals because they are computationally easier to
process than higher order polygons. The resolution of a polygonal model increases as the
number of polygons increases because a finer level of detail can be modeled with more
polygons. The distribution, organization and interconnectivity of the vertices play a large
role in defining the structure of a model. Two models are said to have the same structure
if they have the same number of vertices, the same vertex topology (i.e.,
interconnectivity) and the same meanings for vertices (i.e., correspondence).

Traditionally speaking, polygons have two faces. However, when used to
construct a surface, only one face is visible to indicate that the other face does not
contribute to the surface. For example, consider a pyramid constructed from four

triangular sidings and a square base. Only the exterior faces of the pyramid contribute to
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the representation. The side of a polygon which is visible is referred to as the frontface
while the other is called the backface.

Surface normals are often calculated for lighting (shading) and other operations.
The surface normal of a triangle is the 3D vector that is perpendicular to the plane in
which the triangle lies. [Note that a quad does not necessarily lie in a plane since its four
vertices are not necessarily coplanar.] The surface normal of interest is in the direction of
the frontface. The vertex normal, which is intended to more accurately represent the
normal at a vertex, is derived from surface normals. It is calculated by taking a weighted
average of the surface normals of the polygons to which said vertex is adjacent. If each
surface normal is given equal weight, the surface is shaded smoothly, i.e., no visible hard
edges.

Texture mapping is a popular technique used in computer graphics to add colour
and detail to surfaces. Texture mapping is the process of applying an image (fexture map)
onto a surface when it is rendered. It is essentially a 2D parameterization of a 3D mesh
that allows colour information stored in a 2D image to be transferred onto the mesh. For
instance, a rectangular block can be rendered as a brick by generating an appropriate
texture map. However, before texture maps can be prepared, the surface must first be
assigned a UV map. A UV map describes how a 2D image is wrapped onto a 3D surface.
The name “UV” stems from the labels of the axes in the 2D texture coordinate system,
which is used to specify the location of points on the UV map. In this system, the u axis
is horizontal and the v axis is vertical. The values of u and v are restricted to lie in the

range [0, 1] with the point (0, 0) located in the bottom left corner of the UV map and the
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point (1, 1) residing in the top right corner. Each vertex of the surface is assigned one or

more sets of (u, v) coordinates. The UV map acts as a template for creating texture maps.

1.2 Motivation

Over the years, scanning technology has advanced to the point where it is now
possible to acquire extremely high resolution digital 3D models of real-world objects.
Such models capture very fine surface detail and are suitable for archival. Unfortunately,
the simplicity of using polygons for surface representation is also a detriment in itself.
The ability to create accurate representations is directly related to the number of polygons
used. In order to accurately model a surface as complex as human skin, a substantially
large number of polygons is required. Models with high polygon counts are difficult, if
not impossible, to work with directly and are accompanied by significant costs in terms
of time and computational resource requirements. A common industry practice is to
instead work with a low polygon approximation of the original model to alleviate the
computational load. Artists and designers can perform the desired changes on this model
and then use texture-based techniques like normal mapping [Blinn 78; Peercy 97] and
displacement mapping [Cook 84] to render the altered low resolution surface with the
same level of detail as the original model. Films like “The Matrix Reloaded” [Borshukov
03] and video games such as “Doom 3” and “Far Cry” are testaments to the suitability of
this practice in delivering the on-screen results needed.

There are, however, some significant drawbacks to this practice.

* Correspondence is generally not achieved between all the low polygon
models created. Correspondence means that for a given point (e.g., the tip

of the nose of a human face) in one model, the location of the

4
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corresponding point in any other low polygon model is known. The task of
constructing simpler (i.e., lower polygon) models is often accomplished by
collapsing edges, minimizing an energy function or removing vertices.
These algorithms produce irregular models (i.e., irregular vertex
distribution and connectivity) in an indeterministic manner. As a result,
there is no relationship between different faces of the same resolution and
this outcome precludes any form of automatic geometry processing (e.g.,
applying the same change to every available face model automatically).

= There is not a great deal of control available to the person making the
changes. Typically, only a single low polygon model is produced and its
resolution largely dictates the resolution of the changes that propagate to
the rendered result. For example, if the low polygon model only captures
the very basic shape of the subject’s face, a designer or artist cannot alter
higher-level detail in the original face (e.g., small creases) because this
information is not encoded in the geometry that is altered. The artist would
need to construct and alter a higher-resolution model to do that, but it is
not a trivial task to amalgamate the changes made to both models to
produce a single result and the task becomes increasingly complex as
more intermediate models are created for greater control.

= The original scanned model is not physically altered. Many will argue that
the only purpose of the scanned model is to geometrically represent a
surface at a very high resolution. Once the high resolution detail is

extracted from the scanned model, the efficient rendering techniques
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mentioned previously can reproduce the detail (either in an image or on a
visual display) using a compact low resolution model. Hence, the original
geometry itself is inconsequential. While this argument is certainly valid
for applications such as films or video games in which the rendered result
is the sole objective, this is not always the case. For instance, 3D printers
generally require geometrical information to be supplied as the source
data.

Together, the second and third drawbacks mentioned above present a great
challenge. It may be possible to deform the scanned surface at a global level to alter the
geometry in a somewhat efficient manner. However, deformations would be very coarse
unless a large number of control points are used to manipulate the surface. Increasing the
number of control points can greatly increase the complexity of the task and the desired
level of control may not even be achievable. Operating on high resolution detail in the
geometry would entail working directly with the scanned model, but this is neither

practical nor efficient.

1.3 Problem Statement

This thesis addresses the problem of developing a sophisticated multi-resolution
modeling scheme for extremely high resolution 3D scanned faces. The requirements for
such a scheme are:

= The range of resolutions should be broad enough to capture only low-level
shape information at the lowest resolution and a high level of skin detail at
the highest. Appropriate levels of shape and detail should be represented

in each resolution. Only one face model per shape resolution is required.

6

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



» Every face model produced at a particular (shape) resolution is in full
correspondence with every other face model of the same resolution.

» Shape manipulation can be performed separately from skin detail
manipulation and vice-versa.

= [t should be possible to faithfully reconstruct a face at the original scanned
resolution using any resolution in the scheme. Any alterations made to the
model used to reconstruct the scanned face should be reflected in the
reconstruction. The reconstructed face must also resemble real human
skin. Localized errors (i.e., surface aberrations) in the reconstruction are
tolerable but must be kept to a minimum.

* A user can efficiently manipulate an extremely detailed face by first
performing the changes to lower resolution models (derived using the
scheme) that are more suitably sized. The altered models are then used to
reconstruct the scanned face so that the modifications are propagated to
the reconstruction.

» Transitions from one resolution to a higher one are achievable by adding
more shape and/or detail information to the former resolution. In other
words, one can combine shape and detail elements to form a higher
resolution shape. Any changes made to the intermediate elements should

be appropriately propagated to the recomposition.

1.4 Proposed Solution

The proposed solution to the problem stated in Section 1.3 is a three-resolution,

homogeneously structured representation of shape and skin detail. The representation

7
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consists of a low, a medium and a high resolution. The triangle count of the model in
each resolution is approximately 3,500, 55,000 and 884,000, respectively. A coarse
approximation of the scanned face is derived using shape matching techniques to fit a
generic model to the scanned data. A triangular subdivision scheme is iteratively applied
to the coarse approximation to obtain preliminary versions of the low, medium and high
resolution models. A surface refinement operation is then performed using the
preliminary models and the scanned face to arrive at the final model for each resolution.
Surface refinement improves the level of approximation so that the refined result more
closely resembles the original scanned model. Three levels of skin detail are established:
“medium-low” resolution, “high-medium” resolution and “high-low” resolution. The -
notation symbolizes a subtraction operation between the two specified resolution models.
The concept of “3D skin” is developed to permit faithful reconstruction of the scanned
model from any resolution model in the representation. The reconstructed model

encompasses the original scanned model’s vertex distribution and adjacency information.

1.5 Summary of Empirical Results

The proposed multi-resolution modeling scheme is capable of representing
scanned 3D faces with resolutions as high as several million triangles. This representation
is used in three different experiments: 3D skin transfer, shape exaggeration and skin
detail exaggeration. The following is a summary of the results obtained from the
experiments:

= 3D skin representations were computed for four different scanned faces
comprising up to three million triangles. Several instances of 3D skin

transfer were enacted, which transferred the scanned resolution skin from
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one person to another. 3D skin transfer can be regarded as a form of skin
transplantation where the skin of a donor is applied in a natural way to the
shape of the recipient’s face. The original level of detail found in the
donor’s skin was preserved after the transfer was accomplished and only a
small number of localized errors appear. 3D skin transfer was used to
demonstrate  aging/rejuvenation simulation and mesh resolution
augmentation (increasing the resolution of low quality scanned faces).

= Shape exaggeration was performed on several faces at two of the three
resolutions using exaggeration factors up to 120%. These exaggerations
were used to produce exaggerated versions of the original scanned models.

= Skin detail was exaggerated at one resolution independently of the face
shape using exaggeration factors up to 120%. This was performed for two

individuals’ faces.

1.6 Document Organization

This document consists of six sections. Chapter 2 presents a state of the art in 3D
modeling and other topics related to the research. The multi-resolution modeling scheme
is discussed in depth in Chapter 3. A technique for capturing and reconstructing 3D
surfaces is outlined in Chapter 4. Chapter 5 outlines experiments carried out to
demonstrate uses for the proposed multi-resolution representation scheme. Empirical
results are also presented in this chapter. The thesis concludes with Chapter 6 which
summarizes the key inferences made from the research, provides some’ general
commentary about the methods used, discusses the limitations of the proposed scheme

and suggests future areas of research.
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Chapter 2 State of the Art in 3D Modeling

This chapter presents a review of the state of the art in topics which are closely
related to the research presented in this thesis. Section 2.1 outlines numerous ways to
obtain 3D face models. Section 2.2 discusses a few techniques to model objects in
multiple resolutions and is followed by descriptions of model parameterization
techniques in Section 2.3. Section 2.4 covers methods for manipulating the shape of 3D
models while Section 2.5 addresses the topic of facial exaggeration. Methodologies for

transferring surface detail are presented in Section 2.6.

2.1 Face Modeling

Human face modeling is one of the most challenging topics in computer
animation. The challenge in producing convincing human faces lies in the ability to meet
an audience’s expectations of how real faces should look and behave. Therefore, a
modeler’s task is to construct visually-realistic faces which are capable of delivering
realistic facial animations. It is easy to begin to understand why this can be difficult when
one simply considers the large variations in facial structure and skin across gender, age
and ethnicity. Although the ultimate goal of modeling is to create the most realistic
representation possible, factors such as time, cost and suitability often dictate that a
certain degree of realism must be sacrificed. However, producing good results is still
non-trivial and face modeling (and animation) continues to be a heavily researched topic.

The subsections that follow outline some techniques to construct face models. To
date, there are no fully automatic facial modeling methods. Some human interaction is

always necessary, whether it be equipment setup, parameter tweaking or data processing.
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The user is required to take a ftrial-and-error approach in some instances such as for

setting equipment parameters or for placing markers in interactive programs.

2.1.1 Sculptures and Plaster Models

Even with professional 3D computer modeling tools readily available, many still
believe the modeling process begins in the real world with handmade sculptures. This
practice demonstrates that many people are still more comfortable producing physical
objects with their hands than producing digital models with computer tools. However,
one drawback of this approach is that producing good sculptures requires skill. When left
to the untrained, results can be unsatisfactory or even mediocre.

Magnenat-Thalmann et al. [Magnenat-Thalmann 87] created face models of
Humphrey Bogart and Marilyn Monroe (Figure 2.1(a)) for the 1987 short film ‘“Rendez-
vous a Montréal” using digitized photographs of selected facet and vertex markings on
plaster models. The 2D coordinate information extracted from the photographs is then
used to generate 3D coordinates for the models. The time-consuming task of drawing a
mesh on each face must also be performed for this methodology.

Sculptures can also be used to bring fictional characters to life as well. The
character Geri in Pixar’s animated short “Geri’s Game” [DeRose 98] was partially
realized as a sculpture before it became a digital model (Figure 2.1(b)). His head and
hands were first sculpted and then digitized into coarse polygonal models. The Gollum
character in the “Lord of the Rings” movies was also first brought to life in the form of a
life-sized plaster model that was then scanned into a computer for digital work [Fordham

03].

11
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(b)

Figure 2.1: Real-world sculptures used to produce 3D models. (a) Marilyn Monroe

[Magnenat-Thalmann 87]. (b) Geri [DeRose 98].

2.1.2 Digital Sculpting using Arbitrary Photographs as Reference

It is desirable in some instances to create models of people who are not accessible
for photographing, filming, etc. For example, Magnenat-Thalmann et al [Magnenat-
Thalmann 87] wanted to produce a model of the late actress Marilyn Monroe. The
approach of choice in these instances is to work from photographs of the desired subject
since photographs are usually available. It is then necessary to calculate 3D information
from 2D photographs. The task becomes challenging when there is only one photograph
available or several photographs taken at different times and in different environments
are used. In the latter case, two options are possible. The first requires laborious human
interaction to achieve matching between the many photographs of the subject. The
second option is to use pixel comparison calculations that require photographing
environment parameters to be manually set. A large database of generic heads is also

necessary in the second option.

12
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Just as with hand sculpting, the photograph(s) can also be used as reference for
digital sculpting. A software program called Sculptor [LeBlanc 91] uses deformation at
both local and global levels to construct 3D objects. The basic functions of Sculptor
permit the user to add, remove, modify and assemble triangle meshes. The software is
operated through a user interface consisting of a conventional mouse and a specially
designed input device called the Spaceball. The Spaceball, which has six degrees of
freedom, is used by one hand to handle the sculpted object so that it can be viewed from
any angle. The mouse is operated by the other hand to deform and manipulate the
sculpture. This configuration closely emulates the experience of traditional sculpting.

Models are texture mapped to improve their appearance at render time. TextureFit
[Sannier 97] is a program which lets the user interactively fit a texture map (image) onto
a 3D object using a user-friendly interface. The user interactively selects a few features
on the 3D object to guide the fitting process and the software determines the closest
vertex to each feature. The vertices are projected onto the 2D image to generate texture
coordinates for said vertices. The user is able to modify these texture coordinates on the
image so that fitting is done correctly. The other vertices in the object are automatically
mapped to the image based on the locations of the features on the image.

Figure 2.2 shows a head that was constructed by the MIRALab research group at
the University of Geneva using Sculptor and TextureFit. A photograph of a soldier from
the Terracotta Army (upper left image in Figure 2.2) served as the reference for the work.
The photograph was used to derive a texture map (upper middle image) in Photoshop.

The other images in Figure 2.2 depict the 3D head model of the Terracotta figure.

13
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Figure 2.2: Head creation from a template in Sculptor [LeBlanc 91] and TextureFit
[Sannier 97]. The upper left image is a photo of a Terracotta Army soldier from
which the texture map in the upper middle image was derived. The remaining

images show the constructed 3D head model.

2.1.3 Morphable Model from 3D Face Database

Lee and Magnenat-Thalmann [Lee 98; Lee 99] discuss the creation of a
population based on morphing techniques. The base models used are created using photo-
cloning techniques by Lee and Magnenat-Thalmann [Lee 97; Lee W 00]. Shape and
texture parameters are then independently treated to obtain intuitive face modeling using
a friendly user-interface. The main methods used are linear-interpolation among the given
face data for the shape and image metamorphosis based on triangulation for the texture.
The triangulation for the texture is borrowed from the 3D face mesh information. Figure

2.3 illustrates the creation process. The image in (a) shows the user interface for face

14
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morphing. Images (b) and (c) show results obtained using cloning and morphing

techniques, respectively.

(b) (c)
Figure 2.3: Face morphing [Lee 98; Lee 99] and cloning [Lee 97; Lee W 00]. (a)

User interface for face morphing. (b) Face database obtained using photo-cloning

techniques. (c) Faces created using face morphing techniques.

Blanz and Vetter [Blanz 99] proposed a method to synthesize natural-looking 3D
faces using a morphable model. They compiled a 3D face database consisting of 200
laser scanned young adults with each gender receiving equal representation. The faces all
shared a common structure consisting of about 70,000 vertices. Each face is represented
by a shape vector Si(x, y, z) and a texture vector Ty(r,g,b). After establishing full point-to-
point correspondence between the faces in the database, novel faces can be expressed as a
linear combination of a set of faces in the database as shown in Figure 2.4. To do this,

coefficient vectors a = {ay, ay, ..., ay} and b = {b;, by, ..., b,} must be determined to

produce the shape and texture vectors §,,, = ZaiS ;and T, = Zbi]"i for the new face.
i=1

new
i=l

A new face can be analyzed by supplying either a single photograph or scanned data.

15
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Figure 2.4: Expressing a face as a linear combination of generic faces [Blanz 99].

Rendering parameters such as camera position, object scale, image plane rotation
and translation, intensity of ambient light and intensity of directed light must also be
determined for each new face to reconstruct an image closely resembling the original.
These parameters must be estimated by the user and hence becomes a trial-and-error
exercise.

The task of modeling a new face becomes a problem of minimizing an error
function E dependent on noise, position, texture and rendering parameters. The
optimization of this error metric is iterative and can be time consuming. The authors
reported that 10° iterations required 50 minutes of computation time on a SGI R10000
processor. A great deal of time is also needed to compile the database of faces (i.e.,
perform laser scanning), to bring the faces into full correspondence and to estimate

parameters.

2.1.4 Feature Detection with Generic Model Adaptation

The premise of feature detection is to detect the location of facial features (eye
corners, lip corners, etc.) in input data. These feature points are then used to guide the
adaptation of a generic model to approximate the input face. Input data can either be 2D

photographs or 3D range data.
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2.1.4.1 2D Photographs

A significant drawback of the approach presented in Section 2.1.3 is the time
required. It is possible to use more time-saving methods to produce face models from
photographs. The photos must, however, be taken or selected carefully so that they meet
specific requirements. If an appropriate set of (typically orthogonal) photos for a subject
is available, feature detection can be done on them. The 2D facial feature information
extracted from the photos is used to calculate 3D feature information to fit a generic
model to the face in the given images.

There exist many feature detection algorithms which vary in the level of user
interaction required. The method outlined in [Kurihara 91] requires the user to
interactively define a small number of control points on input photographs, which are
then used to fit a generic model to the input face. The positions of the non-control points
are adjusted to fit the face using interpolation. Due to the use of interpolation and a small
number of feature points, this method produces models which do not fit the input face
very well, which in turn leads to problems during texture fitting. Ip and Yin [Ip 96]
proposed a method to automatically extract facial features from photographs using a local
maximum curvature tracking algorithm. The two front and side view input photographs
are blended using linear interpolation to produce a texture map for the 3D face. Lee and
Magnenat-Thalmann [Lee W 00] also used front and side view photographs to detect
feature points semi-automatically and the texture map is created using feature matching-
based multi-resolution image mosaic. A generic model containing animation structure is

then adapted to approximate the input face.
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2.1.4.2 3D Range Data

Several works have also demonstrated the principle of adapting a generic model
to input data in the 3D domain. Range data obtained using scanning technology such as
the Cyberware1 scanner can produce good quality models of real-world objects relatively
quickly. Lee et al. [Lee 93; Lee 95] adapted a generic model to range and reflectance data
captured by a scanner. The model is subsequently equipped with tissue, muscle and bone
structure to form a physics-based model capable of displaying realistic facial expressions.
Zhang et al. [Zhang Y 04] use a combination of global and local adaptation in

conjunction with a small set of feature points to match a generic model to input scan data.

2.1.5 Range Data

Range data acquisition is used extensively to digitize static objects for movies,
video games and scientific research. Specialized hardware is often required and their cost
ranges depending on the technology and level of accuracy needed. Some technologies are
more popular than others because they can produce very accurate scans. The proceeding

subsections present several technologies that are used to collect range data.

2.1.5.1 Laser Scanner

A laser scanner is an example of a non-contact active 3D scanner. Active scanners

emit radiation to digitize an object. In this case, light from a laser emitter is directed at

! http://www.cyberware.com

18

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



the subject and the reflected light is used to determine the point of contact. Time-of-flight
range scanners determine the point of impact between the laser beam and the object by
measuring the time elapsed before the light reflected off the object is detected.
Triangulation scanners use knowledge of the distance between the laser emitter and a
camera (used to detect the laser dot on the subject), the orientation of the emitter and the
orientation of the camera (determined by analyzing the location of the laser dot in the
camera’s field of view) to fully describe a triangle which, in turn, identifies the location
of the laser beam’s point of impact. Laser scanners produce point clouds which can be
used to create polygonal models.

Cyberware’s laser scanning products are widely used to collect range data. Some
of their 3D colour digitizers can acquire scans very quickly but at the cost of resolution.
Examples of work that has used Cyberware scanning technology are [Lee 93; Lee 95;
Guenter 98; Blanz 99]. A more elaborate and sophisticated laser scanning setup is
described in [Taylor 02]. This scanning technology captures surface detail at lateral and
depth resolutions of 50 and 10 microns, respectively. It has been used to digitize patches
on several of Michelangelo’s sculptures [Levoy 00; Godin 01] and to produce realistic
models of actors’ faces for the movie “The Matrix Reloaded” [Borshukov 03]. Scanning

time is quite long, but the results are unparalleled.

2.1.5.2 Stripe Generator

Stripe (structured light) generators are also non-contact active scanners that
project light onto their subjects. A projector or laser projects an organized pattern (line or
grid) of light and a camera captures the changes in the pattern. The images taken by the

camera are then processed to determine the shape of the subject(s). If a single stripe is
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projected, the triangulation principle used for laser scanning can also be applied to
recognize the subject. If a grid pattern is used, more complex algorithms such as the one
presented in [Zhang 02] are needed to correctly detect the subject.

Proesmans et al. [Proesmans 97] constructed face models by projecting square
grid patterns onto a moving face and analyzing the captured video. Texture information is
also captured at the same time as the geometry. Zhang et al. [Zhang L 04] constructed a
system consisting of four monochrome video cameras, two colour video cameras and two
stripe pattern generators to record video sequences of moving faces. A spacetime stereo
algorithm computes depth maps from the video sequences. The depth maps are combined
with optical flow to produce models suitable for animation.

The strengths of structured light capture are its relatively low cost and its speed. It
is affordable because general purpose off-the-shelf equipment can be integrated into
capture systems. Speed gains are achieved over other methods like laser scanning when

2D grid patterns are used to capture the subject.

2.2 Multi-resolution Modeling

Multi-resolution modeling is a useful technique in 3D modeling that produces
representations of an object in multiple resolutions. Multi-resolution models are suitable

for a wide range of applications from animation to efficient real-time rendering.

2.2.1 Displaced Subdivision Surfaces

Lee et al. [Lee A 00] proposed an efficient representation of high resolution
geometry called displaced subdivision surfaces (DSS) which essentially represents the

high resolution detail as a scalar displacement field over a smooth domain surface. The
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DSS representation is constructed in three steps: building a control model, optimizing the
control model and generating the displacement map. [Displacement mapping is described
in Section 2.6.2.] First, a low polygon mesh is produced from the dense geometry. This
mesh, which serves as the control model for DSS, is subdivided to obtain a smooth
domain surface. The control model is optimized so that the resulting domain surface more
closely approximates the original dense model. The displacement map is generated by
computing the offsets from the smooth domain surface.

DSS is suitable for mesh editing, animation and other applications which can
benefit from using an efficient representation. It is efficient because surface detail is
stored as scalar values instead of vector-valued 3D points in a dense mesh. It is also
unnecessary to store any dense triangle structure information as it is derived from the
control mesh using subdivision. These benefits let a user efficiently work with the control
mesh and then recover the surface detail later by re-sampling the displacement map.
However, like standalone displacement mapping, the cost of rendering the control model
is high compared to other techniques (e.g., normal mapping) because subdivision can
increase the number of triangles by very large factors. A limitation of DSS is that it
cannot be used to reconstruct the topology of the original high polygon model. DSS is

only intended to approximate the original surface.

2.2.2 Normal Meshes

The normal mesh [Guskov 00] of a surface is a multi-resolution representation in
which the mesh for each level is defined as a normal offset of a lower level (coarser)
mesh. The procedure applies mesh simplification on the surface to build a base domain

whose vertices contribute to a patch network. Each patch is parameterized to a triangle
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and this initial parameterization gives way to the normal mesh representation. Each level
of the normal mesh is constructed by subdividing the previous level to form new vertices
(and, consequently, finer patches) and offsetting the new vertices in the normal direction.
The primary contribution of normal meshes is a way to represent surfaces using
only a single value per vertex as opposed to the traditional three per vertex (i.e., a floating
point value for each coordinate of 3-space). The multi-resolution nature of normal
meshes also makes it suitable for a wide range of applications. However, a normal mesh
only approximates the irregularly-connected original geometry with a semi-regular mesh
and thus is not suitable for topology recovery. Additionally, because it is approximative,
the representation may not be able to represent very finely detailed surfaces (e.g., human

skin) even with a very large number of levels.

2.3 Model Parameterization

Model parameterization refers to the act of expressing one surface with respect to
another. Two types of parameterization are described in the proceeding subsections:

consistent mesh parameterizations and high resolution model parameterization.

2.3.1 Consistent Mesh Parameterizations

Lee and Magnenat-Thalmann [Lee W 00] used mesh adaptation to automatically
transfer animation structure onto range data. A unified method is applied on input
photographs as well as range data input. Examples of other works that employed mesh
adaptation are [Lee 93; Lee 95; Zhang Y 04], which are outlined in Section 2.1.4.2.

Praun et al. [Praun 01] proposed an algorithm to generate parameterizations for a

set of meshes. The parameterizations are said to be consistent because they share a
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common base domain (point connectivity) and respect the features of the domain (e.g.,
eyes of a human head). Features are defined on each mesh in the set using either feature
detection schemes described in the literature or human interaction. The feature vertices
that result are used to define patches on the mesh’s surface. A network of patch
boundaries referred to as a “net” is then established such that the net is topologically
equivalent to the base domain’s connectivity and that the resulting patches are fair (well
distributed, smooth boundaries, absent of artifacts, etc.).The result of performing the
algorithm on all the models is a topologically consistent set of nets.

The strength of consistent mesh parameterization is in its ability to establish a
common base domain between very different objects and in the use of its results in
applications. The authors demonstrated that the same base domain can be used for both a
human and a horse. Although this particular scenario has limited use in practice, one
might see a more practical use in establishing the same layout for a human body and a
fictional creature endowed with both human and animal physical attributes. A byproduct
of establishing consistent mesh parameterizations is exact one-to-one point
correspondence across an entire set of models. This trait can then be exploited in
applications such as animation, texture transfer and principal component analysis.

Lee [Lee 02] focused on human body consistent parameterization with various
types of human body data such as photographs, laser scanned meshes, and designer-
created meshes. Two steps of mesh adaptation are used to ensure the robust
parameterization. The first step uses body feature points and the second uses silhouette

information.
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2.3.2 High Resolution Model Parameterization

The parameterization of a high resolution model with respect to a low resolution
model is mentioned in [Hilton 02]. Parameterization amounts to using point-to-surface
mapping [Sun 01; Zhang Y 04] to map the vertices in the high resolution model onto the
low resolution surface. In both [Sun 01] and [Zhang Y 04], point-to-surface mapping is
used to map the high resolution vertices to the low resolution surface so that a
displacement map can be generated. The following is stated in [Hilton 02] with regard to
high resolution model parameterization: “Having computed this mapping the model can
be exactly reproduced and animated from the low-resolution model, M”, together with the
high-resolution vertex parameters and mesh topology.” However, this idea was not tested
for that publication. The applicability of this idea is addressed in Chapter 4 alongside a

technical discussion of the idea in practice.

2.4 Shape Manipulation

It is often desirable to change the shape of an existing model for animation,
simulation and other applications. There are many techniques described in the literature

to accomplish this. This section presents a few of these techniques.

2.4.1 Free-Form Deformation

Free-form deformation [Sederberg 86], or FFD, is a technique for deforming
objects by manipulating the space in which they are embedded. A FFD lattice structure
serves as a space enclosure and is formed by tricubic Bezier hyperpatches. The analogy

drawn by the authors is to imagine the lattice structure as a plastic parallelepiped whose
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shape can be controlled by a set of control points. Deforming the structure (by moving
the control points) would then cause the enclosed object to be deformed as well.

One of the strengths of FFD is its applicability for both global and local
deformation. Global deformation is accomplished by enclosing the entire object within a
single FFD structure while localized deformation requires the use of several
interconnected structures to enclose the object. Continuity across lattice boundaries (i.e.,
adjacent lattices) can also be preserved. It is possible to control or preserve the volume of
the object when performing FFD. The limitations and disadvantages of FFD include the
inability to control the shape of the boundary between a deformed region and a non-
deformed region, the inability to produce certain types of surface deformations (e.g.,
small bumps) and high computational cost which results from calculating new positions

of points.

2.4.2 Extended Free-Form Deformation

Extended free-form deformation (EFFD) was proposed by Coquillart [Coquillart
90] as an extension to FFD. One of the biggest differences between the two is the use of
non-parallelepiped lattices in EFFD. Parallelepiped lattices restrict the type of
deformations that can be achieved because of its shape. An EFFD lattice can be prismatic
or non-prismatic (e.g., spherical) and prismatic lattices can further be classified as either
elementary or composite (several elementary prismatic lattices). Contrary to FFD where
the object is deformed by manipulating lattice control points, changes are made to the
surface by directly reshaping an EFFD lattice. The generalized lattice empowers a

modeler with the flexibility to make arbitrary deformations to a surface. Additionally, the
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shape of the deformed region is not constrained by the position of neighboring control
points as in FFD.

The use of differently shaped lattices can lead to problems in continuity across
lattices. The work states, however, that surface continuity is often preserved even though
lattice continuity may not. The results of EFFD are not as natural as those obtained using

physical simulation, but it is much more computationally efficient to use EFFD.

2.4.3 Deformation by Radial Basis Functions

Radial basis functions (RBF) [Powell 87] networks are a powerful and efficient
mathematical tool for surface approximation. RBF depend on a special set of points
which lies on the surface known as centers. A reasonable approximation of a surface can
be achieved by carefully selecting a good suitable set of points to represent it.

RBF may also be employed for deformation purposes if the locations of centers
are determinable at all times. Many works [Fidaleo 00; Noh 00; Noh 01; Bui 03] have
shown its suitability in algorithms for facial animation applications. After surface
approximation is established, the internal parameters of the RBF can be updated to reflect
any changes to the centers. The RBF can then approximate the effect of the changes to
the rest of the surface. This technique allows the surface to be manipulated using only a
(typically) small set of points. This concept is exemplified in Figure 2.5. The flat grid in
the left image consists of 81 points and the chosen centers are each marked with a red
square. The deformed grid on the right demonstrates the effect of translating the center in
the middle of the flat grid upward while anchoring the other centers. The new positions of

the non-centers produce an overall smooth curved surface.
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(a) (b)
Figure 2.5: Example of radial basis function (RBF) deformation. Centers are

indicated by red squares. (a) Before. (b) After.

RBF is used to produce models in the multi-resolution modeling scheme and the

technical details are described in Section 3.2.2.

2.5 Facial Exaggeration

Brennan laid the groundwork for creating digital caricatures [Brennan 85] by
manually defining polyline drawings from face images and then increasing each face
drawing’s deviation from a calculated mean (average) face. Many 2D (image) and 3D
(model) exaggeration methodologies were developed thereafter.

Liang et al. [Liang 02] proposed an example-based approach to generate
caricatures of face images. Sample drawings supplied by a caricaturist are needed so that
their system can be trained to acquire an understanding of distinctive feature selection as
well as the style in which exaggeration is done. After the shape of an input face has been
exaggerated by their system, texture style transfer is performed to produce the final
caricature. Chiang et al. [Chiang 05] also developed a system to produce caricatures
which follow the style of a caricaturist’s hand-drawn work. The system extracts features
from an image of the subject, identifies the unique features and selects a suitable

exaggeration factor. A sample of a caricaturist’s work is then morphed to produce the
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stylized individualized caricature. Later work by Mo et al. [Mo 03] improved upon
Brennan’s original idea by also taking into consideration not only feature difference
(from the mean) but also feature variance.

A standard caricaturing algorithm is typically employed in the case of 3D
exaggeration. Face data is restructured to conform to a homogeneous (morphable)
structure. Point correspondence is established across all faces and an average face can be
easily calculated. Differences between each input face and the average face are computed
and exaggerated to produce the caricatured face. This approach has been adopted by
many researchers [O’Toole 97; Blanz 99; Fujiwara 01]. A technical description of the

standard caricaturing algorithm is presented in Section 5.2.2.

2.6 Surface Detail Transfer

There are many examples of interesting and beneficial uses of surface detail
transfer. Aging or rejuvenation can be simulated by transferring wrinkled or youthful skin
onto different subjects. This concept is used by companies and agencies involved in
locating missing persons. Transferring surface detail can also be an efficient way of
rendering the same geometry in different ways. For example, a rectangular block could
be rendered as a brick, a bar of gold or block of wood simply by transferring the
appropriate surface detail onto it during rendering. This reduces the number of models

that need to be produced.

2.6.1 Normal Mapping

Normal mapping [Blinn 78; Peercy 97] is a render-time technique used to create

the illusion of detail on a surface. The surface’s normals are replaced completely by those
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stored in a normal map prior to performing shading calculations and, by doing so, adds
bumps and other surface detail that is absent in the geometrical representation. The
normal vectors in the normal map are typically taken from a higher-detail version of the
surface to be rendered. The x, y and z components of these vectors are stored in the RGB
fields of an image (red for x, green for y, blue for z). The UV mapping assigned to the
surface determines which value is retrieved from the image for a particular point on the
surface.

Normal mapping has grown in popularity for real-time applications such as video
games because it is a relatively inexpensive way of adding a high level of detail to 3D
objects. As its popularity grew, manufactures of 3D graphics hardware began
implementing normal mapping support into their products. The major disadvantage of
normal mapping is that there are no physical changes to the geometry of the rendered
surface. As a result, bumps that are added by normal mapping do not cast shadows
correctly and can ruin the illusion. Similarly, the silhouette of the 3D object can also

reveal the use of normal mapping (e.g., a “bumpy” surface has a smooth silhouette).

2.6.2 Displacement Mapping

Displacement mapping [Cook 84] is a technique used in computer graphics to
augment the appearance of a surface. Displacement mapping yields a more detailed
surface by perturbing a base surface along its normals. The perturbation values are
retrieved from a displacement map that contains either scalar or vector values. A
displacement map is essentially a texture map with the offsets stored in the colour
channels of the image’s pixels. In the case of vector displacements, each component of

the vector is assigned to its own channel (e.g., R for the x component, G for the y
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component and B for the z component). The values are retrieved from the displacement
map according to the base surface’s UV map. The same principle is used to create the
displacement map, i.e., the offset stored in a pixel is obtained by mapping said pixel onto
the base surface and calculating the distance between the base and the high resolution
surface along the surface normal at the mapped point . A simple example of displacement

map computation is shown in Figure 2.6.
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Figure 2.6: Sampling a high resolution surface to create a displacement map.

The benefits of producing actual deformed geometry (e.g., proper shadow casting
and occlusion) are offset by the cost of the technique. The low polygon base surface must
be subdivided to produce a large number of smaller polygons whose vertices can then be
displaced to achieve the desired effect. This process increases the cost of rendering the
object significantly and is not a practical choice for real-time rendering. Another
disadvantage of displacement mapping is that it is not suitable for reconstructing
extremely high resolution geometry. Displacement mapping is approximative by
definition and this limitation is magnified when dealing with very high resolution

surfaces. An example of this deficiency is presented in Section 4.1.
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2.6.3 Image-based Surface Detail Transfer

The technique of image-based surface detail transfer (IBSDT) was proposed by
Shan et al. [Shan 04] as a way of transferring geometric detail from one image to another
without any knowledge of the first image’s 3D geometric information. The fundamental
principle upon which this approach operates is that image smoothness corresponds to
geometric smoothness when surface reflectance is smooth. Geometric detail is expressed
independently from surface reflectance; thus, the recipient of the transferred detail retains
its own reflectivity attributes. Given two source images — one acting as the detail donor
and the other as the detail recipient — the surfaces depicted in the images are brought into
alignment by performing transformations (scaling, translation and rotation) or by
performing image warping. The images are then smoothed using a Gaussian filter whose
o value controls the degree of smoothness achieved, which in turn affects the scale of
detail that can be transferred. A small value of o must be used to transfer fine surface
detail whereas only coarse detail can be transferred with a large value of o .

The primary strengths of IBSDT are its simplicity and its requirement of only one
image for each participating object. The researchers also demonstrated human skin detail
transfer to simulate aging. The limitations of IBSDT are the need for similar lighting

conditions in the two input images and the need for smooth reflectance in the objects.
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Chapter 3 Multi-resolution Modeling of Scanned Faces

Today, there are many companies that offer shape acquisition services
commercially. The models which arise from these services are usually structured in an
efficient manner with no relationship between structures of different models. With no
guarantee that the data yielded by the scanning service is structured consistently,
performing operations on the models can be difficult. For example, calculating the
average of a set of faces requires correspondence between the elements of the set, i.e., for
each face, the vertex corresponding to a particular location (e.g., nose tip) is known. For
this reason, it is desirable to include a restructuring step during data preparation to ensure
that all scanned faces share the same structure.

This chapter presents a multi-resolution modeling scheme suitable for extremely
high resolution scanned faces. The scheme proposed is a three-level hierarchy (i.e., three
resolutions) although the choice of the number of resolutions was made arbitrarily and
the building block of the hierarchy allows for any number of resolutions. The scheme
consists of four main components.

" Feature-based Model: The foundation of the hierarchy is a feature-based
model which captures the coarse shape of the scanned face.

»  Shape Models: Three higher order shape models — one for each resolution
— are derived from the feature based model. The resolution, accuracy and
level of detail of the shape models increase with the order. Each resolution
is characterized by its own geometric structure that is derived from a

generic model and every face model of a particular resolution inherits the
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same structure. This ensures structural homogeneity for each resolution
and, in turn, full point correspondence between all faces of a particular
resolution.

»  Skin Details: Skin detail is loosely modeled as the “difference” between
the models of two different resolutions; hence, there are three levels of
skin detail in a three-resolution scheme. Another way to conceptualize
skin detail is that it is “added” to a shape model of resolution X to obtain
the shape model (of the same person) of resolution Y, where X is lower
than Y. Thus, adding skin detail to a shape model increases its resolution.
Structural consistency is also an integral part of skin detail.

= 3D Skins: 3D skin is a representation of an extremely high resolution
scanned face that is also loosely modeled as the “difference” between the
scanned face and a shape model. The principle behind it is similar to that
behind skin detail. The result of “adding” or “applying” 3D skin onto a
shape model is an extremely detail face model which bears the shape of
the shape model and the surface detail of the scanned face from which the
3D skin representation is derived. In this regard, 3D skin is similar to skin
detail, but there are some prominent differences that distinguish one from
the other. These differences are also discussed later in this chapter.

Section 3.1 describes the concept of the homogeneous structure and the generic
model from which it is derived. The procedure carried out to construct the feature-based

model is outlined in Section 3.2 proceeded by a discussion of the other components of the
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multi-resolution hierarchy (shape, skin detail and 3D skin) in Section 3.3. In Section 3.4,

a small database of extremely high resolution 3D faces is showcased.

3.1 Homogeneous Geometric Structure

The goal of homogeneous representation is to use a common geometric structure
to represent models of the same resolution. The geometric structure of a model
encompasses vertex distribution and topology, i.e., vertex adjacency. The models of the
multi-resolution hierarchy are derived from a single generic model in a deterministic
way. By doing so, structural homogeneity (consistency) is achieved among the models.

The generic model, comprising 1,485 triangles, is a derivative of the one
described in [Lee W 00]. The eyes and mouth of the generic model have been closed to
match the states of the scanned faces (refer to Section 3.4). The upper entities (eyelid and
lip) come into contact with their lower counterparts at piecewise linear 3D lines so that
there is no overlap and/or self-penetration. Additionally, the animation structure in the
original generic model has been removed, though it can be re-included fairly trivially.

The generic model has efficient triangulation with finer triangles over the highly
curved and highly articulated regions of the face and larger triangles elsewhere as shown
in Figure 3.1. A subset of the generic model’s vertices is classified as feature points
which represent the most characteristic points used for human recognition. There are 172
such vertices and each is further categorized as either major or minor. Twenty-eight
feature points are major and the remaining 144 are minor. These points are shown in
Figure 3.2. Feature points come into play during feature-based model construction.
Feature points and feature-based model construction are described in the section that

follows.
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Figure 3.1: Generic model (1,485 triangles).

3.2 Feature-based Model

The first step in establishing the hierarchy is to achieve a coarse approximation of
the scanned data. The generic model’s shape is manipulated to roughly match that of the
scanned face. Higher-order shape representations can then be constructed from this
coarse approximation. Feature points guide a deformation algorithm that accomplishes
the required rough matching. For this reason, the resulting deformed generic model is

referred to as the feature-based model.

3.2.1 Establishment of Feature Point Correspondence

Feature point correspondence must be established between the generic model and
the scanned data in order to perform deformation. This means that the same set of feature
points defined for the generic model must also be defined on the scanned surface as well.
A feature point detection procedure [Lee W 00] is performed to establish these points.
However, unlike the generic model, scanned model feature points need not necessarily be
vertices— it is sufficient for them to merely lie on the scanned surface. Detection requires
a user to interactively place feature point markers on the front and side views of the

scanned data visualization as illustrated in Figure 3.2. Of the 172 feature points defined

35

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



for the generic model, only 135 are visible in the front view and 23 of these are major
points. Marker placement is considered a semi-automatic procedure because the positions
of minor feature points can be automatically calculated (using affine/similarity
transformations) based on the manual placement of major feature point markers. The
positions of minor feature point markers in the side views are also automatically
calculated based on the depth of the scanned model. Feature point marker placement on
the front view can be performed automatically if texture information is available [P&tzsch
96; Goto 02]. Once established, the 2D marker positions are used to calculate 3D feature

points which lie on the surface of the scanned model.

Figure 3.2: Feature point markers placed in the front and side views of a scanned
model. Major feature points are marked in both yellow and red while minor points

are only marked in red.

Note that since the scanned model only captures the face of the subject, rough
estimations have to be made for the remainder of the head during feature detection. As a
result, these areas are very coarsely approximated in the feature-based model and they

cannot be improved in the shape refinement step (discussed in Section 3.3.2).
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3.2.2 Surface Approximation using Radial Basis Function Networks

Section 2.4.3 gives an overview of the concept of deforming surfaces using radial
basis functions (RBF) [Powell 87]. Works such as [Fidaleo 00; Noh 00; Noh 01; Bui 03]
have reported the success of using RBF networks for face manipulation. The text that
follows describes the manner in which these networks are prepared and used to deform

the generic model so that the deformed result roughly resembles the scanned face.

3.2.2.1 Mathematical Formulation

For the purpose of deforming the generic model, one RBF network is created for

each coordinate of 3-space. The general expression for each RBF network R, (x) is

R, (X)= 2wk,i¢i (x), k=123. 3.1)
N represents the number of feature points in the generic model (i.e., N =172) and the
set of generic model feature points X = [)_cl )_CN] is used as centers by all three
networks to compute their respective weight vectors W, . [The term “center” is defined

in Section 2.4.3. Further discussion about the vectors follows the coverage of network
training.] The notation X denotes a point in 3-space, i.e., the point has x, y and z

coordinates. The Hardy multiquadric basis function

2 2

+5; (3.2)

6,(¥)=|x-x,
is used, where H)’c —)_cl.H denotes the Euclidean distance separating the point x and the i"

center ;. The s, term is a stiffness constant whose value is chosen during the training

stage.
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3.2.2.2 Network Training
The training stage initializes the stiffness constants to reflect the separation

between the generic model’s feature points. The networks are trained using the feature

point set X . The values of the stiffness constants are chosen to be

X, -%

s; =min

J#I

| 3.3)
as suggested in [Eck 91], where X ; denotes the jth entry in X . These values for the

stiffness constants yield more subtle deformations for feature points with greater
separation and more pronounced deformations for feature points located more closely to

one another.

An N x N matrix ¢ containing the evaluations of the basis functions may be built
to aid computation of the weight vectors W, and is given by

¢1(il) ¢N<i])

0= (3.4)

(%) - 0(x,)|

3.2.2.3 Weight Vectors

The values in the weight vectors W, reflect the current state of the centers. When

deforming a surface, the new locations of the centers (i.e., the feature points defined on

the scanned face) are used to set the values in the vectors. If the scanned face’s feature

points are given by X' =[x E,'V], W, is calculated as

’
1

-l X
Wk =0 )g s (35)
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where @' denotes the inverse of @ and )_S' is a column vector containing only the k™"

coordinate of every feature point. Accordingly, W, is a column vector of N values.

Note that ¢ remains constant; thus, ¢ is static as well. The matrix @' can be

decomposed using LU decomposition to make computation more efficient if the weight

vectors need to be recomputed multiple times.

3.2.2.4 Surface Deformation
The generic model is deformed to approximate the scanned surface after network
training and weight vector initialization have been performed. The RBF networks R, (x)

are evaluated using each vertex of the generic model as the input point X . In doing so,
the RBF networks interpolate the new positions of the generic model’s non-feature points

to define the vertices for the feature-based model. Note that

(Rl(i j),Rz(—)Z j ),R3(§ j )): X’, as expected, i.e., the RBF networks evaluate the generic

model feature point X ; to the scanned model feature point X'j. Figure 3.3(b) shows the

feature-based model which results from deforming the generic model using the feature
points detected on the scanned surface shown in Figure 3.3(a). The derivations of the

models shown in Figure 3.3(c) and (d) are discussed in a later section.
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(@) (b) () (d)

Figure 3.3: Construction of a low resolution model from a scanned face. (a)
Scanned face (1,000,000 triangles). (b) Full head feature-based model (1,485
triangles). (c) Full head preliminary low resolution model (5,940 triangles). (d)

Full head low resolution model obtained after shape refinement (5,940 triangles).

3.3 Representation of Shape and Skin Detail

The feature-based model described in the previous section is the principal
building block of the multi-resolution hierarchy. This modeling scheme represents the
scanned model’s shape and skin detail information at several resolutions. Figure 3.4
shows the shape and skin detail decomposition hierarchy.

The feature-based model is the first in a series of models which is iteratively
increased in resolution to produce the subsequent model in the series. This chain yields
three shape models — a low resolution model, a medium resolution model and a high
resolution model — with each model capturing shape information for its respective
resolution. The transition from one model to the subsequent one is made by applying
subdivision and then shape refinement. Skin detail (also referred to as simply “detail”)

elements are represented with the symbols Dy, Dy.y and Dy They can be loosely

40

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.










































































































































































































































