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ABSTRACT

This research is to characterize the wake effect from a cluster of offshore wind turbines with the purpose of optimizing spacing between separate farms to avoid wake interference. Placing wind turbines within a field of disturbed flow decreases power output, and in some cases, threatens structural integrity. Unsteady loading and fluxes in wind turbine power generation are born out of turbulence and can further lead to a reduction in the overall energy production of a wind farm. As the offshore wind industry exhibits rapid growth, an immediate need for standards that enable optimization of farm placement for offshore development exists. Wake characterization was accomplished in this research through computational fluid dynamics (CFD) modelling. ANSYS CFX was used in this research to simulate the wake produced by offshore wind turbine arrays located near the shores of Main Duck Island in Lake Ontario using full rotor geometry representation. These offshore wind farms are currently in the planning, pre-construction phase, and there is no raw data for validation of the CFD model so wind tunnel testing was done to validate the modelling techniques employed in the array simulations. A percent error of 9.5% between the two data sets was achieved. Three different array configurations were simulated in ANSYS, each containing a different number of rows. The wake 7 x 4 array had a recovery distance of approximately 130 rotor diameters. Approximately 89% recovery is achieved at 6.8 km downstream from the 6 x 4 array and at 9 km downstream from the 7 x 4 array. A comparison simulation was run using the 7 x 4 array with an increased inlet speed. Results of this simulation revealed a 23% increase in wake recovery length. Strategically informing offshore wind farm siting from wake research will maximize power extraction from clean available resources.
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Nomenclature

Latin Letters

\(a_n\) \hspace{1cm} Particle acceleration in the normal direction \hspace{1cm} \(m^2/s\)

\(a_s\) \hspace{1cm} Particle acceleration in the stream wise direction \hspace{1cm} \(m^2/s\)

\(c\) \hspace{1cm} Chord length \hspace{1cm} \(m\)

\(e_{ij}\) \hspace{1cm} Dissipation tensor for the smallest eddy \hspace{1cm} \(1/s\)

\(h\) \hspace{1cm} Height \hspace{1cm} \(m\)

\(h_{ref}\) \hspace{1cm} Reference Height \hspace{1cm} \(m\)

\(i,j\) \hspace{1cm} Components in the \(i\) and \(j\) direction \hspace{1cm} -

\(k\) \hspace{1cm} Kinetic energy extraction rate \hspace{1cm} \(m^2/s^2\)

\(l_{mix}\) \hspace{1cm} Mixing length \hspace{1cm} \(m\)

\(n\) \hspace{1cm} Distance normal to a curved surface \hspace{1cm} \(m\)

\(p\) \hspace{1cm} Pressure \hspace{1cm} \(Pa\)

\(s\) \hspace{1cm} Distance \hspace{1cm} \(m\)

\(t\) \hspace{1cm} Time \hspace{1cm} \(sec\)

\(t_L\) \hspace{1cm} Timescale of the largest eddies \hspace{1cm} \(sec\)

\(t_\eta\) \hspace{1cm} Timescale of the smallest eddies \hspace{1cm} \(sec\)

\(U\) \hspace{1cm} Velocity \hspace{1cm} \(m/s\)

\(u_*\) \hspace{1cm} Friction velocity at the nearest wall \hspace{1cm} \(m/s\)
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u, v, w$</td>
<td>Velocities components for x, y, z directions</td>
<td>$\frac{m}{s}$</td>
</tr>
<tr>
<td>$V_{int.}$</td>
<td>Velocity of largest eddies</td>
<td>$\frac{m}{s}$</td>
</tr>
<tr>
<td>$V_{kol.}$</td>
<td>Velocity of smallest eddies</td>
<td>$\frac{m}{s}$</td>
</tr>
<tr>
<td>$Y$</td>
<td>Distance to the nearest wall</td>
<td>$m$</td>
</tr>
<tr>
<td>$Y^+$</td>
<td>$Y$ Plus, used in near wall node placement</td>
<td>-</td>
</tr>
</tbody>
</table>
Greek Letters

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>Wake expansion coefficient</td>
<td>-</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>Rate of dissipation of turbulent kinetic energy</td>
<td>$\frac{m^2}{s^3}$</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Length scale of smallest eddies</td>
<td>$m$</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Angle</td>
<td>degrees</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>Streamline curvature</td>
<td>$\frac{d\theta}{ds}$</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Viscosity</td>
<td>$\frac{kg}{m \cdot s}$</td>
</tr>
<tr>
<td>$\mu_T$</td>
<td>Eddy-viscosity</td>
<td>$\frac{m^2}{s}$</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Kinematic viscosity</td>
<td>$\frac{m^2}{s}$</td>
</tr>
<tr>
<td>$\pi$</td>
<td>Constant variable, pi</td>
<td>-</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Density</td>
<td>$\frac{kg}{m^3}$</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
<td></td>
</tr>
<tr>
<td>--------------</td>
<td>--------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>ABL</td>
<td>Atmospheric Boundary Layer</td>
<td></td>
</tr>
<tr>
<td>AESO</td>
<td>Alberta Electric System Operator</td>
<td></td>
</tr>
<tr>
<td>BL</td>
<td>Boundary Layer</td>
<td></td>
</tr>
<tr>
<td>CFD</td>
<td>Computational Fluid Dynamics</td>
<td></td>
</tr>
<tr>
<td>CFL</td>
<td>The Courant–Friedrichs–Lewy condition</td>
<td></td>
</tr>
<tr>
<td>CTA</td>
<td>Constant temperature anemometer</td>
<td></td>
</tr>
<tr>
<td>DAQ</td>
<td>Data acquisition system</td>
<td></td>
</tr>
<tr>
<td>DES</td>
<td>Detached Eddy Simulation</td>
<td></td>
</tr>
<tr>
<td>DNS</td>
<td>Direct Numerical Simulation</td>
<td></td>
</tr>
<tr>
<td>EU</td>
<td>European Union</td>
<td></td>
</tr>
<tr>
<td>EWEA</td>
<td>European Wind Energy Association</td>
<td></td>
</tr>
<tr>
<td>GEGEA</td>
<td>Green Energy and Green Economy Act</td>
<td></td>
</tr>
<tr>
<td>GGI</td>
<td>General Grid Interface</td>
<td></td>
</tr>
<tr>
<td>HAWT</td>
<td>Horizontal Axis Wind Turbine</td>
<td></td>
</tr>
<tr>
<td>IESO</td>
<td>Independent Electricity System Operator</td>
<td></td>
</tr>
<tr>
<td>IJC</td>
<td>International Joint Commission</td>
<td></td>
</tr>
<tr>
<td>LES</td>
<td>Large Eddy Simulation</td>
<td></td>
</tr>
<tr>
<td>MW</td>
<td>Megawatt</td>
<td></td>
</tr>
<tr>
<td>NASA</td>
<td>National Aeronautics and Space Administration</td>
<td></td>
</tr>
<tr>
<td>NREL</td>
<td>National Renewable Energy Lab</td>
<td></td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
<td></td>
</tr>
<tr>
<td>--------------</td>
<td>------------------------------------</td>
<td></td>
</tr>
<tr>
<td>RANS</td>
<td>Reynolds-Averaged Navier-Stokes</td>
<td></td>
</tr>
<tr>
<td>REM</td>
<td>Rapid Eye Movement</td>
<td></td>
</tr>
<tr>
<td>RPM</td>
<td>Revolutions per minute</td>
<td></td>
</tr>
<tr>
<td>RSM</td>
<td>Reynolds stress transport model</td>
<td></td>
</tr>
<tr>
<td>SAR</td>
<td>Synthetic aperture radar</td>
<td></td>
</tr>
<tr>
<td>SGS</td>
<td>Sub-grid-scale model</td>
<td></td>
</tr>
<tr>
<td>SST</td>
<td>Shear stress transport</td>
<td></td>
</tr>
<tr>
<td>TSR</td>
<td>Tip speed ratio</td>
<td></td>
</tr>
</tbody>
</table>
1 Introduction

The research is to characterize the wake effect from a cluster of large-scale offshore wind turbines in order to optimize spacing between separate farms. Optimized spacing prevents significant power losses incurred from wake-farm interactions. Computational Fluid Dynamics (CFD) simulations performed in ANSYS CFX were used to characterize the wake effects of two proposed offshore sites near Lake Ontario’s Main Duck Island. This research also included a policy component which examined some of the key factors that have likely affected the halt of offshore wind power projects in Ontario. The motivation of the technical component of this research is discussed in more detail in Section 1.1, followed by the objectives of the research in Section 1.2. Policy aspects of offshore wind development are discussed in Chapter 2. The conclusion of this chapter outlines the approach taken towards the CFD and experimental wake characterization carried out in the research. The rest of the thesis includes a Background and Theory section in Chapter 3, followed by a Literature Review of previous work in Chapter 4. Methodology is discussed in Chapters 6 and 5, followed by Results in Chapter 7. The thesis conclusion and future work recommendations are presented in Chapter 8.

1.1 Motivation

The motivation of this research is to improve offshore wind farm siting by avoiding the risks to power production imposed by wake effects. An increased number of offshore sites creates the potential for unwanted interference between farms due to the cumulative wake effects of clusters of wind turbines. In North America, strategic offshore wind farm development has recently become a priority. The U.S. is investing in offshore wind energy research and development as it has been shown in recent studies that this form of energy is a viable source. In 2016, the U.S. Department of Energy reported that the U.S. has a total of 4,000 GW in offshore wind resources.
This research seeks to analyze the wake effects of proposed offshore wind farms along the U.S.-Canada border in Lake Ontario. Wind resources and bathometry in several regions of the Great Lakes provide ideal locations for offshore farms; however, developers are uncertain if these potential sites lie an adequate distance away from each other in order to avoid interference.

Power losses arise if a single wind turbine’s wake impinges on the operation of another turbine. The extent to which energy production is impeded from wind turbine interactions with wakes varies as there are multiple factors of influence such as the locations and layouts of wind farms as well as atmospheric stability [2]. An early study done in 1985, for three turbines placed seven rotor diameters downstream of each other, documented the averaged power losses in a downstream row to be 10% [3]. A more recent study, found that the energy losses in a downstream turbine can fall into much higher ranges, nearing 40% due to wake effects and atmospheric stability [4].

High construction costs are often a major roadblock to growth in the offshore wind energy industry. These costs are significantly higher than for land based wind energy as towers and foundations can cost roughly 2.5 times the price of those for an onshore project of a similar size [5]. However, offshore wind offers significant advantages over its land counterpart. On top of the potential of a larger power production capacity due to the availability of steadier, stronger winds, many offshore wind farms can be placed close to large cities centres, reducing the need for extremely long transmission line construction from rural locations. These benefits unique to offshore wind, encourage research into optimizing siting to improve the industry.

1.2 Objectives

The objective of this research is to gain understanding about optimal spacing between offshore wind farms to inform wind farm development in Lake Ontario for an Ontarian energy company;
Trillium Wind Power. To achieve this objective, characterization of the overall wake effect of entire offshore wind farms is necessary. Wake studies were conducted using full rotor CFD simulations and experimental testing was done for validation of the techniques implemented to produce the CFD simulation. In addition to the technical fluid dynamics research, policy issues surrounding wind farm development in Canada were also researched and are presented in Chapter 2.

1.3 Approach

The scientific research consists of two components: Full rotor CFD simulations of offshore windfarm clusters and experimental validation of the CFD simulation through wind tunnel testing. Wind conditions specific to the proposed Lake Ontario build sites were used to simulate the wind farms in CFD. Average wind speed data from Lake Ontario was gleaned from the 2007 Ontario Wind Atlas published by the Ministry of Natural Resources. Wind data for 20 years before the 2007 study shows that average wind speeds over this time period have remained consistent. The experimental test case, which will be described in detail in Chapter 6, was replicated in an ANSYS CFX simulation to produce a validation study of CFD full rotor methodology. The results of the experimental wind tunnel test and the corresponding CFD simulation were in close agreement. The same simulation settings, meshing approach, rotor representation, convergence criterion and turbulence model used in the CFD simulation for the wind tunnel experiment was implemented in the full scale offshore CFD simulations. In addition to the scientific research component, the policy factors influencing offshore wind development were researched and are presented in Chapter 2.
2 Offshore Wind Development and Policy

Policy influence on offshore development was researched through a literature review presented in this Chapter. Europe’s advanced wind energy industry and the recent American offshore project is discussed in Section 2.1. Canada has not experienced the influx of wind power that Europe has, where political factors have impeded development of offshore wind. These factors are discussed in Section 2.2. The way in which the scientific work of this research could positively influence the policy of offshore wind in Canada is also discussed in Section 2.3.

2.1 Development in Europe and the United States

Over the past decade, the offshore wind industry has experienced steady growth in Northern Europe, and the number of independent farms is still increasing [6]. As a result, a limited number of nearshore build locations in waters less than 30 m deep, where foundations can be fixed to the marine floor, exist in Northern Europe. This has pushed development plans towards deeper waters where the wind often blows stronger with more consistency. Far offshore wind farms are constructed in waters with depth ranges of 30 m – 50 m deep. Foundations of far shore wind turbines have to be deployed on floating rafts, bringing about a range of complex forces to solve from the vibration of the raft at the tower base through wave motion. The first far offshore turbine prototype was completed in Norway in 2009. The success of this project will be built upon this year through the world’s first far offshore commercial-scale pilot project in Scottish waters. Far offshore wind energy projects are still in the prototyping phase whereas the nearshore industry is currently widely adopted with the first operational farm, completed over two decades ago in Danish waters [7]. North America experienced the debut of offshore wind in late 2016 with a nearshore farm off the coast of Rhode Island. With five 6 MW turbines, the Block Island wind farm has added 30 MW of clean energy capacity to the grid [8].
### 2.2 Issues Regarding Wind Power Development in Canada

Currently, no offshore wind farms exist in Canada despite the excellent offshore resources. All 10,000 MW of wind energy capacity in Canada is on land, with every Canadian province having access to this energy resource [9]. Trillium Wind Power Corp, a local energy company, has studied the offshore wind resources and bathometry of Lake Ontario. A region of the lake near Main Duck Island, close to Kingston Ontario, was found to have ideal wind resources. Additionally, the bathometry of the lake in this region is very conducive to pile driven tower construction due to shallow waters. This construction technique is significantly cheaper than floating structures. If the Trillium project is constructed, the project could add an additional 300 MW or more clean energy capacity to the grid.

Trillium Wind Power proceeded with the official planning process to construct an offshore wind farm in this region of Lake Ontario. The government of Ontario halted the progression of this project in February 2011 by imposing a moratorium on offshore wind projects. The moratorium was fueled by rural residents of the region who were opposed to the construction of a wind farm on the lake [10]. Opposition to wind turbine projects by local members of the community is often driven by a desire to maintain the landscape for property value [11], as well as concerns over health risks of those living near wind farms [12]. The risks that wind farms impose to wildlife such as bats and birds are an additional barrier to development.

There appears to be limited arguments in defence of the aforementioned negative claims regarding wind farms. Some accusations of the health risks of wind farms are that they can cause nausea, vertigo, dizziness, cognitive deficits and cardiovascular disease. Even mental health concerns over wind turbines have arisen which claim that the technology can cause worry, anger and community division. A research study in 2014 qualitatively analyzed negative feelings that rural residents have towards wind turbines in Ontario. Two wind turbine communities were
studied: Port Burwell and Clear Creek. In these Ontario studies, surveys and interviews were conducted on willing participants living within 1 km – 2 km from a wind turbine. Support of wind turbines was much higher in Port Burwell (80%) than in Clear Creek (63%). Questions were asked in the surveys and interviews on the impacts of turbines on quality of life. A common response in Port Burwell was related to the noise. Interviewees claimed that most citizens get used to the noise and eventually do not hear it. Clear Creek responses were much more negative, with some citizens indicating that they have difficulties sleeping and enjoy spending time in the outdoors less because of the wind turbines [13].

Societal conflict was another issue that arose amongst citizens of the rural communities. The conflict stemmed from supporters of wind turbines making light of the problems that the opposition claimed to be facing. This disregard for the concerns of the opposition caused the opposed side to feel marginalized. Of the problems claimed by the opposition, health effects were central. Conflict was catalyzed further through the siting and planning stage of the wind turbine projects. Trust was another factor that the survey questions were aimed towards. Supporters of wind turbine development tended to be much more trusting of the local government, wind developers, neighbors and colleagues than those who were opposed. The political climate worked to repress feelings of concern as the siting and design phase happened before the Green Energy and Green Economy Act (GEGEA) legislation which removed municipal veto powers over renewable energy. Taking away municipal veto powers, combined with no stakeholder engagement sessions in the planning stages gave rise to distrust towards developers and feelings of having no choice. The overall conclusions of the study revealed that the absence of a venue for face to face consultation on the siting of wind farms before development, strengthens negative views towards wind farms [13].
Aside from potential health risks and negative psychosocial effects, concerns also exist over wind farm effects on avian life. In western Canada, wind farms are eliminating prime nesting areas for birds of prey. Research is currently being carried out by the University of British Columbia, tracking birds of prey migratory patterns and coupling this data with wind patterns [14]. The intent is that this information will inform siting of wind farms and results of the study could influence policy decisions on wind farm development in regions where migratory birds nest. Bats are also threatened by wind turbine development, with documented bat fatalities at a significant number of Canadian and American wind farms. White nose syndrome has already threatened the bat population, so the added danger of wind turbines has made protection a high priority for conservationists [15].

Protecting this species is of interest to Canadians as bats play an integral role in the environment, consuming harmful agricultural pests and mosquitoes. An Albertan study found that it was not collisions with turbine blades that was causing deaths, but severe lung damage caused by extreme pressure changes near the rotors. Bird lungs on the other hand can handle these pressure changes [16]. In 2005, a study on Transalta’s Summerview wind farm revealed 20-30 dead bats per turbine. Transalta took this study to heart by implementing more bat friendly operational strategies. By increasing the cut in speeds of the turbines to be above the wind speed ranges that bats will fly in, the bat mortality rate was nearly cut in half [16]. After this study, the province of Alberta enacted a policy requiring developers to produce a risk assessment that indicated the relative risk of bat fatality for a proposed site before construction. A mitigation framework developed by the provincial government will be enacted based upon the risk assessment. Mitigation strategies are focused on the areas of a site where fatality is high and monitoring ensures that the strategies are effective. Cut in speeds can be adjusted or blades can
be feathered in low wind speeds. In some cases, this may only need to be done during peak migration periods. If monitoring efforts reveal that the aforementioned steps are unsuccessful, power production may have to be curtailed at night, during the migration peak period [17]. A similar process is carried out between the Ontario government and wind farm developers for bat protection [18]. These strategies which promote the protection of avian life on onshore wind farm sites could also be implemented on offshore wind farm sites to reduce environmental impact.

Health risks due to turbine noise is another major concern amongst residents living near wind farms or potential build site. Health Canada claimed that wind turbine noise does not cause health issues, after a 2015 study involving 1,238 homes near wind farms in Ontario and Prince Edward Island. The only negative health effect found in the study linked to the noise, was annoyance [19] [20]. A Ph.D. thesis conducted in 2016, by a University of Waterloo Health Studies and Gerontology researcher, analyzed the health risks imposed by living near a wind farm due to noise pollution. In one aspect of the study, individuals living within 2 km of a wind farm in rural Ontario were given standard and validated sleep questionnaires. Another aspect of the study focused on sleep diaries which were completed for a week. Objective studies were also conducted through polysomnography and inside noise measurements for two nights in a row. These studies collected data before and after wind turbine operation. Out of those who participated in the survey, only 10 % of the participants in the study reported to be “annoyed or very annoyed” due to wind turbine noise. Measured data on the mean of rapid eye movement (REM) sleep and sleep efficiency showed no change before and after exposure to wind turbine operation. The author of the study cautiously suggested that there are no significant changes of sleep patterns of the individuals who participated in the study [11]. Studies such as the
aforementioned thesis and Health Canada report are tools that can be used to build trust between wind farm developers and citizens who live near proposed wind farm build sites.

Improved strategies for construction, scour protection around gravity based foundations, skilled laborers, and an increased number of vessels dedicated to offshore wind farm construction have been identified as innovation needs of the offshore wind industry [21], [22]. If Ontario policy is changed in favour of offshore wind, government funding placed towards creating a workforce that is capable of constructing and maintaining offshore wind turbines would be valuable. In Canada, professional expertise exists in the area of offshore oil and gas with involvement in the industry beginning in 1959 at Sable Island [23]. Mooring and anchoring strategies used in the offshore oil and gas industry could be applied to the offshore wind industry for securing far offshore wind turbine structures; this is a potential area for the transfer of labor skills.

Potential build locations in Lake Ontario for offshore wind farms lie on both sides of the Canada-U.S. border. If the Ontario moratorium on offshore wind is not lifted in the near future, the American potential build site could be developed first and the potential for transboundary wake-farm interaction could be cause for concern. In this section, construction strategies, environmental, mental health and physical health issues associated with wind farms have been identified; indicating that offshore wind development in the Great Lakes is not purely an engineering problem. Development of offshore wind requires the attention of policy makers to ensure the construction of Canadian wind farms is done responsibly, taking the concerns of all stakeholders into consideration. The results of this research which predict the extent to which transboundary wake-farm interference could occur, could be useful in informing policies regarding the construction of offshore wind farms along the U.S-Canada border.
2.3 Wake Interference across International Borders

Offshore wind growth in Europe and North America brings about the issue of wake-farm interaction across international borders. The results of this research predict the wake recovery distance of a seven-row offshore wind farm to be 13 km under the average wind speed conditions of Lake Ontario and near 16 km when the wind speeds are 10 % above the average. These results indicate that building an offshore wind farm near or on an international border line can damage the wind resources of a neighboring country. The quantitative nature of this information could influence the creation of international policies that adhere to the interests of nations that share offshore borderlines. To date, only one offshore wind farm exists in North America, which is located off the coast of Rhode Island. On Lake Ontario, there exists potential build locations on the shores of Main Duck Island and the Galloo Islands, which lie approximately 17 km from one another. Figure 2.1 identifies the relative locations of the Canadian Main Duck Island and the American Galloo Islands.

![Figure 2.1 Potential U.S. and Canada Offshore Wind Farm Sites in the Lake Ontario](image)

Due to the aforementioned prediction of wake effects stretching over kilometer distances, international policy has to be enacted if the wind resources in this region are to be equally shared.
across the Canada-U.S. border. An example of a long-time established cross-border policy regarding the use of transboundary natural resources is Article VI of the Boundary Waters Treaty of 1909. The Boundary Waters Treaty was signed by the U.S. and Canada to ensure that the water of the St. Mary and Milk Rivers are treated responsibly for the purpose of irrigation and power. This treaty led to the establishment of the International Joint Commission (IJC) as Canadian and American stakeholders recognized that both nations are affected by the other’s actions in water systems along the border [24].

The St. Mary River flows through portions of northern Montana and southern Alberta. On both sides of the border, this river is used for irrigation supply and also feeds into a 2 MW capacity hydroelectric generator on the Canadian side [25]. In the province of Alberta, less than half of the moisture required for crop production occurs naturally; therefore, irrigation is required to offset this disparity and to help grow the agricultural industry [26]. The St. Mary River is a crucial irrigation supply vein in Southern Alberta which the Boundary Waters Treaty seeks to protect. From March to May, the United States finds it advantageous to use a greater share of the river’s flow than Canada. From June to September, Canada finds it advantageous to use a greater share of the River’s supply. Based on the unique irrigation needs of Southern Alberta and Northern Montana, the U.S. is allowed to accumulate an annual 9800 dam$^3$ deficit on the St. Mary River during the March to May period. During the June to September period, Canada is allowed to accumulate a 9800 dam$^3$ deficit [27]. As in the case of the Boundary Waters Treaty, where Canada and the U.S. draw more than their share of the resources during alternating periods of the year, the U.S. and Canadian offshore wind power producers may also work out a resource sharing schedule where power production periods of the U.S. and Canadian farms occur during different periods of time.
In addition to the differing irrigation needs of Montana and Alberta, infrastructure such as dams and reservoirs limit the capacity of water that can be diverted from the St. Mary River for irrigation and power production. A similar issue could exist in offshore wind power production. American and Canadian offshore wind power producers in the Great Lakes may find that during long periods of strong winds, power produced may have to be curtailed if the maximum grid and storage capacities have been reached. Based upon weather forecasting and the maximum amount of power that can be absorbed by the grids and storage devices on both sides of the border, policy could be formulated to establish a wind farm operation schedule. When a country has produced the maximum amount of energy that can be absorbed by its storage and grid infrastructure, wind farm operation could be ceased and the farm located on the other side of the border could begin producing power, unobstructed from the wake effects of the wind farm across the border. Such practices could be a part of curtailment management strategies. Curtailment management strategies are a standard component of wind farm operational guidelines which define the maximum amount of power that can be placed onto a grid for a given time period as well as which generators should be shut down during wind power ramp up periods (e.g. during a storm). The Interdependent Electricity System Operator (IESO) of Ontario and the Alberta Electric System Operator (AESO) exhibit best practices for wind power ramp up management strategies [28], [29].

Establishment of policy on offshore wind which ensures that wind farms constructed on both sides of the border lie an adequate distance away from one another to avoid wake-farm interference could be another way to avoid disputes over offshore wind. This could create the need for an international agency dedicated to protecting shared wind resources. Alternatively, the IJC may seek to extend its mandate to include the protection of wind resources for both Canada and the US, as they currently deal with water and air quality issues in the Great Lakes region [30], [31].
Presently, the IJC deals with shared water systems and air quality across the U.S. and Canada. The IJC alerts the government about emerging issues that may cause bilateral disputes along the border and works to prevent and resolve disputes [24].

In Europe, the potential for wind farm wakes extending across international borders is a more complex policy issue than in North America. Because of the high number of offshore wind farms in Northern European waters, policies regarding wind farm wake effects which extend across international borders is currently a more immediately pressing issue in Europe than in North America. In an EWEA report, offshore wind farm siting issues was listed as a barrier to development [32]. The current offshore wind capacity of offshore wind farms in Europe is 12.6 MW, a number that is expected to grow significantly over the next three years [33]. A 2020 prediction of capacity for offshore wind installment in Europe is 28 GW in the highest case scenario [34]. This projection is anticipated if the effects of the economic crisis fade and stability is regained to pre-2012 levels. If this economic upturn is not achieved, the lowest case scenario prediction of offshore wind farm capacity is 19.5 GW by 2020 [34].

The greater number of coastal countries in Europe also adds to the complexity of establishing guidelines on wind farm placement; therefore, a “one-size fits all” policy framework may not be practical and in the best interest of European nations which use the ocean. Offshore wind development has the power to affect European policy related to several aspects of the sea and its use, especially the impact on common fisheries, shipping and navigation. WindEurope, formally known and the European Wind Energy Association (EWEA), has acknowledged the need for member states to determine how to manage the interaction between offshore wind technology and their national security needs [35].
Environmental matters are transboundary issues. Because the issues of climate change and natural resources are not always confined within borders, the European Union (EU) has jurisdiction over environmental policy. The EU seeks to establish common standards for its member states. An example of the setting of common standards is COP 21, where EU countries as well as other non-union nations met to establish greenhouse gas reduction targets. Policies should be informed through a process of consensus building given that establishing transboundary standards is a challenging endeavor considering that the EU is comprised of 28 member states with diverse national interests and needs. Also, at an institutional level, there are multiple decision making bodies in the EU [36], [37]. Because of this, one common standard establishing offshore farm proximities to international borders may not be feasible. Many of the northern coastal European countries are members of the EU and exhibit strong environmental policy, with ten coastal European countries currently benefitting from offshore wind. Currently, Europe has 12.63 MW of installed offshore wind capacity [38]. Also, the non-member state, Norway and soon to be non-member state, the U.K., exhibit exemplary practices in environment policy. Therefore, if the EU seeks to develop a policy framework to address offshore wind farm siting, the interests of non-member states will also need to be considered.

To formulate a decision which addresses the need to create common standards for offshore wind farm siting, the issue can be transferred from the political sphere of the EU to an agency with applicable technical expertise. This can remove political biases from the decision making process and promote evidence-based policy. WindEurope, formerly known as EWEA, is a technical organization on offshore wind power that seeks to provide quality input into the policy and legislative process [39]. This organization works in partnership with its members and other relevant organizations to promote research, development and innovation of offshore wind with
the vision of attaining the EU’s 2020 targets [39]. WindEurope’s technical and political expertise as well as its close partnership with EU members makes it an excellent actor to help input into a policy framework that establishes guidelines for offshore wind farm siting. This framework could advise members on reaching agreements amongst themselves. Policy agreements could be in the form of established distances that wind farms must lie away from international border lines or power production schedules influenced by the local weather patterns and grid absorption capabilities.

In summary, the development of offshore wind farms in Lake Ontario by Canadian and American energy companies may bring about the need for standards regarding wind farm placement and operations. To impose these standards, a governing body that can act at arm’s length from the issue would be required. This governing body would work to impose standards ensuring that both countries benefit fairly from the wind resources of the region and help to prevent international disputes over offshore wind. The IJC works to prevent disputes regarding the use of transboundary natural resources and may be an agency with the capacity to deal with offshore wind issues. However, being that the IJC is a governmental organization controlled by countries, this body may be too political to deal with this issue. Alternatively, as in the case of WindEurope which looks after wind energy affairs in the EU, a technical board may be a better type of agency to deal with offshore wind resource sharing in Lake Ontario in an unbiased way. Technical boards specialize in scientific issues while also possessing political expertise, making them excellent actors to help formulate guidelines for offshore wind farm siting.
3 Background and Theory

As stated in Chapter 1, wakes can be destructive to wind turbine structures and detrimental to their power production. The study of wake development is necessary to avoid the aforementioned unwanted effects of wakes. In Sections 3.1, the basics of wind turbine operation from a fluid dynamics perspective along with wake formation will be presented followed by the key physical features which are most important to simulating wakes in Section 3.2. The theory employed by CFD solvers to simulate turbulent flow is discussed in Section 3.3.

3.1 Wind Turbine Operation

Wind turbines generate electrical energy by extracting kinetic energy from the wind. Consequentially, downstream from the turbine, in the region referred to as the wake, the velocity is much lower than the flow regime upstream from the rotor. Turbine blades are an ensemble of smaller blade elements, each geometrically shaped with an airfoil profile, positioned at the optimal angle of attack with respect to the oncoming wind, for maximum lift generation. In order to maintain this optimal attack angle, the blade is twisted in the radial direction. The airfoil design enables lift generation on the blades, which sets them into rotational motion to extract kinetic energy from the wind. Figure 3.1 describes the parts of a horizontal axis wind turbine (HAWT). As shown in the figure, the roots of the blades are fastened to a central hub, connecting the blades to a shaft. The shaft, which is connected to a gearbox and generator, spins as the blades rotate, all of which is encased by the nacelle. The converted energy is then passed through ancillary services to be distributed to users.
3.2 Lift Generation

Understanding the fluid dynamics of lift generation is necessary to understanding the process of wake formation. Streamline curvature is fundamental to producing lift. For steady flows, particles travel along their own individual streamline to which their velocity vector is always tangent. Newton’s Second Law can be applied to a particle by writing the particle acceleration in terms of the streamline coordinates, as shown in Equation 3.1 for the stream wise and normal directions. The variables \( a_s \) and \( a_n \) represent particle acceleration in the stream wise and normal directions respectively. The variable \( U \), represents velocity, and \( R \) and \( s \) are the local radius of curvature of the streamline and distance along the streamline from an arbitrary initial point respectively [40].

\[
a_s = U \frac{\partial U}{\partial s}, \quad a_n = \frac{U^2}{R}
\]  

(3.1)
Prior to reaching the vicinity of the rotor disk, the flow regime is assumed to be at a constant atmospheric pressure, and the streamlines are assumed to be straight with an equal pressure above and below them. The wind flow is brought to rest at the tip of the blade’s leading edge, referred to as the stagnation point. Above and below this point of zero-velocity, the streamlines encounter a negative, or favorable pressure gradient which enables the fluid to pass over the impeding blade. Shear stress induced from the fluid’s viscosity, impedes the fluid's movement; however, the favorable pressure gradient over the blade’s leading edge enables this effect to be overcome. Air is a viscous fluid, and has the tendency to stick to the blade wall. Boundary layer (BL) fluid travels around the curvature of the airfoil until a point of separation caused by an adverse pressure gradient. The adverse pressure gradient which is imposed by the outer surrounding flow, works against the boundary layer’s forward motion and the flow eventually becomes separated from the blade surface. Implications of flow separation will be discussed in Section 3.2.1.

As streamlines follow the curvature of an airfoil, a difference in pressure is created between their top and bottom sides. When a fluid streamline is bent, a high pressure and low pressure side is created. Both sides of an airfoil are curved to positively contribute to lift through the direction they bend the streamlines in the inviscid region of the flow, outside the boundary layer. The changes in surface curvature cause changes in surface pressure. Figure 3.2 illustrates the pressure gradient normal to a curved surface [41].
This variance in pressure, normal to a curved surface is defined by the normal-momentum equation, Equation 3.2, which is valid for inviscid flows at all Mach numbers. Equation 3.2 illustrates that a transverse pressure gradient, \( \frac{\partial p}{\partial n} \), must exist to force fluid to flow along a curved streamline. The left hand side of the equation represents the variance in pressure, normal to the curved surface. Variables \( \rho \), \( V \) and \( \kappa \) represent density, velocity and streamline curvature (\( \kappa = d\theta / ds \)) respectively [41].

\[
\frac{\partial p}{\partial n} = -\rho V^2 \kappa
\]  

(3.2)

The top surface of the airfoil bends the streamlines convexly, generating a relatively lower pressure towards the blade surface. On the bottom surface of the airfoil, the streamlines are deflected downwards, producing concave curvature in the streamlines which generates a higher pressure towards the blade surface. The net effect is a pressure imbalance between the top and bottom surfaces of the blade with the higher pressure side on the bottom, creating lift, the driving force of motion and consequentially leading to power generation of a wind turbine. This effect is visually represented in Figure 3.3.
As mentioned in Section 3.2, viscous properties of the air cause the air to “stick” to the blade surface. The viscosity causes the formation of a thin boundary layer enclosing the wall surface in which the velocity is quickly driven to zero towards the surface, a situation called the “no slip condition”. A no-slip condition causes a velocity gradient normal to the wall surface to form which corresponds to the thickness of the boundary layer. This boundary layer velocity gradient creates distinct layers: a viscous sublayer followed by a buffer zone that turns into the logarithmic layer. After the logarithmic layer, the flow has become turbulent. Figure 3.4 relates the velocity gradient to the locations of the aforementioned sub layers of the boundary layer [42].
Viscous forces are formed from fluid viscosity and a velocity gradient, and are thus confined to the boundary layer [40]. There is a pressure differential working against the fluid’s forward motion over the airfoil, having a stronger effect closer to the wall because the fluid’s momentum is less in this region. The pressure of the external fluid streams causes interaction with boundary layer forces. These interactions increase the potential energy of the fluid, causing a decrease in kinetic energy, meaning the velocity of streamlines in the boundary layer are decreased. Eventually, the fluid slows to a point in which the inertia of the fluid disallows forward motion along the surface of the wall. The boundary layer’s velocity slows to a point of nearly zero relative to the blade surface, and the shear stress is brought to zero. This point is called the separation point [43]. At the separation point, the shear stress becomes negative and some of the fluid begins to flow in the opposite direction, back towards the BL. As angle of attack is increased, the separation point occurs closer and closer to the leading edge of the airfoil. This occurrence is depicted in Figure 3.5 [44].
The backflow, rolling up effect, results in counter-rotating vortex formation. This process continually occurs along the entire length of the blades, resulting in the continual shedding of vortex sheets, creating helical structures that travel downstream. This phenomenon generates a wake on the “departure” side of the airfoils, full of instabilities and disordered flow. Shed vortices eventually become stretched, resulting in merging of vortex elements in the wake which

Figure 3.5 Boundary Layer Separation on an Airfoil [44]
creates an intensification of vorticity [45]. Figure 3.6 is an image from a flow visualization experiment at the Royal Institute of Technology. The image depicts vortex shedding off the blade tips of a wind turbine [46]. Evidence of the vortex cores are distinct in the near wake region, and can still be sensed in the far wake region where they exist in a less distinct, but periodic fashion [47].

![Image of vortex shedding](image.png)

Figure 3.6 Flow Visualization of Vortex Shedding [46]

### 3.2.2 Reynolds Number and Turbulence

Higher Reynolds numbers are associated with raised levels of turbulence in a flow regime. Equation 3.3, the Reynolds number equation, shows that this number is based upon the ratio of inertial forces to the viscous forces where $U$ is the velocity, $c$ is the chord length and $\nu$ is the kinematic viscosity of the fluid.

$\text{Re} = \frac{Uc}{\nu}$

Equation 3.3

In Section 3.2.1, the boundary layer was introduced and described as having distinct regions; the viscous sublayer, a transitional region and an inertial layer. Equation 3.3 indicates that Reynolds number is increased with velocity, showing that in high Reynolds number flows, inertial forces are dominant. This has a direct implication to the inertial layer of the boundary
layer: as the Reynolds number increases, the inertial layer of the boundary layer will thicken [48].

Disorders in a flow field are caused by agitations from various sources such as atmospheric turbulence or the effect of blunt bodies in the flow. In Section 3.2.1, the occurrence of flow over a blunt body was discussed in the context of flow over a turbine blade, leading to vortex shedding. In low velocity flows, these agitations in the flow die down because they are dampened by the viscous forces which are dominant over the inertial forces. In high velocity flows, the inertial forces are dominant and they amplify the disturbances in the flow. Amplification of flow agitations in high velocity flows leads to strong mixing, as the motion of fluid particles becomes disordered. Through this disorder, the fluctuating velocity components of fluid particles interact with each other and bring about the transport of momentum, otherwise known as turbulent diffusion [45]. The effects of viscous damping and the amplification of flow agitations through inertial effects and their influence on the physical structures of eddies will be described in Section 3.2.3.

3.2.3 Physical Structures in Turbulent flow

Individual wakes are classified into a near wake zone which is 2-4 rotor diameters downstream from the turbine, followed by a transitional zone, and a far wake zone beyond the transitional region. Within the near wake region, the blade configuration, as well as the pressure gradient along the axial frame of reference of the turbine, strongly influences the flow regime. In the far wake region, turbulence is the main contributor to the flow regime where large scale and small scale motions, called eddies, have evolved [49]. Eddies are swells of rotating flow, present in the far wake. In Section 3.2.1, the occurrence of vortex shedding is described. The vortex elements are very distinct in the near wake region, and become paired and stretched as they
move downstream, evolving into eddies of varying length scales in the far wake region. Figure 3.7 illustrates the progression of distinct vortices in the near wake regions to large scale structures in the far wake that form through the process of vortex pairing and stretching [50]. The largest length scale is represented by the variable $L$, and the velocity of this length scale is represented by $V_{\text{int}}$. The variables used to represent the smallest length scale and its associated velocity are $\eta$ and $V_{\text{Kol}}$, respectively. The smallest eddy sizes can be on the order of the molecular size ($\sim 1$ mm in the ABL), referred to as the Kolmogorov scale, large eddy sizes are referred to as the integral scale ($\sim 1$ km in the ABL) [51]. Both of these length scales can be mathematically described as discussed later in this section [45].

**Wake Structure**

![Diagram of Wind Turbine Wake](image)

Figure 3.7 Evolution of a Wind Turbine Wake [50]

Large eddies are responsible for the majority of momentum and energy transfer between the freestream and wake flow. Due to the dominant inertial forces in high Reynolds number flow regimes, the kinetic energy that has been extracted by the large eddies from the mean flow cannot be dissipated through viscous forces. Once a large eddy extracts energy from the mean
flow, it will evolve into smaller eddies. Energy extracted from the mean flow is subsequently passed on from larger eddies to smaller ones. Larger eddies contain a greater amount of energy. Kinetic energy extracted by large eddies from the mean flow cascades through the large eddies to eddies of diminishing length scales to a point in which it is eventually dissipated by the smallest eddies. Small eddies keep forming until the magnitude of the viscous force becomes on the order of the inertial force; viscosity controls the scale of the smallest eddies [51]. Turbulent kinetic energy that has been carried through eddies of decreasing sizes can be completely dissipated by the smallest eddies through viscous dissipation because the viscous effects are of equal or greater strength than the inertial forces. This process of extraction of turbulent kinetic energy to dissipation through eddies forms what is referred to as an energy cascade in the far wake region [49]. Figure 3.8 illustrates the energy cascade.

Theoretically, in statistically steady turbulent flow, the energy dissipated by the small scale eddies is equal to the energy supplied by the large scale eddies, and thus, no intermittent storage of energy occurs [52]. The balance between turbulent kinetic energy extracted from the mean flow and the energy that is dissipated, is used to formulate turbulence models. This will be described in Section 3.3.2.3.
The rate of dissipation of turbulent kinetic energy, \( \varepsilon \), is defined in Equation 3.4 where \( \nu \) is the kinematic viscosity and \( e_{ij} \) is a rate of deformation tensor. More specifically, the stress tensor \( e_{ij} \) is the rate of deformation tensor for the smallest eddy and is given by Equation 3.5. The velocity is represented by the variable \( V_{Kol} \) and the smallest eddy length scale, \( \eta \), as the smallest eddy is responsible for dissipation [51] [45].

\[
\varepsilon = \nu e_{ij} e_{ij} \tag{3.4}
\]

\[
e_{ij} = \frac{V_{Kol.}}{\eta} \tag{3.5}
\]

Where substituting Equation 3.5 into Equation 3.4 gives an alternate formula for kinetic energy dissipation, \( \varepsilon \), in terms of the smallest eddy length scale, \( \eta \), kinematic viscosity, \( \nu \), and velocity, \( V_{Kol} \).

\[
\varepsilon = \nu \left( \frac{V_{Kol}^2}{\eta^2} \right) \tag{3.6}
\]

The Kolmogorov length scale formula, Equation 3.7, defines the length scale, \( \eta \) of the smallest eddies. Energy is dissipated at the Kolmogorov length scale, and this length scale depends on the dissipation rate, \( \varepsilon \), and kinematic viscosity, \( \nu \), rather than on the physical features, \( V_{Int.} \) and \( L \), of the largest eddies [51].

\[
\eta = \left( \frac{\nu^3}{\varepsilon} \right)^{1/4} \tag{3.7}
\]

Equation 3.7 is derived from the Reynolds number, knowing that for the length scale at which dissipation occurs, the viscous forces must be on the order of the inertial forces, therefore \( Re_\eta \sim 1 \). In terms of the length scale, velocity, and viscosity, this translates to Expression 3.8 which can be manipulated to mathematically define the smallest length scale in the turbulent flow field.

\[
\frac{V_{Kol} \eta}{\nu} \sim 1 \tag{3.8}
\]
Rearranging Expression 3.8 in terms of velocity and substituting this new form into Equation 3.6 eliminates the velocity term. After this substitution, Equation 3.6 can be rearranged, yielding Equation 3.7, defining the Kolmogorov length scale in terms of two variables. Once $\eta$ is found, the characteristic velocity for the smallest length scale can be solved for through Expression 3.8. The Kolmogorov length scale is used to determine the largest length scale, $L$, associated with the kinetic energy extraction rate, $k$. This is done through using the relationship between $k$ and $\varepsilon$ where the dissipation rate is on the order of the rate of turbulent kinetic energy extracted from the mean flow. First, the rate of turbulent kinetic energy extracted from the external flow is defined mathematically through Equation 3.9. The rate, $k$, is derived from the kinetic energy formula and is taken on a per unit mass basis. Large eddy velocity and length scales change as the eddies evolve over time, necessitating the use of a rate. The rate at which the large eddies change through the process of stretching and breaking up into smaller eddies is factored into the kinetic energy equation through multiplying by $\frac{1}{\text{timescale}}$, where timescale is $L/V_{\text{Int.}}$, yielding the expression:

$$
\frac{1}{2} \frac{m \cdot V_{\text{Int.}}^2}{m} \frac{V_{\text{Int.}}}{L} \quad (3.9)
$$

The simplified formula for $k$ is shown through the proportionality Expression 3.10. This formula indicates that the large scale flow features are not influenced by viscosity, which is expected because of the dominant inertial forces at this scale.

$$
k \sim \frac{V_{\text{Int.}}^3}{L} \quad (3.10)
$$
As stated in the above, the rate of the dissipation is on the order of the rate of turbulent kinetic energy extracted from the mean flow in the flow system, yielding the expression:

$$k \sim \varepsilon$$ \hspace{1cm} (3.11)

This relationship can be used to relate the large eddy length scale, \( L \), to the Kolmogorov scale, \( \eta \). After substitution and several steps of algebraic manipulation, relating Equation 3.7 rearranged in terms of \( \varepsilon \), with Expression 3.10 for \( k \) yields Expression 3.12.

$$\frac{V_{int}^3}{L} \sim \frac{\nu^3}{\eta^4} \hspace{1cm} (3.12)$$

After algebraic manipulation shown in Appendix A, the ratio of large and small eddy length scales, \( L \) to \( \eta \), is on the order of \( Re_L^{3/4} \) [45] [51]:

$$\frac{L}{\eta} \sim Re_L^{3/4} \hspace{1cm} (3.13)$$

Expression 3.13 indicates that the large and small eddy length scales differ significantly, by a factor of the Reynolds number of the large scale flow structures. Difference in time scales, \( t_L \) and \( t_\eta \), between the large and small scale motions in the flow, is on the order of \( Re_L^{1/2} \) as shown in Expression 3.14. Timescale for the large scale eddies was defined earlier in this section and the small scale eddy time scale is \( \frac{\nu}{\sqrt{\varepsilon}} \) [51].

$$\frac{t_L}{t_\eta} \sim Re_L^{1/2} \hspace{1cm} (3.14)$$

Time scales between the large and small-scale motions significantly differ by a factor of the Reynolds number for large scale motions. The ranges of length and times scales become greater as the Reynolds number of the large scale eddies increases.

Flow structures over the entire length and time scales, each possessing unique characteristics, have to be captured in CFD simulations in order to fully represent the energy
cascade. The Navier-Stokes equations must be evaluated continuously over the entire length scale which in turn encompasses a wide range of time scales. In addition to a wide range of length and time scales, the unsteady, three-dimensional nature of turbulent flow creates an even more challenging scenario to simulate. Analytical simulations of turbulent flows are not possible; however, approximation techniques using statistical models are feasible and are described in Section 3.3.2.3.

As wakes develop behind a wind turbine, a shear layer is formed from the difference in velocity between the inside low velocity region of the wake and the outside freestream velocity. The wake in the velocity contour plot of Figure 3.9 is indicative of the presence of a shear layer through the distinct color transition from the freestream towards the inside of the wake. This figure is a top-down view of two wind turbines from an early simulation of this research.

![Figure 3.9 Wake Contour Plot](image)

Eddies are induced from shear stress, and the eddies form within the shear layer. The shear layer thickens in the far wake region, where large and small scale motions have formed [53].
Large scale motions can cause wake meandering, which is the lateral movement of an entire wake. Wake meandering effects have the potential to cause extreme loads, especially yaw loads on turbines as the wake drifts in and out of the rotor planes of downstream turbines. Meandering can also diminish the overall deficit of a wake to ultimately ease power losses [53]. Early research on wake meandering demonstrated that meandering has a significant impact on reducing the magnitude of wake deficits [54].

Wake dissipation occurs through mixing between the low velocity fluid inside the wake and the freestream fluid of a higher velocity. The main catalyst of this mixing is the large scale eddies that have formed. Through this process, high velocity fluid from outside the wake is transferred into the wake, causing wake expansion, reducing the velocity deficit [53], [55]. Mixing transfers momentum and energy from the higher energy freestream region to the low energy flow within the wake, which causes the wake fluid to eventually recover to the freestream velocity.

### 3.3 Wake Simulation through CFD

CFD simulations use mathematical models grounded in conservation principles; namely the conservation of mass, momentum and energy to predict the behavior of a flow regime. Application of these principles allows for the equations of fluid motion, the Navier-Stokes equations to be resolved [48]. The Cartesian form of the Navier-Stokes equations, given in Equations 3.15-3.18 define the motion of any Newtonian flow. The variables \( \rho \), \( t \), \( p \), \( \mu \) represent density, time, pressure and viscosity respectively. The source term is represented by \( S_{x,y,z} \). Source terms in turbulent flow are imposed through vorticity [45]. The variables \( x \), \( y \), \( z \) represent the three dimensions in space, and the Cartesian system is represented by \( u \), \( v \) and \( w \).
These equations are difficult to solve as they are highly sensitive to initial conditions and must address a wide range of length scales present in the flow as described in Section 3.2.3. As stated in Section 3.1, wakes are regions of turbulent flow, a flow regime that appears random. This seemingly random behavior in turbulent flow can actually be described in terms of time and space; and simulated through the Navier-Stokes equations. Analytical solutions are only possible for very simple problems because of the complexity of the Navier-Stokes equations. Instead, the equations are simplified through assumptions as described in Section 3.3.1. Several methods have been derived which approximate a representation of the Navier-Stokes equations. The simplification techniques and governing equations used to represent the Navier-Stokes equations are described in Section 3.3.1 and Section 3.3.2 respectively.

### 3.3.1 Simplifications to Fluid Equations

Numerical solutions evaluate the motion of flow by subdividing the continuous problem into discrete points in the domain. The quality of discretization used, greatly impacts the precision of the numerical solution [56]. Simulations aim to imitate the appearance of a physical real-life scenario. CFD uses many mathematical models to simulate turbulent flow. These mathematical models are simplified descriptions of the actual physical flow scenario. The nature of this work
requires certain assumptions to be made as the complexities of turbulent flow, such as rapidly fluctuating flow parameters and stretching of vortex elements are continuously occurring. Simplifications have the ability to greatly reduce computational expense. Assumptions made to simplify the equations also have the potential to skew the results. The assumptions are made based upon their significance to the overall results. The sensitivity of the simulation results to certain parameters such as time step and grid size is analyzed in comprehensive CFD studies. If reducing grid density and increasing time step does not change the overall results, the overall computational expense of the simulation can be reduced. Sections 5.2.1 and 5.3.4 describe the grid and time step sensitivity studies performed for the offshore array simulations of this work. Further simplifications in the simulation can also be made simplifying the geometric representation of the rotor, as described in Section 4.2. Also, statistically averaging the Navier-Stokes equations is an approximation technique employed by CFD to enable complex flow patterns to be simulated. The mathematics of this technique is described through the governing equations in Section 3.3.2.

To reduce the complexities of the flow equations, certain assumptions can be made regarding the physicalities of the flow. The fluid problem to be solved in this research is assumed to be incompressible as the Mach number is below 0.3 with the highest speed, 70 m/s, reached at blade tips. Recent designs are introducing larger rotor diameters, such as the National Renewable Energy Lab (NREL) 5MW offshore wind turbine which has blade lengths of 90 m. For a 200 m diameter turbine rotating at 25 rpm, the Mach number at the blade tips will be approximately 0.78, large enough for compressibility to take effect [57]. Incompressibility allows the assumption that density remains constant throughout the domain.
Another simplification that can be made to complex flow modelling is through using streamlines to represent the path that a fluid particle takes. Also, assumptions about viscosity can be made for further simplification. In regions a significant distance from the blades and other turbine parts, viscosity can be considered a negligible force, thus the flow calculations are greatly simplified [58]. Within the boundary layer, viscous forces are very important and change the trajectory of the fluid particles, altering the streamlines and giving them a curvature. Consequently, viscous effects must be included in the boundary layer regions of the flow field. Figure 3.10 indicates the locations of the assumed inviscid and viscous regions around an airfoil [59].

![Figure 3.10 Regions of Flow Surrounding an Airfoil](image)

### 3.3.2 Approximating the Navier-Stokes Equations

As described in Section 3.1, transport of turbulent flow displays a chaotic behavior where parameters of velocity and pressure rapidly fluctuate, making the flow problem difficult to be resolved analytically. Analytical solutions are exact solutions to a problem, whereas numerical solutions are approximations, solved through numerical techniques. Complex flow regimes in the natural world cannot be solved analytically unless they are extremely simple and under ideal conditions. Numerical methods must be employed to solve algebraic approximations of the
Navier-Stokes. The four most common CFD techniques employed to approximate the Navier-Stokes equations for turbulent flow are: Direct Numerical Simulation (DNS) using the Navier-Stokes equations, Large Eddy Simulation (LES) using filtered Navier-Stokes equations, Detached Eddy Simulation (DES) and the Reynolds-Averaged Navier-Stokes equations (RANS) modelling technique. These different techniques are unique from each other in the way they model and or resolve turbulence [60].

### 3.3.2.1 Common Four CFD Techniques

DNS resolves all eddy length scales of the turbulent flow using the Navier-Stokes equations. Accuracy is high in DNS as the method resolves the Navier-Stokes equations for the entire length scale of the flow regime without using averaging techniques that are used in alternate methods such as RANS. DNS requires an extremely fine mesh and small time steps in order to capture the smallest motions. This method can only be used for simple, low Reynolds number flow problems as the grid requirements exceed current computational resources [48] [61].

In LES, only the large eddy behaviors are resolved. Small scale motions are filtered out before resolving the unsteady Navier-Stokes equations. To include the effects of the small scale motions that are left unresolved, an additional model, the sub-grid-scale (SGS) model, is employed to resolve the stresses in the flow, associated with the smaller eddies [45]. LES is an attractive technique as the method can handle extremely separated flow problems, making LES superior to RANS for modelling turbulent flow [48] [62]. LES can also handle complex geometry well [45]. The drawback is that LES is very computationally expensive and requires a Courant–Friedrichs–Lewy (CFL) condition of 1 for stability, a condition described in Section 5.3.4. This condition requires that the time step be very small in addition to an extremely fine grid required to fully capture all length scales. The region of highest computational complexity in LES is near the
wall, where the grid is significantly finer than other regions of the flow domain. DES uses LES methodology in the majority of the domain but attempts to reduce the computational complexity in the near wall region by switching to the simpler solving technique used in RANS. Turbulence length scales or user defined controls signals the solver to switch from LES to RANS modelling [62].

The turbulence energy spectrum in wave number space is used to define the turbulence of a flow where the wave number $k$, is equal to $2\pi$/wavelength. Smaller scale motions carry most of the Reynolds stresses and the larger scale motions carry most of the kinetic energy [56]. DNS, LES and DES are much more computationally expensive than RANS because they resolve small scale motions. Figure 3.11 is a graphical representation of the turbulence energy spectrum [51]. Labels on the graph indicate the eddy scales that the aforementioned CFD solving techniques model and resolve [56].

![Turbulence Energy Spectrum](image)

Figure 3.11 Simulation Capacity of the Main Turbulence Models [51]
3.3.2.2 Reynolds Average Navier-Stokes (RANS)

RANS is an attractive model for CFD simulations as the method can resolve the Navier-Stokes equations within reasonable computational expense. This method was selected for the simulations of this research and is described in greater detail than the alternative models mentioned above. To approximate the Navier-Stokes equations through RANS, statistics are used to approximate the flow where the instantaneous flow quantities are calculated by the sum of a mean component and a fluctuating component that is brought about by vortices. This approximation concept is shown in Equations 3.19 and 3.20 for the $i$-direction of velocity and pressure respectively.

$$U_i = \bar{U}_i + U'_i \quad (3.19)$$

$$P_i = \bar{P}_i + P'_i \quad (3.20)$$

Equations 3.19 and 3.20 can be written in proper form for all three dimensions. The next step in obtaining the RANS flow equations is to substitute the appropriate forms of Equation 3.19 and 3.20 into the continuity and momentum equations (Equations 3.15-3.18) and time averaging each modified equation. Lastly, the Reynolds operator is employed (Equation 3.21) which states that the average of the fluctuation is equal to zero.

$$\bar{U}_i' = 0 \quad (3.21)$$

This yields the governing equations of RANS which can be used to obtain a solution for the mean flow. The continuity equation is displayed in Equation 3.22 and the $i$–direction Reynolds Average Navier-Stokes equation is shown in Equation 3.23 [63] [45].

$$\frac{\partial \bar{U}_i}{\partial x_i} = 0 \quad (3.22)$$

$$\rho \left( \frac{\partial \bar{U}_i}{\partial t} + \frac{\partial \bar{U}_i}{\partial x_j} \right) (\bar{U}_i U_j) = - \frac{\partial \rho}{\partial x_i} + \frac{\partial}{\partial x_j} \left( \mu \frac{\partial \bar{U}_i}{\partial x_j} \right) - \frac{\partial}{\partial x_j} \left( \rho U'_i U'_j \right) \quad (3.23)$$
The $U$ terms represent the flow’s velocity, $p$ is pressure, $\mu$ is viscosity and $-\rho U_i'U_j'$ represents the Reynolds stresses [63]. The Reynolds stresses are additional terms added to the Navier-Stokes equation through the averaging process. In Equation 3.23 the units of stress, attached to the $\rho U_i'U_j'$ term, are apparent. Fluctuations of $U$ in the $i$-direction can interact with fluctuations of $U$ in the $j$-direction to create momentum transfer. Through this process, turbulent stress arises [45]. The Reynolds stresses act in all dimensions, and introduce 6 additional unknowns into the system of equations. Turbulence models have been developed to close the RANS equations by formulating equations to compute the Reynolds stresses. The turbulence models used for closure of the RANS equations are described in Section 3.3.2.3.

3.3.2.3 Turbulence Models

In Section 3.3.2.2, RANS was described. Through the process of substituting an average and fluctuating component for velocity in the Navier-Stokes equations and time averaging these equations, unknown variables called the Reynolds stresses were introduced. Turbulence models have been formulated to close the RANS equations by solving for the Reynolds stresses. Two main categories of turbulence models exist: eddy viscosity models and Reynolds stress transport models (RSM) [45] [60]. Several eddy viscosity models exist, they differ in their amount of equations as well as overall accuracy and applicability to certain flow regimes. Table 3.1 provides a breakdown of the classes of turbulence models.
Table 3.1 Classification of Prominent Turbulence Models

<table>
<thead>
<tr>
<th>Number of Equations</th>
<th>Eddy Viscosity</th>
<th>Reynolds Stress Model (RSM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>• Mixing Length</td>
<td>[-]</td>
</tr>
<tr>
<td>1</td>
<td>• Prandtl</td>
<td>[-]</td>
</tr>
<tr>
<td></td>
<td>• Spalart-Allmaras</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>• k-ε</td>
<td>[-]</td>
</tr>
<tr>
<td></td>
<td>• k-ω</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• k-ω SST</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>[-]</td>
<td>RSM</td>
</tr>
</tbody>
</table>

Zero equation (algebraic) models require the least amount of computational expense compared to other turbulence models but cannot be applied to turbulent flows with vortex shedding. This is because the variation in length scales is hard to algebraically define [64]. Prandtl’s mixing length model, developed in 1925, simulates Reynolds stress momentum transfer by computing eddy-viscosity. Eddy-viscosity, $\mu_T$, in this model relies on a simple equation, Equation 3.24, which requires an input of the mixing length, $l_{mix}$. The mixing length is a user-defined value based on empirical values which are specific to the nature of the flow [48].

$$\mu_T = \rho l_{mix}^2 \frac{d\bar{u}}{dy}$$  \hspace{1cm} (3.24)

One equation models resolve eddy-viscosity through a single partial differential equation. Common one-equation models are the Prandtl model and Spalart-Allmaras model. Prandtl’s model is the simpler of the two, only requiring two closure coefficients while the Spalart-
Allmaras model requires seven [48] [64]. They are more extensive than the algebraic model, however, they are unable to accurately simulate complex turbulent flow.

The mixing length model is improved upon through two equation models by including turbulent kinetic energy and dissipation in their formulation. Two equation models consist of a turbulent kinetic energy equation and an equation for the turbulent length scale. The main two equation models are the k-ε, k-ω, and k-ω shear stress transport (SST) models. The k-ε model, typically accepted as the default model in CFD, is a significant improvement upon the one equation models, capable of simulating a wider range of flow regimes. A significant drawback of the k-ε model is an over-prediction of shear-stress magnitudes which causes the model to produce a solution with a delayed separation point, or in some cases prevents separation altogether. This insensitivity to adverse-pressure gradients makes the model less desirable for separated flow.

The k-ω model, developed by Wilcox improved upon the shortcoming of the k-ε model but the eddy-viscosity calculation in this formulation is very sensitive to the flow values of the freestream. The k-ω SST is a further improvement over the k-ω model [64]. This model uses the k-ω model to simulate the near wake region, then uses a blending function to switch to the k-ε model in freestream regions of the flow where shear is not present, avoiding the aforementioned sensitivity of the standard k-ω model to freestream conditions. This model performs well for flow separation; both in the prediction of onset and amount in adverse pressure gradients. Increased performance in simulating separation is due to k-ω SST’s inclusion of transport effects in the eddy-viscosity calculation. A shortcoming of this model is that the model assumes isotropic turbulence, which is not always the case. In the largest region of the boundary layer, turbulent kinetic energy is greater than dissipation [48].
Near wall treatment is also an important aspect of turbulence modelling. The near wall treatment varies between the k-ω and k-ε models. As discussed in Section 3.2.1, the boundary layer consists of three regions. In order to fully capture the boundary layer flow in simulation, the grid point nearest to the wall must be located in the viscous sublayer when using the Low-Reynolds-Number method. This can be very difficult to achieve in some cases due to computational power constraints. To reduce computational expense while still producing acceptable solutions, the automatic wall treatment feature was developed by ANSYS CFX. In this treatment, an automatic switch from the low-Reynolds method to wall functions occurs when necessary [42]. The automatic near-wall treatment is applied by the k-ω, and k-ω SST models.

Wall functions approximate portions of, or all boundary layer sub layers. Aside from the necessary scaling factors, wall functions assume the formulation defining the wall to outer edge of the logarithmic layer boundary layer region to be of the same form for all near wall flow scenarios [65]. The most basic, earliest wall functions assumed the nodes nearest to the wall to be located outside the viscous sublayer. This methodology yields inaccurate solutions if the mesh is fine enough to have the nearest nodes to the wall within the viscous sublayer [66]. Scalable wall functions, which are employed in ANSYS CFX, have overcome this barrier and can be used with arbitrarily-fine meshes. These wall functions are applied in the k-ε model [67]. Automatic wall functions employed by ω-based models switch to wall functions in near-wall regions with coarse meshes. This function allows for arbitrarily fine meshes to be used near the wall, ultimately reducing computation time. The main difference in near wall treatments for ε-based and ω-based models is the way in which they model the viscous sublayer. An analytical expression is used to resolve the viscous sublayer in ω-based models and the logarithmic layer is approximated [66]. This is not the case for ε-based models. No analytical expressions are used for resolving the viscous
sublayer in $\varepsilon$-based models and the entire region of the boundary layer is approximated [48]. The $k-\omega$ SST model was implemented by the simulations of this research and the model is further discussed in Section 5.2.2.

Reynolds-stress models differ from eddy-viscosity models by including additional equations to account for the transport of the principle shear stress. All six Reynolds stresses are solved through an additional transport equation. The seventh equation is included for calculation of turbulent dissipation [45]. Inclusion of this term has enabled more accurate simulations for flow regimes with adverse pressure gradients than eddy-viscosity models [64], [48]. The cost of improved accuracy is an increase in computational expense [48]. Table 3.2 summarizes the information presented above for ease of comparison.
### Table 3.2 Turbulence Model Comparison Chart

<table>
<thead>
<tr>
<th>ZERO EQUATION</th>
<th>Prandtl</th>
<th>Spalart-Allmaras</th>
</tr>
</thead>
</table>
| **Applicability** | - Incomplete as it assumes the turbulence length scale is directly related to a flow parameter | - Improved prediction of free shear flow  
- More accurate velocity profiles  
- Unsuitable for adverse pressure gradients |
| **Computational Expense** | - Inexpensive | - Inexpensive |

<table>
<thead>
<tr>
<th>ONE EQUATION</th>
<th>Mixing Length</th>
</tr>
</thead>
</table>
| **Applicability** | - Only applicable to simple flow problems  
- Cannot handle rotational flow or separation  
- Relies on empirically defined mixing lengths and is therefore incomplete |
| **Computational Expense** | - Inexpensive |

<table>
<thead>
<tr>
<th>TWO EQUATION</th>
<th>k-ε</th>
<th>k-ω</th>
<th>k-ω SST</th>
</tr>
</thead>
</table>
| **Applicability** | - Poorly predicts rotating and highly separated flows  
- Approximates the whole boundary layer | - Better performance for separated flows than the k-ε model  
- Higher accuracy near walls than the k-ε model  
- Overly sensitive to the external flow velocity at the BL edge | - Improvement upon the k-ω for handling separated flow  
- Higher accuracy near walls than the k-ω model |
| **Computational Expense** | - Higher than zero-equation model | - More detail than k-ε | - Small increase from k-ω |

<table>
<thead>
<tr>
<th>SEVEN EQUATION</th>
<th>RSM</th>
</tr>
</thead>
</table>
| **Applicability** | - Accurately simulates flow rotation and swirl  
- Accounts for streamline curvature |
| **Computational Expense** | - Very expensive (2-3 times greater than alternative models) |
3.3.3 Solver Control in CFD

The nature of the flow regime in the research which includes the behavior of vortex shedding, requires the use of transient models during the simulations. In ANSYS CFX, the simulation can be run with either a steady-state or transient solving scheme. In CFX’s steady-state models, a pseudo-transient technique is imposed, where a false time step is applied to under-relax the equations. Large time steps can be used as the solving scheme is fully implicit. Convergence in the steady state model is reached very quickly compared to the transient approach [68]. In steady state scenarios, the velocity and pressure parameters do not change with time. Steady state simulations do not require information related to simulation duration to be solved; the assumption is made that the steady conditions are reached after a relatively long period of time. Transient simulations do require user inputs regarding simulation duration to determine the time intervals at which the flow equations are to be solved at. In transient simulations, the parameters of velocity and pressure fluctuate with time to account for the unsteady nature of the flow in the simulation. At each time step, the governing equations are evaluated to compute a solution for all nodes in the fluid domain [69], [70]. Virtually all flows are transient in nature, a steady state assumption can only be made if the transient fluctuations are ignored and a time-averaging method is imposed [71]. The solution of a simulation run with the steady-state models can be used as an initial guess for the transient simulation for a particular flow problem to reduce computation time as this guess is expected to be much more accurate and realistic than the automatic initial guess by the solver. Eventually after sufficient run time, a transient simulation will progress towards a steady-state or time-periodic solution. In steady-state solutions, the flow parameters stop changing over time. For a time-periodic solution, the flow parameters will oscillate in a repeating pattern [72].
Transient solving schemes involve solving derivatives with respect to time using either a first-order accurate scheme, the First Order Backward Euler method, or a second-order accurate scheme called the Second Order Backward Euler method. These implicit methods are commonly used in numerical solvers to solve the ordinary differential equations. The discontinuous Galerkin method can be used in CFD to evaluate the Euler equations. Information on the formulation of the aforementioned methods can be found in [73].

Before resolving the flow, the fluid domain is discretized into finite volumes, which is done by creating a mesh. Each finite volume is a control volume that surrounds a node. Nodes, the mesh vertices, are storage locations for all of the fluid properties and solution values. Over each control volume, the conservation of mass and momentum equations and a passive scalar are integrated rather than evaluating the differential form of the flow equations [48] [74]. As described in Section 3.3, fluid flow problems are most often nonlinear and cannot be solved analytically. Therefore, in order to resolve the discrete system of linearized equations, ANSYS CFX uses an iterative process called the Multigrid accelerated Incomplete Lower Upper factorization technique [75]. Through this process, the final solution is obtained over many iterations. To monitor the accuracy of the solver's iterations, residuals are calculated for the three-dimensional governing Navier-Stokes equations, the continuity equations, and the turbulence model equations. For each control volume, conservation equations are formulated and the local imbalance of these equations, the residual, is computed. Residual values are output for each of the aforementioned equations for every control volume in the fluid domain, at every time step. In ANSYS CFX, the root mean square technique is employed to normalize the solution residuals. As the solver progresses through time, the magnitude of the residuals should decrease if a proper mesh and accurate boundary conditions are employed in the set up phase. If
this is the case, the solutions are said to be converging. Relatively loosely converged solution would have RMS residual levels of 1E-4. This is a sufficient level of convergence for many applications. Values of 1E-5 are considered well converged and values of 1 E-6 are said to be tightly converged [76]. Domain imbalance is also monitored for solution accuracy. Imbalance quantifies the conservation of mass, momentum and energy over the entire domain. In a converged solution, the total flux entering the domain should be the same as the total flux exiting the domain (i.e. less than 1%). Defining the time step is also a requirement for transient simulations. ANSYS documentation recommends that the inverse of the angular velocity of the rotating machine be used for the time step [77].
4 Literature review

Computational Fluid Dynamics (CFD) is a computer simulation tool which characterizes fluid motion through partial differential equations. CFD allows for a representation of very large scale complex flow regimes to be analyzed in detail which would otherwise be extremely difficult and often impossible to be solved analytically. The study of cumulative wake effects over a marine environment is difficult to simulate because flow problems are by the majority, complex and highly nonlinear and so very rarely can the Navier-Stokes equations be solved analytically. In this research, CFD was employed to simulate wakes of clusters of offshore wind turbines. A review of prominent work for simulating wind farm wakes and a review of techniques for rotor geometry and boundary condition representation is included in Section 4.2. Another component of the research was to validate CFD simulation techniques with a small scale wind tunnel test case. A brief review of wind turbine experimentation in wind tunnels is included in Section 4.4.

4.1 Previous Work in Offshore Wind Farm Wake Analysis

The Horns Rev offshore wind farms in the North Sea have been the subject of many offshore wind farm field studies, providing real life wake analyses and a means of validating CFD modelling tools. These early offshore farms are comprised of 2 MW turbines which are small in capacity relative to the latest designs brought to market by current leading manufacturers. Past modelling of the Horns Rev location was done using a modified version of the Park wake model (Katic et al. 1986) which was also implemented in the Wind Atlas Analysis and Application Program (WAsP) [6]. The Park wake model draws upon the Jensen model which uses mass conservation-based wake deficit equations (Jensen 1983) [78]. Katic et al. later modified the Park wake model, suggesting that the square of the total wake deficit should be the summation of the square of all contributing wake deficits. This methodology only accounts for the rotor effects
and not the ‘ground reflecting back wakes’. In a 2015 study done by the Technical University of Denmark’s Department of Wind Energy [6], the modified Park wake model was scripted into Matlab in order to derive wake deficits at any given point, enabling the microscale modelling technique to be validated with satellite technology called Synthetic Aperture Radar (SAR) data collected from large offshore wind farms in Northern Europe. Results of the study revealed that microscale models can be useful for understanding inter-farm offshore wake effects. Lateral wake spreads between the SAR imagery and model proved to be very similar. However, the model calculated wake extensions to be 15 km for the Sheringham shoals wind farm, a much shorter distance than on-site SAR data which revealed wake extension lengths of nearly 30 km. The Sheringham shoals wind farm is an 88 turbine farm with a 317 MW capacity, located off the coast of the UK [79].

SAR was also used by the Risø National Laboratory in Denmark to characterize the wake effects of two Danish wind farms. The Horns Rev is an 80 turbine farm and the Nysted farm consists of 78 turbines. The SAR images revealed wake velocity recovery to be within 2 % of the freestream velocity over a distance of 5 – 20 km. This variation in wake recovery length was due to the ambient wind speed, atmospheric stability and the number of turbines operating in the 19 SAR images that were collected for the study [80]. The average on site wind speed of the Horns Rev wind farms is 10 m/s. The Horns Rev farm consists of 2 MW capacity turbines and Nysted turbines are 2.3 MW capacity [81].

Computational fluid dynamics solvers based on the Reynolds Averaged Navier-Stokes (RANS) equations have been used as wake modelling tools beginning nearly two decades ago with the work of researchers such as Duque et al. in 1999 [82]. RANS turbulence modelling techniques belongs to the Statistical Turbulence Model class because the model implements a statistical
averaging method to derive the equations. Employing these averaging techniques results in a much less computationally expensive simulation compared to a Direct Numerical Simulation [67]. Recent thesis work done by Johnson (2015) demonstrated the reliability of RANS CFD simulations performed using ANSYS-Fluent and ANSYS-CFX for the simulation of wind turbines. This study critically evaluated both codes and found ANSYS-CFX to demonstrate superior performance to ANSYS-Fluent for the computational effort required in the two solvers. Both simulation methods produced results within reasonable agreement to other corresponding data sources in the far wake velocity profiles with the use of the k-ω shear stress transport model (SST) [48].

4.2 Rotor Geometry Modelling Techniques in CFD

Several methods exist to represent the wind turbine rotor in a CFD simulation, all of which vary in their degree of work to build, level of computational expense to resolve, and level of accuracy in the solution. The main methods of representing rotor geometry are: full rotor, actuator line, surface, disk, porous disk, and momentum sinks. Full rotor models are built as a direct representation of a real world wind turbine’s geometry, this method is used in the full array simulation and includes the interactions between the turbine blades, tower and nacelle. Consequentially, this is the most accurate technique of rotor representation. The trade-off for this level of accuracy is that full rotor representation is expensive to simulate. This method requires a sliding mesh to simulate a rotational domain inside a stationary one [48].

Actuator methods, the most commonly used geometry techniques, use a disc, line or surface to represent the blades as a body that exerts a force on the flow field. This body force can be in the shape of a line, disc or surface. Actuator methods require a lower mesh resolution compared to the full rotor case, which in turn reduces the overall computational expense. Momentum sinks
are the simplest way to represent the turbine blades and would typically be used for far wake studies where the details of turbulent patterns near the blades are not of interest [48]. Porous disk CFD simulations have been found to inaccurately represent the flow regime in the near wake region but produce results closer to experimental comparison cases in the far wake region [83].

Comparison studies between the complex full rotor geometry technique and simpler methods have been conducted. Réthoré et al. researched the differences in results using a full rotor and an actuator disk and actuator line model. Results showed stark differences in computational expense with the full rotor simulation taking much longer to converge [84]. Another study compared the near wake results of a full rotor, actuator disk and actuator line model. In the full rotor case, small structures which have a substantial effect on the development of turbulence were captured in the simulation. Both the actuator disk and actuator line methods were unable to predict these structures. A possible factor of impact on this simulation is that the inlet condition did not have turbulent inflow [85], [48]. Zahle et al. demonstrated good agreement between a single full rotor simulation and experimental data. In this simulation, the rotor’s effect on the vortices shed from the tower were successfully captured [86]. Ultimately, using simplification techniques to represent rotor geometry relies on the user to input source terms which are derived from methods such as the lifting line theory. Theories used to compute source terms have a low order of accuracy and neglect the effects of real world factors such as interaction with neighbouring turbines, interactions with the nacelle and tower, yawed flow and turbulence in the atmosphere [87].

To date, most wind turbine wake simulations which use full rotor representation are for a single or two turbine case. Simulations of wind turbines are most often conducted for the purpose of optimization of individual turbine performance. The next progression in CFD wind turbine
research is to simulate entire wind farms to optimize the performance of a cluster of wind turbines. Most multi-turbine CFD simulations use the actuator line or actuator disk rotor representation. Recent work has been done to model full arrays using full rotor geometry representation, but this work is still highly computationally expensive. In 2013, a University of Wyoming research group undertook the unprecedented task of simulating a wind farm using full rotor geometry representation. The group had access to large computational resources, allowing them to implement a very fine mesh and a very small time step of 0.008 seconds to simulate the intra-farm wake effects of a 48 turbine array. The total time for the full array simulation was estimated to take 8.5 million core hours. An 11,200 core cluster was proposed to carry out the simulation over a 20 day period [87]. Results of this study revealed cumulative wake effects in downstream rows. Turbine power output was reduced from 100 % in the first row to approximately 25 % in successive downstream rows [88].

4.3 Initial conditions

In Johnson’s review of wake modelling techniques for wind turbines, methodologies for defining the inlet condition are discussed [48]. In the natural environment, wind turbines encounter varying turbulent wind shear [48]. This is referred to as the wind shear profile and can be mathematically defined with the wind power law [89], as shown by Equation 4.1 with $U$ and $h$ as velocity and height from the ground respectively. The variable $U_{ref}$ is the measured wind speed at a known height, $h_{ref}$.

$$\frac{U}{U_{ref}} = \left( \frac{h}{h_{ref}} \right)^\alpha$$

(4.1)

The surface of water is smoother than land, and so the wind velocity profile for offshore conditions exhibits a steeper boundary layer than on land. In the Equation 4.1, this factor is
accounted for by the value of the constant variable, $\alpha$, which is referred to as the wake expansion coefficient.

In CFD two methods exist for incorporating this effect, the precursor and the synthesized inlet. The precursor method, which implements the wind shear profile, is highly unconducive to the meshing process if any changes need to be made to the model geometry or the mesh. Often times, errors in the meshing scheme are not apparent until initializing the simulation. In the initialization of the simulation, negative volumes can be detected which go unnoticed in the set up process. In the precursor method, every time the mesh is altered, the simulation has to be run for an amount of time to obtain the inlet element coordinates in order to initialize the shear inflow parameter.

Alternatively, a synthesized inlet can be created where a turbulent field is created by defining a turbulent length scale for the inlet. These methods of defining the inflow characteristics bring the simulation one step closer to exactly matching the real world case; however, they come at a cost of higher computation expense. Research into the sensitivity of wind turbine wake simulations to turbulent inflow parameters has been done by several researchers referenced by Johnson [48]. Turbulent inflow sensitivity studies using actuator methods have revealed that flow regimes with Reynolds number greater than 1000, show little change from simulating without a turbulent inflow parameter [90-93].

### 4.4 Previous Work in Experimental Wake Characterization

Wind turbine testing procedures were studied by McTavish (2013) using Carleton University’s low speed wind tunnel. Many guidelines for conducting wind turbine tests in low speed wind tunnels were highlighted in the work of McTavish which were valuable to this research. McTavish experimented with clusters of wind turbines. In order to fit several turbines
within the space limitations imposed by a typical wind tunnel, tip speeds with Reynolds numbers on the order of $10^4$ were used. Limited work has been done researching the impact of this very low Reynolds numbers on wake expansion. McTavish analyzed low Reynolds number wind turbine experiments which revealed the benefits of using blades tailored to low Reynolds number regimes. Testing revealed that downstream wake expansion became less sensitive to changes above a Reynolds number of 20,000 at the blade tip, but produced narrowing of the downstream wakes which is unlike the wakes of turbines operating in a full scale, commercial array. Vortex pitch was strongly affected by tip speed ratio and lift distribution along the blade in the experimentation. A further objective of the research was to evaluate blockage effects of a closed test section on near wake expansion. Experimental testing with blockage ratios of 6.3 % and 9.9 % produced wake expansions with similar magnitudes to computational results and blockage factors beyond 10% constricted downstream wake expansion and delayed vortex pairing. Blockage ratio is the ratio of the model’s frontal area over the cross-sectional area of the test section [90].
5 Computational Methodology

The offshore wind farm wake analysis was performed through numerical CFD modelling and was informed by the literature review and the experimental testing described in Chapter 6. Geometry setup, meshing strategies, CFX setup conditions and convergence criteria of the Eppler simulation which produced congruent results with the experimental hot wire probe results, was implemented in the Sandia offshore simulations, all of which are described in this chapter. The CFD research in this thesis was performed in RANS based, ANSYS CFX.

Three offshore arrays of Sandia 3 MW turbines were simulated. The first case was a two array simulation representative of the potential lake Ontario sites. To reduce computational expense, a cross section of each array was modelled, using the symmetry boundary condition. Array 1 consisted of a 6 x 4 configuration and Array 2 consisted of an 8 x 5 configuration. For the actual construction of the Trillium wind farm, the total number of turbines in Array 1 will be near 100. The methodology in choosing a size for the cross section as well as the boundary condition used to account for only simulating a cross-section cut will be described in Section 5.3.2.

Geometric representation of the arrays and the rotor modelling technique implemented is described in Section 5.1. The meshing strategy implemented in the array simulations is discussed in Section 5.2. All set up parameters related to interfaces, boundary conditions, simulation execution controls and time step are described in Section 5.3.

Impact of rotor diameter size on wake recovery length was briefly studied, as described in Section 5.4. The third array simulated was a 7 x 4 configuration used to determine the impact of the number of rows on wake recovery length. Influence of increased inlet wind speed was
another factor analyzed through an additional simulation with the 7 x 4 configuration. Both of these additional simulations are discussed in Section 5.5.

5.1 Model Geometry (Two array simulation)

As stated in Section 4.2, full rotor modelling is the most accurate technique of rotor representation and uniquely from the other methods, it allows for the other turbine components (i.e. nacelle & tower) to be included in the simulation. Therefore, full rotor modelling was used in the CFD array models as well as the experimental validation case. As mentioned in Section 4.2, this level of detail causes this method to be labour intensive and computationally expensive.

The overall model geometry of the two array simulation consists of two separate offshore arrays of 3 MW Sandia wind turbines separated by a distance of 7 km with Main Duck Island near the last row of Array 1. This location is an area surrounding Main Duck Island in Lake Ontario, with the island marked in Figure 5.1 [91]. The approximate locations of proposed build sites are indicated on the map, and the Canada-U.S. border is indicated by the white line. The island and aquatic environment was included in the simulation. Power production in wind farms is reduced to a greater extent in wind farm layouts with axially aligned turbines due to wake effects compared to irregular layouts [92] and so downstream turbines were axially aligned in the simulations of this research to demonstrate the worst case scenario.
Main Duck Island’s shores are ideal for offshore wind energy production due to wind conditions and shallow waters. The location of the proposed Array 1 lies 28 km from the nearest mainland. Array 1 and Array 2 are both proposed build locations for Trillium Wind Power. A development at Array 3 was proposed on the U.S. side of the border by Windstream Energy. Main Duck Island is 407 hectares in size, heavily wooded, and experiences strong winds [93]. Meteorological data indicates that the examined build sites possess wind speeds of at least 8 m/s at 100 m above the water, a typical hub height for a 100 m diameter wind turbine, and water depths between 5 and 30 meters [94].

A literature review was done to select a publicly-available design similar in capacity, diameter and tip speed ratio to common commercial models implemented in past offshore wind farms. The 3 MW Sandia NASA-Langley design [95] was selected, built in Creo Parametric and imported into ANSYS. This design was selected as early plans of Trillium were to install turbines of the 3 MW size; however, recent technological advancements in the industry have brought about new designs with capacities on the 6 MW and 7 MW scales. In the early design
stage of the Trillium Wind Power offshore wind project, 3 MW Vesta 90 turbines were planned for the build. If and when approval of offshore wind projects in Lake Ontario happens, some of the arrays will contain the Siemens 6 MW turbines. Unfortunately, due to the novelty of this scale of turbine, data on blade designs similar to the Siemens 6 MW is not publicly available and both simulations consisted of the smaller turbines. Table 5.1 displays a direct comparison of the Vestas-90 and the simulated Sandia NASA-Langley designs.

<table>
<thead>
<tr>
<th></th>
<th>Sandia hybrid blade (NREL S809/NASA-Langley)</th>
<th>VESTAS 90</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rated Capacity</td>
<td>3.0 MW</td>
<td>3.0 MW</td>
</tr>
<tr>
<td>Blade Length</td>
<td>50 m</td>
<td>44 m</td>
</tr>
<tr>
<td>Max Chord</td>
<td>4.4 m</td>
<td>3.5 m</td>
</tr>
<tr>
<td>Tip Speed</td>
<td>70 m/s</td>
<td>67.5 m/s -70.5 m/s</td>
</tr>
<tr>
<td>Rated Rotation Rate</td>
<td>12.73 rpm</td>
<td>8.6-18.4 rpm</td>
</tr>
<tr>
<td>Class</td>
<td>IEC I</td>
<td>IEC I and IEC II</td>
</tr>
</tbody>
</table>

Both designs have a rated capacity of 3 MW and have the same range of rotation rates and similar blade lengths. The blade profile specifications used to create the geometry in CREO is included in Table 5.2 [96]. The Sandia NASA-Langley blade consists of ten individual blade elements, each with a unique twist, chord length and thickness.
<table>
<thead>
<tr>
<th>Radius Ratio</th>
<th>Radius (m)</th>
<th>Chord Ratio</th>
<th>Chord (m)</th>
<th>Twist (deg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 %</td>
<td>2.6</td>
<td>5.2 %</td>
<td>2.69</td>
<td>29.5</td>
</tr>
<tr>
<td>15 %</td>
<td>7.8</td>
<td>7.8 %</td>
<td>4.03</td>
<td>19.5</td>
</tr>
<tr>
<td>25 %</td>
<td>13.0</td>
<td>8.6 %</td>
<td>4.47</td>
<td>13.0</td>
</tr>
<tr>
<td>35 %</td>
<td>18.2</td>
<td>7.6 %</td>
<td>3.94</td>
<td>8.8</td>
</tr>
<tr>
<td>45 %</td>
<td>23.4</td>
<td>6.6 %</td>
<td>3.45</td>
<td>6.2</td>
</tr>
<tr>
<td>55 %</td>
<td>28.6</td>
<td>5.7 %</td>
<td>2.99</td>
<td>4.4</td>
</tr>
<tr>
<td>65 %</td>
<td>33.8</td>
<td>4.9 %</td>
<td>2.53</td>
<td>3.1</td>
</tr>
<tr>
<td>75 %</td>
<td>39.0</td>
<td>4.0 %</td>
<td>2.09</td>
<td>1.9</td>
</tr>
<tr>
<td>85 %</td>
<td>44.2</td>
<td>3.2 %</td>
<td>1.66</td>
<td>0.8</td>
</tr>
<tr>
<td>95 %</td>
<td>49.4</td>
<td>2.4 %</td>
<td>1.23</td>
<td>0.0</td>
</tr>
</tbody>
</table>

For meshing compatibility and to maintain consistency with commercial turbine designs, the top and bottom airfoil profiles were attached with a rounded trailing edge. Figure 5.2 displays the CREO build of the Sandia NASA-Langley design with full-view images and a lateral view of the blade design which reveals the internal blade twist and rounded trailing edge. Each blade is 50 meters in length and the hub diameter is 5 meters.
In order to reduce computational expense, the arrays simulated only represent a cross section of the total size of a typical offshore wind farm. All of the cross sections simulated contain the full number of anticipated rows for arrays of this size and a fraction of the columns. The reasoning behind this was to maximize accuracy within the computational constraints as simulating fewer turbines made implementing a finer mesh feasible. Using a greater number of columns than horizontal rows minimizes space requirements of the array as the horizontal spacing requirements are much less than between downstream rows. In addition to optimizing space requirements, maximum power extraction occurs in the first row which is exposed to undisturbed wind. Wind farms are usually constructed in rectilinear layouts [92], the Danish Horns Rev 1 offshore farm being an example. Additionally, when considering wake recovery
distance, the number of rows has a greater impact than the number of columns in an array. The majority of wake studies focus on axially aligned turbines and analyze the effect of spacing between rows [60]. Array 1 was modelled using 6 rows of 4 turbines and Array 2 consisted of 8 rows of 5 turbines, all placed at standard inter-row spacing distances: 5 rotor diameters in the traverse direction and 10 rotor diameters in the streamwise direction. Both arrays were placed 7 km apart and built with the highest level of geometric accuracy using full rotor geometry in the simulation. Rotor geometry was directly replicated from a publicly available Sandia design for a 3 MW turbine [96]. Figure 5.3 is a top down view of the entire model.

![Two-Array Simulation Geometry](image.png)
As described in Section 3.3.1, modelling requires assumptions that are driven by the objective behind developing the model, computational capacity and the sensitivity of variables in the model’s equations. In this study, the purpose is to analyze the overall and cumulative large-scale wakes formed from offshore wind farms; therefore, each wind turbine rotor was assumed to be a rigid body. This assumption allowed the wind turbines to be constructed in the simulation as circular disks (rotational domains) with the blade and hub geometry extracted from the rotational domain. Each of the rotational domains was mounted at the hub to a nacelle on top of a 110 m tower. Rotational domains were encapsulated by a larger stationary domain representative of the offshore environment. An all-encompassing view of the rotational domains inside the stationary domain is pictured in Figure 5.4.

5.2 Meshing Strategy

ANSYS CFX is a finite element solver, meaning that conservation of mass and momentum calculations are executed throughout a fluid domain that is divided into elemental pieces. At every node in the domain, calculations are performed. The type of flow problem and the fluid behaviors of interest to the researcher influence the meshing scheme required in the simulation.
5.2.1 Grid Size Sensitivity

A single turbine wake was simulated using three different mesh densities to employ the appropriate grid spacing in the full array simulations. The number of elements in the simulation with the coarsest mesh was approximately half of those used in the finest mesh. The different densities were created by altering the maximum allowable node element spacing in the regions exterior to boundary layer flow. For all mesh comparison simulations, inflation and face sizing tools were used on and around the region of the blades in the same way to have a higher concentration of nodes near the walls. The importance of having a biased accumulation of nodes towards the walls in simulations with turbulent flow will be discussed later on in this chapter along with a description of how this meshing scheme was implemented in CFX. The number of elements in each convergence study is listed in Table 5.3. The velocity in the wake at hub height, across the width of the rotor for distances downstream from the rotor are plotted in Figure 5.5.

<table>
<thead>
<tr>
<th>Mesh Type</th>
<th>Number of Elements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coarse</td>
<td>355 978</td>
</tr>
<tr>
<td>Medium</td>
<td>578 981</td>
</tr>
<tr>
<td>Fine</td>
<td>724 988</td>
</tr>
</tbody>
</table>
Figure 5.5 Grid Sensitivity Study Velocity Plots
The percent differences in average downstream velocities between the medium and fine mesh simulations was calculated and plotted in Figure 5.6. 91.1 % of the percent differences calculated were under 1% and the average of all percent difference calculations was 2.36 %. This comparison was done between the “medium” and “fine” mesh simulations. Consequentially, the grid spacing used in the aforementioned “medium” mesh simulation was used in the meshes of the offshore array simulations.

![Figure 5.6 Percent Differences of the Grid Sensitivity Study](image)

**5.2.2 Mesh Adaptation for Vortex Shedding**

As a wind turbine extracts energy from the wind, vortex shedding continually occurs as boundary layer separation occurs on the blade surfaces in the high Reynolds number flow regime. This process was described in Section 3.2.1. Boundary layer separation from the wind turbine blades is an integral part of wake development. To improve the precision of boundary layer modelling, a biased accumulation of nodes was created in the boundary layer region using fine layers of rectangular elements, normal to the blade surfaces. Tetrahedral elements made up the mesh throughout the rest of the rotational domains which encapsulate the turbine blades, as
well as the stationary domain, representative of the offshore environment, nacelles and towers. This type of meshing scheme is well suited for complex geometries. Automatic wall functions employed by the k-ω SST turbulence model allowed for the near wall mesh to be arbitrarily fine. Sizing of the elements on the blade, tower, hub and nacelle surfaces was limited to 0.4 m. Figure 5.7 is an image of the rotational domain containing the wind turbine blade geometry. Darker shading is representative of the mesh covering the blades and hub of the wind turbine.

![Mesh Configuration of a Rotational Domain in the Simulation](image)

Figure 5.7 Mesh Configuration of a Rotational Domain in the Simulation

The first layer of rectangular prisms surrounding the blade elements were 5 mm high. Rectangular elements were created using the “inflation” tool in the ANSYS CFX meshing application with a last aspect ratio (Base/Height) of 1.5. In total, 10 layers of rectangular prisms were placed in the boundary layer. Figure 5.8 is a view of the mesh surrounding the airfoil of a blade element.
The velocity profile of the boundary layer has two distinct regions as fluid transitions from the wall point with the no slip conditions, to the external flow field: the viscous sublayer and the inertia-dominated logarithmic layer, after which the fully turbulent region lies. This concept was introduced in Section 3.2.1. When performing CFD simulations, the first grid point, normal to the wall surface, must lie within the viscous sublayer region of the boundary layer to sufficiently describe the boundary layer. Using fine rectangular elements, normal to the wall aims to place the nodes nearest to the wall in the viscous sublayer. This distance is determined by the Y+ criterion shown in Equation 6.1, where \( Y \) is the distance from the wall to the nearest node and \( \nu \) is the kinematic viscosity of the fluid and \( u_* \) is the friction velocity at the nearest wall.

\[
Y^+ = \frac{u_* Y}{\nu}
\]  

(5.1)

The degree to which mesh refinement was achieved by creating smaller elements near the blade surface was limited by computational resources and the Courant number, which will be described in Section 5.3.4. Consequentially, the Y+ condition at the high speed region of the blade tips was not achieved directly through the physical mesh element sizing. Often, computational resources do not allow for a mesh refinement level that achieves a Y+ of 1.
Additionally, the overall parameter of interest in the research is the large scale cumulative wake effect, and the flow patterns in the boundary layer were not be studied. In cases like this, full resolution of the boundary layer is not required and so the node density near the wall can be greater than what would be needed to satisfy a $Y^+$ condition of 1 [67]. To compensate for the larger $Y^+$ values, wall functions are implemented by ANSYS CFX to approximate portions of, or all of the boundary layer region. In this treatment of the boundary layer through wall functions, an automatic switch from the low-Reynolds method to wall functions occurs when necessary [42]. This automatic near-wall treatment significantly reduces the mesh size constraints in the boundary layer region [67] [97]. Both the $k-\omega$, and $k-\omega$ SST models implement this technique. Wall functions and their role in the two-equation models were described in Section 3.3.2.3. ANSYS theory documentation recommends when using wall functions, to use at least 10 nodes in the boundary layer when using the near wall modelling techniques of the SST model. In this simulation, the SST model was employed and 10 layers were used in the near wall region. Minimum $Y^+$ values must not drop below 11.06 as recommended by ANSYS documentation. The upper range of allowable $Y^+$ conditions is a function of the Reynolds number. In high Reynolds flow regimes (RE 10E9), the solver can handle $Y^+$ values well over 1000 [67].

A fine mesh in the flow field of the farm was also required to capture the vortical structures, but the mesh in this region was also limited by computational resources. Grid spacing throughout the domain was approximately 17 m. This grid spacing was informed by the grid sensitivity analysis. Figure 5.9 shows the entire grid, the total number of grid cells in the simulation was 48,131,055.
Complexity of the mesh is increased due to the nature of a stationary environmental domain encapsulating smaller rotational domains. The frames of reference between the rotating domains and the stationary domains are constantly being altered as the blades spin at a defined RPM. Adaptation to account for this behavior is done through the use of a sliding mesh. This technique is applied in the simulation through the use of interfaces described in Section 5.3.1. Through the use of interfaces, the mesh of the rotational domain is continually reconnected in its new position to the stationary domain.
5.3 Model Setup in CFX-Pre

After the mesh has been completed, the next phase of the simulation process is to define the boundary conditions, define the analysis type, and to set expert parameters, memory allocation.
factors, convergence criteria and output control. These set up conditions and what was implemented in the simulations of this work will be described in this section.

5.3.1 Interfaces

The complexity level of this simulation is intensified due to the coupling of 64 rotational domains with a large all encompassing stationary domain. In order to “join” the rotational domains with the stationary environmental domain, interfaces were implemented. Interfaces between domains connect meshes which do not match and are used when there are changes in reference frames between domains. The General Grid Interface (GGI) was implemented in the interfaces for the simulations to connect the meshes of the rotating domains to the stationary domain. This setting enables the calculations to proceed throughout the different domains even if the nodes are not perfectly aligned between the domains. In this simulation, the mesh elements are smaller in the rotational domains than in the stationary domain and so the nodes are more densely packed. Fluxes are conserved across the interface. These adjustments made by the interface to conserve all fluxes across the interface between two domains with mismatched meshes and changes in reference frames increases computational expense [98]. The alternative method to GGI would be a more complicated topologically deforming mesh.

In the steady-state simulation, used to obtain initial guess values for the transient simulation, the interfaces were modelled using the “Frozen Rotor” approach. In the “Frozen Rotor” approach, the stationary domain “sees” the rotational domain with the wind turbine rotor at a fixed position as the rotational effects between the domains are not incorporated into the model’s equations [99]. Full transient effects of the turning turbine are not modelled, which is why a steady state simulation is insufficient for modelling unsteady flow with vortex shedding that occurs from wind turbine operation. Additionally, losses incurred in the real world scenario from
the mixing that happens between the stationary and rotating domains is not captured in the steady state simulation [100]. For the transient simulation, the “Transient rotor-stator” interface was implemented. In this frame change option, when particles cross the interface, they continue their motion at the position which corresponds to the position before crossing the interface. The time-dependent relative position of the domains is taken into account in this model, unlike in the Frozen Rotor steady state approach [101]. Transient rotor-stator interfaces are ANSYS CFX’s most accurate frame change model for simulating flow interactions between rotating and stationary domains. This method is computationally expensive; however, the method predicts the actual transient interaction of flow through the rotor to the stator and simulates the transient relative motion between turbine blades and the fluid in the outside environment on each side of the interface [99].

5.3.2 Boundary Conditions

Boundary conditions were applied to all surfaces of the simulation’s geometry. All three external sides and top of the stationary domain were defined as openings with a pressure of 0 Pa, simulating being open to the atmosphere. At the cross section cut, the symmetry boundary condition was used in ANSYS, as indicated in Figure 5.10. The symmetry boundary condition assumes that the flow values just adjacent to the domain are the same as the values at the nearest node just inside the domain. The number of rows was made to be a realistic representation of a typical offshore wind farm. Only a quarter of the number of columns was simulated based on the assumption that the number of columns has a negligible effect on wake recovery compared to the effect of the number of rows. In the simulation results, lateral merging of wakes did not occur within both arrays. To further ensure the validity of simulating a cross section of the array, another simulation was performed for a single array containing an extra column. The 6 x 4 and 6
x 5 simulations were compared after 400 iterations and in both cases, the distance from the last row to the end of the wake was near 2300 m.

To simulate the offshore environment, the bottom plane of the stationary domain was defined as wall with a smooth surface. Similarly so, the surface that was the island was defined as a wall with a roughness length of 1 m, the standard roughness length for forested land. All turbine geometry including the blades, nacelles and towers were defined as smooth walls with the no-slip condition.

The inlet was defined at a constant 8.78 m/s. This value was taken from weather data gathered from Lake Ontario at the potential build site. This value was the average flow velocity at hub height of the turbines. Figure 5.10 indicates the locations of the aforementioned boundary conditions in the two array simulation.

Rotational speed of the turbine rotors was set at 12.73 RPMs about their individual axes of rotation manually created in ANSYS CFX. Axes of rotation were created using coordinate frames in CFX-Pre, placing the origins at the center of one turbine in each column. The rotational speed was calculated through Equation 6.2 using an estimated tip speed ratio (TSR), from the tip speed defined in the Sandia NASA-Langley study and the average freestream velocity of the region’s area. This freestream velocity was the velocity that was input as the inlet condition.

\[
RPM = \frac{60 \times U \times TSR}{\pi \times D}
\] (5.2)
5.3.3 Simulation Controls

The analysis type, turbulence model, expert parameters, execution controls and output controls had to be defined. In Section 3.3.3, transient flow problems were discussed and it was stated that the flow regime incurred from rotating wind turbines is a transient process. Consequently, the simulation was modelled as a transient flow problem. Modelling transient behaviors is computationally expensive; therefore, the steady state simulation was first performed to obtain an initial guess for the transient solver. The results from this simulation were used as an initial guess. Steady state simulation results contain most of the flow features except those which are formed from mixing between the rotational and stationary domains as well as the rotational effects on the stationary domain [100]. These results were input into the solver control in CFX-Pre to initialize the transient simulation. Transient simulations were performed using the Second Order Backward Euler scheme. The scheme used to calculate advection in the transient

Figure 5.10 Boundary Conditions for the Two Array Simulation
simulations was high resolution. In the RSM, advection and diffusion terms account for the transport effects of all six Reynolds stresses. Two-equation eddy viscosity models use the advection and diffusion terms to trace the Reynolds stresses [102]. High resolution schemes use a blend factor calculated at each node to be as close to 1 as possible, meaning the formulation is second-order-accurate. This method represents steep spatial gradients with more accuracy than alternative methods [103].

The final run time was decided based upon three criteria: variance in wake recovery length over time, the residual values and imbalance percentages. To determine when the wake recovery length criteria was achieved, intermittent results files were analysed at every 400 time steps. Within the solver’s output controls, the simulation was programmed to create a temporary results file every 400 iterations. The wake recovery distance was monitored from each of these output files until the simulation had run long enough for the wake recovery length in the stream-wise direction to remain unchanged between the 400 time step intervals. At this point in time, the first criterion for determining run time was met and the solution had progressed to the steady-state.

The second parameter of run time determination was the residual target. Mass, momentum, turbulence and wall scale equation residual values were monitored at every intermittent results file. Residual values near $10^{-5}$ were considered to be an indicator of convergence. Section 3.3.3 describes residuals and their importance in CFD. Thirdly, imbalance percentages were monitored for the stationary and rotational domains, a concept also discussed in Section 3.3.3. In this simulation, local imbalances were to be well under 0.1%. A summary of the local imbalance values and residuals is presented in Section 7.6. Once the aforementioned criteria were met, the simulation run time was confirmed to be sufficient for determining the wake recovery length of the arrays. The total run time where this occurred was 800 seconds.
To initiate the simulation, the transient initialization override expert parameter had to be set to “t”. This parameter was defined under the physical model tab. Topology estimation factors were set to a value of 1.4 in the expert parameters. This parameter is used to help the solver correctly estimate the memory needed to store the matrix which holds the control volume equations. In large flow problems, the automatic guess for memory requirement made by the solver is often insufficient. The topology estimate factor overwrites the automatic guess and should only be used after an error message recommendation when trying to run a simulation. Sometimes, additional memory estimation overrides are required [104]. In the simulations of this research, the memory allocation factors had to be increased by 60% in the execution controls.

Because of its aptitude for handling adverse pressure gradients and calculating the amount and onset of flow separation, the k-ω SST turbulence model was used to run the ANSYS simulation. The application of the wall functions used by the k-ω SST model reduced computational expense and provided a more accurate way to simulate the boundary layer compared to the k-ε model, while also allowing for the implementation of an arbitrarily fine mesh. The k-ω SST model was described and contrasted with other turbulence model options in Section 3.3.2.3. Lastly, the size of the array simulations required significant computational resources and so all simulations were computed using a Carleton computing resource, clusterq, with 32 cores and 128 GB ram. Command lines are used to run jobs on the clusterq through a secure shell connection. Using the cluster, the two-array simulation converged in approximately 26,880 core hours.

5.3.4 Time step

The final simulation was run using transient models which requires a time step and run time to be defined in CFX Pre. In CFD, the Courant number is a constraint used to determine an appropriate time step. The Courant can impact residual values in the model as well as the net flux
through the domain. This parameter is essentially a measure of how many grid cells fluid is transferred over during a time step. If the courant number is greater than 1, a single fluid particle would travel through more than one cell each time step. This parameter is used as a criteria for convergence in numerical solvers, specifically in explicit ones where the equations are discretized in such a way that there is only one unknown variable to be solved for in an equation using known variables from the previous time step [105]. The Courant–Friedrichs–Lewy (CFL) condition is where the Courant number, solved for using Equation 6.3, equals approximately 1 [106]. Density based explicit solvers are limited by this condition [107].

\[
C = \frac{u \Delta t}{\Delta x}, \text{ CFL condition : } C \approx 1
\] (5.3)

In flow regimes with rotor components of large diameters, high speeds are present at the blade tips, and decreasing the Courant number becomes a challenge as shown in Equation 6.3. In the flow simulation for this research, the fluid velocity climbs to ranges of 70 m/s at the blade tips, presenting a challenge in achieving the CFL condition. Equation 6.3 illustrates that decreasing the time step (\(\Delta t\)) in the solver will reduce the Courant number. Unfortunately, small time steps increase the simulation convergence time. Increasing grid element sizes is an additional way to decrease the Courant number; however, the nature of the flow around the blade surfaces is key to wake formation, requiring small elemental size in this region of high flow velocity. Achieving a reasonable \(Y^+\) criteria also requires smaller element sizes in regions of high flow velocity.

The CFL condition was achieved in the array simulations in the stationary domain but not in the rotational. Due to aforementioned high velocities and small element sizes around the blades, simulations with Courant numbers below 1 in all rotational domains would become extremely computationally expensive. The impact of making this compromise of accepting a higher Courant number in the simulation has been explored. In this simulation case, the flow problems
at hand involve irregular, turbulent motion. Complexities in this flow regime are characterized by non-linear, equations. Implicit solving schemes are used in this ANSYS CFX simulation to derive a solution at each time step through a system of non-linear algebraic equations for the whole mesh. In this scheme, the variables depend on parameters at the current time step, unlike in explicit techniques where the unknowns are all dependent variables which rely on the solution calculated in the previous time step. At each time step, the solver uses iterative techniques to obtain a solution rather than directly computing the dependent variables in terms of known quantities. Each time step is more computationally expensive using the implicit technique, as more space is needed in the matrix of control volume equations to solve. Implicit formulation is advantageous because the system of equations are highly stable and so the solution does not diverge for certain parameters like time step size [108]. This solving scheme can handle larger time steps and therefore larger Courant numbers. In the RANS-based simulations for this research, the Courant number does not need to be small to maintain stability. In explicit methods, a small enough Courant number must be employed for stability. When using Large Eddy Simulation (LES), a small courant number must be chosen to correctly simulate the intricacies in the transient flow. In the setup of ANSYS, for all runs in this work, the automatic time step initialization option was implemented with the Second Order Backward Euler scheme. In this methodology, the Courant number is used to determine if the solution from the previous time step is used to resolve the equations at the current time step, or if the solutions from previous time steps should be extrapolated to the new time step. By default, extrapolation is used if the Courant number is less than 5 and the previous time step is used if the Courant number is above 10 [109].
Although the implicit solver used is not extremely limited by the Courant number and time step size, the impact that this variable has on the solution is important to consider. For the full rotor simulation of the 2 array scenario, the average Courant number in the entire fluid domain was 2.95. The maximum Courant number in the rotating domains was 57.5, in the high fluid velocity region of the blade tips. A courant number under 1 was maintained throughout the stationary domain.

A sensitivity analysis was performed to determine the effects of reducing time step on simulation results. Several simulations for a single 3 MW turbine were performed several times while varying the time step in order to determine the effect of Courant number on the convergence and the sensitivity of simulation results to the alteration. In an NREL study, the sensitivity of wind turbine CFD actuator simulations to time step was analyzed. The results of this part of the study suggested that the time-step did not cause a significant difference in the simulation results [110]. The impact of Courant number was analyzed on the full rotor geometry of this research through convergence studies, altering the time step and grid densities which are described in Section 5.3.4.1.

5.3.4.1 Time Step Sensitivity Study

Three separate simulations of a single Sandia 3 MW turbine were performed using a different time step in each simulation. All other parameters of the simulation were the same in each simulation. The first used a small time step of \( \Delta t = 0.1 \) sec. This time step was doubled in the second simulation and quadrupled in the third. Because the differences in wake recovery between these three results were negligible, the largest time step of the aforementioned simulations, 0.4 sec, was used in the full-scale simulation to optimize computational expense. Using this time step, the solver iterated at every 30 degrees of rotation. Figure 5.11 is a plot of
the velocity values at downstream distances behind the turbine rotor at hub height, across the width of the rotor for the all three time step comparison simulations. Differences between the simulations are most pronounced in the near wake zone, 2-4 rotor diameters downstream of the turbine. At 40 m – 60 m downstream from the rotor, velocities across the rotor range from 6.17 m/s to 7.67 m/s in the $\Delta t = 0.1$ sec and 5.75 m/s to 6.92 m/s in the $\Delta t = 0.4$ sec simulation. At 600 m downstream from the rotor, these differences become notably smaller with the average velocities across the rotor for $\Delta t = 0.1$ sec and $\Delta t = 0.4$ sec simulations being 6.16 m/s and 6.13 m/s, respectively.
Figure 5.11 Velocity Comparison Plots from Time Step Study
The differences in velocity between the time step comparison studies become less, farther downstream from turbine. From 1250 m to 1300 m behind the rotor, the cumulative average velocity of all points across the rotor were 6.28 m/s for both the Δt = 0.1 sec and sec Δt = 0.4 sec simulations respectively. The node to node percent differences for velocity behind the rotor between the Δt = 0.1 sec and Δt = 0.4 sec simulations are plotted in Figure 5.12. At 600 m and beyond, the node to node percent differences between the Δt = 0.1 sec and sec Δt = 0.4 sec simulations are all below 2.4% and at 1000m behind the rotor, 98.6% of the percent differences are below 1 %.

![Figure 5.12 Percent Difference between Nodes of the Largest and Smallest Time Step](image)

### 5.4 Rotor Size Comparison Simulation

A brief study was done on the effect of rotor diameter size on the wake recovery distance in the stream-wise direction. Two simulations of a single turbine were performed for a physical time of 800 seconds; one for a single Sandia NASA –Langley 3 MW size design with a diameter of 105 m and one with the aforementioned geometry scaled up to a diameter of 154 m. This size of
the larger diameter case was the same as the Siemens 6 MW model. All of the set up parameters described in this chapter for the array simulations were implemented in this model in the same way except for the rotational speed of the turbine. The adjusted rotational speed was based on the Siemens 6 MW offshore wind turbine technical specifications [111]. The same inlet wind speed was used in both simulations and the estimated RPM in this regime was 6 RPM for the large rotor. The rotational speed of the smaller rotor was 12.73 RPM as in the other simulations. This was calculated by considering the rotational speed range for the Siemens 6 MW turbine (5 to 11 RPM) and the cut-in and cut-out speeds which are 3-5 m/s and 25 m/s respectively.

5.5 Additional Simulations

An additional study was performed to determine the relationship between numbers of stream-wise rows of turbines in an offshore farm. In the large two array simulation described in Sections 5.1-5.3, a 6 x 4 array and an 8 x 5 array were simulated. In the additional row comparison study, a 7 x 4 array was simulated under the same conditions as in the two array model. The meshing strategy, solver controls, run time, time step and convergence criteria implemented into the 7 x 4 array model were all consistent with the two array model. Results of this simulation are presented in Section 7.2.

As described in Section 5.3.2, symmetry was implemented in to the simulation in order to only represent a cross section of a full array. The number of rows was kept consistent to that of a typical commercial wind farm, but only a fraction of the columns were simulated. Array configuration was set up this way due to the assumption that the number of rows has a greater impact on wake recovery distance than the number of columns. In order to verify this assumption and test the simulations’ sensitivity to the number of columns, a 6 x 5 array was simulated. At
400 time steps, the wake velocity contour plots of the 6 x 4 and 6 x 5 arrays were compared and produced a solution with the same wake recovery length.

An additional study was performed to determine the sensitivity of the simulation to the inlet condition, the effect of wind speed on wake recovery length was looked at. In this study the exact same file used to simulate the aforementioned 7 x 4 array was used. Wind speed was the only variable altered and was increased by 10%. Results of this study are presented in Section 7.3.
6 Experimental Methodology

Experimental testing was used to validate the simulation techniques used in the research, validating the numerical simulations beyond the CFD convergence study, described in Section 7.6. Experimental validation was done through wind tunnel testing on a single 25 cm diameter wind turbine with a blade designed by McTavish (2013) which used the Eppler E387 airfoil [90]. The 1.68 m x 1.12 m atmospheric boundary layer wind tunnel at Carleton University was used for the experiments. As described in Section 4.4, experimental wind turbine testing with blade geometries tailored to low Reynolds number flow regimes are better suited for wake analysis. This is why a different blade design was used for the CFD validation through experimentation rather than scaling down the 3 MW SANDIA design to a size that would be testable in the wind tunnel.

The Experimental apparatus was replicated in ANSYS CFX and simulated under the same conditions as in the wind tunnel experiment. The geometry of the wind turbine in the ANSYS simulation was modelled using the full rotor technique. The wake was characterized using a hot wire anemometer system and evaluation of the results revealed acceptable confirmation of the CFD methodology with a cumulative difference of 9.53% between the numerical and experimental results. The same methodology used in the CFD simulation for comparison to the experiment was employed in the large scale simulation of offshore arrays. The results of this study are presented in more detail in Section 7.5.

6.1 Experimental Components

The apparatus for data collection consisted of a hot wire sensor probe with a hot wire probe support attached to a traversing system using T-slot bars, an anemometer, a data acquisition system (DAQ) and a computer with LabView to read the data in LabView and control the sensor
and moving of the probe in the flow field. The traverse system design and LabView code were developed in the McTavish 2013 study. The hot wire probe was purchased from Dantec Dynamics and was 5 µm in diameter, with a 1.25 mm long plated tungsten wire sensor. The anemometer was a single channel constant temperature anemometer (CTA) from A.A. Labs systems. Figure 6.1 is a visual flowchart of the data collection process.

![Flowchart of data collection process](image)

**Figure 6.1 Experimental Procedure Flowchart**

The test wind turbine is pictured in Figure 6.2. For testing, the model wind turbine was mounted in the centre of the wind tunnel test section, upstream from the traversing system which supported the hot wire. 3D printing the blades, done by McTavish (2013), was executed with a high resolution printer.
A diagram of the hot wire probe is pictured in Figure 6.3. The wire is heated to a constant temperature which changes in response to fluid velocity changes in the wake of the turbine. The voltage required to keep the wire heated at the constant temperature is read out from the circuit and this voltage difference corresponds to a specific wind speed. This wind speed can be determined from the calibration curve.

The channel was set up following manufacturer guidelines before experimentation. The CTA contains a signal conditioning unit used to amplify, offset, and filter the signal. The gain and offset were adjusted to match the range of expected flow conditions to the voltage output range of the anemometer. The sampling rate of the anemometer was kept consistent with the experimental work done by McTavish [90]. Data was passed through a low pass filter at a
frequency of 1.4 kHz and sampled at 2.8 kHz. The Data Acquisition system (DAQ) receives the signal from the CTA and outputs 65,536 discrete data points for each experimental run. The DAQ sends information to the PC where the data can be viewed using a program called LabView. Additionally, the LabView-DAQ system acts as a control to initialize data collection. Processing of the data was performed in Matlab where the mean values of the voltage readouts for the experimental runs were found. These voltages were used to determine the velocity using the calibration curve obtained before and throughout the experiment.

6.2 Experimental Procedure

Calibration was done to determine the flow velocity values that corresponded to the sensor’s voltage outputs. The flow velocity at the sensor’s location was measured using an inclined manometer with a pitot tube. Before generating the calibration curve, the resistance of the cable was zeroed out and the resistance of the probe was determined and reset with an over-heat ratio factored in. After calibration, a single wind turbine was placed in the centre of the wind tunnel test section. Flow velocity in the tunnel was set to a constant 21 km/h and measurements were then taken with the hot wire probe in the wake of the wind turbine, 17 cm downstream from the turbine hub. Hot wire probing was started at a location near the tunnel wall, in the freestream. The probe was moved with the motor-powered traversing system controlled through LabView. Measurements were taken at 5 cm lateral increments for each row of measurements behind the turbine. Six different downstream rows of data points were collected, spaced at 6 cm increments. All measurements were recorded at hub height of the turbine. Maintaining the lab at a constant temperature was difficult and consequentially, unobstructed flow speed measurements had to be taken after every row of data collection to formulate the calibration curve which best represented the voltage readings of each individual row.
7 Results

The purpose of this research was to study the cumulative wake effect of clusters of offshore wind turbines. To do this, two CFD simulations were performed in ANSYS CFX. The first simulation was a two-cluster simulation based on potential build sites in Lake Ontario proposed by Trillium Wind Power. The upstream cluster of wind turbines in this simulation was a 6 x 4 array, and the downstream cluster was an 8 x 5 array. To show the effect of number of rows on wake recovery distance, a second CFD simulation was completed with a single 7 x 4 array using the same boundary conditions as the first simulation. Results of the aforementioned CFD simulations are presented in Section 7.1 and 7.2. Sensitivity to inlet wind speed was also analyzed as presented in Section 7.3. For additional information, a brief study on the effect of rotor geometry on wake recovery was done and the results are shown in Section 7.4.

Wind tunnel testing was done to validate the methodology used to build the aforementioned offshore array simulations. Hot wire anemometry was used to characterize the wake behind a small scale wind turbine in the wind tunnel. This experimental test was replicated in ANSYS CFX and simulated under the same boundary conditions as the experimental run. Experimental results are presented in Section 7.5, with a comparison to the CFD results. To verify the offshore array simulations, time step and grid size convergence studies were performed to inform the time step and grid densities implemented in all the simulations of this research. Lastly, a convergence study is presented for the two array simulation in Section 7.6.

7.1 Two Array Simulation (6 x 4 and 8 x 5)

Simulation results show that wind velocity would be approximately 89% recovered compared to that of the freestream velocity at 6.8 km behind the last row of the 6 x 4 array. At this point in the flow field, the average wind speed is 7.83 m/s which is within 1 m/s of the freestream
velocity at the domain inlet. Figure 7.1 is a plot of the averaged resultant velocities over the rotor diameter for increasing distances behind the 6 x 4 array. The downstream proposed array location is 7 km away from the 6 x 4 array and so the exact point of 100% recovery to freestream levels could not be determined for the 6 x 4 array.

![Figure 7.1 Average Wake Velocity across Rotor Position behind Array 1 from Simulation Results](image)

The wake of the leftmost column of Array 2 (Figure 5.3) was not situated in the wake of Array 1, and so the wake velocity of this column was analyzed to assess the effect on wake recovery of adding more rows. The wake recovery rate of this column of the 8 x 5 array was slightly slower than the wake recovery rate of the 6 x 4 array. This data is plotted in Figure 7.2. At 3 km downstream, the differences in the average wake velocity between the two arrays are pronounced with the 6 x 4 array wake reaching approximately 5.5 m/s and the 8 x 5 array wake reaching approximately 1.8 m/s. This difference in velocity deficits between the two arrays become less, farther downstream. At 4.5 km downstream, the average wake velocity in the 8 x 5 array is only 0.4 m/s slower than the 6 x 4 array at the same point in the flow field. The turbulent inflow to the 8 x 5 array due to the upstream array’s wake effect may be causing the wake to recover more
rapidly than if the 8 x 5 array was simulated under a steady inflow condition, as turbulence promotes momentum transfer into the wake.

There was evidence of a cumulative wake effect in the simulation within an array. From the most upstream row’s wake, row 1, to after the most downstream row in Array 1, the normalized wake velocity across the rotor diameters decreased from 8.4 m/s to 0.89 m/s in the 6 x 4 array. These velocity deficits within Array 1 are plotted in Figure 7.3.
The cumulative wake effects from both arrays are pictured in Figure 7.4 as the velocity deficit becomes greater in downstream rows. Stretching and merging of vortex cores, results in a re-organization of the overall wake structure. Effects of this re-organization can be seen in Figure 7.4 as there are subtle differences that occur along the stream wise direction in the wake. Lateral spreads of the column wakes increased, and wake meandering periodically occurred downstream from the arrays. Entire wakes of individual columns of turbines periodically drifted due to the motion of large scale eddies in the flow. Bands of significantly increased velocity coincided with the lateral shifting behavior of the wakes. Meandering is known to diminish the overall deficit of a wake [53], and could have been the cause of the bands of increased velocity in the simulation. An additional cause could be due to the constructive interference incurred from the interaction between the streamlines of the weak, periodical vortex cores that are still present in the far wake.

Figure 7.3 Cumulative Wake Effect inside Array 1 from Simulation Results
Figure 7.4 Cumulative Wake Effect Velocity Contour Plot from Simulation Results

Figure 7.5 plots the turbulent kinetic energy at hub height over the wake of a turbine behind the sixth row in the first column of Array 1 in Figure 7.4 across the rotor. Swells in turbulent
kinetic energy coincide with surges in velocity present in the velocity plot in Figure 7.1. Recovery rate of the wake is most rapid from 5000 m to 5500 m downstream of Array 1, as shown in the velocity plot of Figure 7.1. This trend coincides with a high swell of turbulent kinetic energy near 5000 m. This relationship between turbulent kinetic energy in the flow field with a heightened velocity recovery rate is expected as wake recovery is catalyzed by turbulent kinetic energy extracted by large eddies from the mean flow. At 6000 m downstream, where the wake recovery rate is slowed and the velocity deficit is largely recovered, the turbulent kinetic energy has completely dissipated.

![Figure 7.5 Turbulent Kinetic Energy in the Wake of a Single Turbine behind the Sixth Row, in the First Column](image)

**7.2 Single Array Configuration Simulation (7 x 4)**

The boundary conditions in the simulation of the 7 x 4 array were the same as in the two-array simulation. Simulation results show that wind velocity would be completely recovered compared to that of the freestream velocity at approximately 13 km behind the last row of the 7 x 4 array. Figure 7.6 is a plot of the normalized velocities over the rotor diameter range for increasing distances behind the 7 x 4 array. In this simulation, 89% recovery is achieved at 9 km
downstream from the array and from this point forward, wake velocity steadily increases. After 7 km downstream from the array, wake velocity recovery rate is reduced. This is because the large eddies that were present further upstream in the wake are severely dissipated near 6 km downstream, resulting in less mixing to transfer momentum from the freestream flow into the wake. This behavior will be described later in this section through the turbulent kinetic energy plot in Figure 7.8. The 6 row array described in Section 7.1, simulated under the same inlet wind speed, was 89% recovered at 6.8 km downstream from the 6 x 4 array.

Figure 7.7 illustrates the cumulative wake effect, which shows lateral spreading of the individual wakes as well as meandering. As in the aforementioned analysis on the two array simulation, there exists thin bands where a slight increase in velocity occurs, rapidly followed by
a decrease and then a significant increase. This occurrence is most pronounced from 5000 m to 6300 m downstream from the array.

Figure 7.7 Cumulative Wake Effect Velocity Contour Plot for 7 x 4 Array from Simulation Results
In the wake plots of the two aforementioned simulations, there exists distinct phases of velocity recovery rates. Heightened recovery rates coincide with heightened turbulent kinetic energy levels. Figure 7.8 plots the turbulent kinetic energy for the 7 x 4 case at hub height, across the rotor in the wake of turbine in the seventh row of the first column. Near 6000 m, the energy is completely dissipated; which is near the point in which velocity recovery rate slows down.

![Turbulent Kinetic Energy in the Wake of a Single Turbine](image)

**Figure 7.8 Typical Turbulent Kinetic Energy in the Wake of a Single Turbine behind the Seventh Row, in the First Column**

### 7.3 Increased Inlet Speed for Single Array Simulation (7 x 4)

The sensitivity of wake recovery length to increased inlet wind speed was analyzed for the 7 x 4 array by increasing the inlet wind velocity condition by 10% to 9.66 m/s. All other parameters were kept the same as the 7 x 4 array case described in Section 7.2. The point in which the average wake velocity was approximately 89 % recovered to the freestream velocity occurred at 10,250 m downstream from the array; 3,450 m farther downstream than the lower inlet speed case. Freestream velocity was regained in the wake near 16 km downstream from the array; 3 km farther than the lower inlet speed case. This is a 23 % increase in wake recovery length. Figure 7.9 is a plot of the normalized velocities over the rotor diameter range for increasing distances.

96
behind the 7 x 4 array with an increased inlet speed compared to the previously described simulations of Section 7.1 and 7.2.

![Figure 7.9 Average Wake Velocity across Rotor Position behind 7 x 4 Array with Increased Inlet Wind Speed from Simulation Results](image)

As in the cases of the aforementioned array simulations, wake meandering was present in the increased inlet speed simulation. Bands of increased velocity occur in cycles that coincide with a change in lateral direction of the individual column wakes. The velocity contour plot of the entire array simulation is shown in Figure 7.10.
Figure 7.10 Cumulative Wake Effect Velocity Contour Plot for 7 x 4 Array with Increased Inlet Speed from Simulation Results
7.4 Influence of Rotor Geometry on Wake Recovery Distance

The effect of rotor diameter size on the recovery distance of a wake was analyzed by simulating a single turbine of 154 m in diameter, the same size of the Siemens 6 MW wind turbine. Geometry of the Sandia 3 MW used in the array simulations was scaled up to the larger size for this simulation. A comparison simulation was also ran with Sandia 3 MW rotor size which was 105 m in diameter. Both cases were simulated with the same grid density and time step for 800 seconds. Velocity values from each simulation were extracted from the horizontal plane, behind the rotor at hub height. The velocity values were averaged over the diameter of the rotor at distances downstream from the rotor and plotted in Figure 7.11 and Figure 7.12. The differences between these two results are minimal in the stream wise direction at hub height. In both cases, by 5000 m downstream from the rotor, the wake velocity of the turbine is approximately 90% recovered at an average velocity of 7.9 m/s across the diameter of the rotor.

![Figure 7.11 Average Wake Velocity across Rotor Position behind Large Rotor (154 m) from Simulation Results](image-url)
Significant differences between the simulations are seen near 200 m downstream where the minimum velocity is lower by approximately 1.3 m/s in the small rotor diameter simulation.

![Graph showing average wake velocity across rotor position behind small rotor (105 m)](image)

Figure 7.12 Average Wake Velocity across Rotor Position behind Small Rotor (105 m) from Simulation Results

### 7.5 Experimental Validation

Experimental testing was done to validate the CFD modelling techniques used to simulate the offshore arrays. Wind tunnel testing was done on a 25 cm diameter wind turbine with an Eppler E387 blade design. A hot wire anemometer was used to characterize the flow velocity in the wake of the turbine. This wind tunnel model was replicated in ANSYS CFX and simulated under the same boundary conditions as the experimental test. Hot wire probing was done at hub height of the turbine across the width of the wind tunnel. This process was repeated at 6 different downstream locations, spaced 6 cm apart. At each probing location in the test section, 65,536 voltage differential readings were collected. The average of these readings was taken for each data collection point in the wind tunnel. All of the averages were then fit to a calibration curve, relating the average voltage differential reading to the velocity. To compare these experimental velocity values to the CFD simulation, the velocities from the grid points in the simulation which
corresponded to the probing locations in the wind tunnel test were extracted. Percent differences between the velocity values of each experimental data point and corresponding CFD grid point were calculated. The average of the individual absolute percent differences was calculated for each of the 6 rows and also for the entire data set. The cumulative average of the absolute row percent differences between the CFD model data and experimental data was 9.53%. The experimental results indicate that the ANSYS CFD model is accurate and this provides confidence in the meshing scheme, geometry, time step and turbulence model used to simulate Array 1 and Array 2. Experimental errors could have been incurred by probe interference with the flow field, small vibrations in the probe support arm from the wind force as well as through fluctuations in room air temperature of the lab [112]. Table 7.1 displays the cumulative and individual row percent differences between the experimental and CFD data sets.

Table 7.1 Percent Differences; Experimental vs. CFD Simulation Data

<table>
<thead>
<tr>
<th>Row behind turbine</th>
<th>Average Error For Each Row Between CFD and Experimental Data (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>12.2</td>
</tr>
<tr>
<td>2</td>
<td>8.6</td>
</tr>
<tr>
<td>3</td>
<td>10.05</td>
</tr>
<tr>
<td>4</td>
<td>6.9</td>
</tr>
<tr>
<td>5</td>
<td>8.38</td>
</tr>
<tr>
<td>6</td>
<td>11.05</td>
</tr>
<tr>
<td><strong>TOTAL AVERAGE ERROR</strong></td>
<td><strong>9.53</strong></td>
</tr>
</tbody>
</table>

As stated in the above, at each probing location in the wind tunnel test section, 65,536 samples were collected. Within each set of data samples, the voltage differential readings fluctuated, largely due to turbulence. The ranges of these fluctuations were calculated in Matlab for the bulk of the data lying within +/- 1 standard deviation of the mean. Sample probing locations were selected from behind the hub of the turbine and locations on each side of the turbine in the freestream. Fluctuation ranges of these data collection points were plotted in
Figure 7.13 for rows 1, 1.5 and 2 rotor diameters downstream from the turbine. Locations of the sample data points plotted are depicted in Table 7.2 by the grey shaded regions.

<table>
<thead>
<tr>
<th>x/D</th>
<th>Rotor D</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.2 Sample Data Point Locations

Fluctuations in the sample data from the aforementioned points are represented by the black error bars in Figure 7.13. For comparison, the corresponding data points from the CFD simulation are superimposed on the error bars. Of this sample data set, all simulation points fell within the experimental data ranges except for the point directly behind the turbine hub at 1D. Agreement between the two data sets becomes better, farther downstream.
7.6 Convergence Levels

In the simulations of this research, the residual values and imbalance percentages indicated that acceptable convergence levels were obtained after 2000 iterations. The convergence levels of the simulations verified that the results are a good approximate solution to the governing CFD equations under the initial and boundary conditions of the simulations. Convergence is quantitatively measured by the value of the residuals in the equations and the net flux through the stationary and rotational domains. ANSYS CFX iteratively resolves the non-linear flow equations of mass, momentum and turbulence. For each cell in the domain, a normalized residual value is calculated for every equation in the u, v and w directions. Section 3.3.3 described the concept of residuals. Tighter convergence levels are indicated by lower residual values. An initial guess was input into the transient simulation in the form of the steady-state simulation. As the transient model stepped through time, the residual values were lowered until the desired target for error acceptance was achieved. This occurred after 800 seconds with a time step of 0.4 seconds, or 2000 iterations.

Percentages for the flux of total mass flow rate between the stationary domain inlet and outlet, and across the rotational domains, were 1.7E-3 % and 1.6E-6 % respectively. This is well under the accuracy criteria of 1%. The residual value averages across the flow field in the direction of the mean flow were 4.22E-06 and 1.92E-05 for the Mass and Momentum equations respectively. For the k-ω turbulence model equations evaluating turbulent kinetic energy (k) and frequency (ω) over the entire flow field, the residuals were 2.35E-05 and 9.23E-06 respectively. The aforementioned residuals lie near the ranges of well and tightly converged numerical solutions (1e-5 and 1e-6). Refer to Table 7.3 for a detailed summary of all imbalances and residual values in the flow field for the respective domains.
### Table 7.3 Convergence Analysis

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMS k-Turbulence Kinetic Energy</td>
<td>2.35E-05</td>
</tr>
<tr>
<td>RMS O-Turbulence Frequency</td>
<td>9.23E-06</td>
</tr>
<tr>
<td>RMS Wall scale</td>
<td>1.75E-06</td>
</tr>
<tr>
<td>RMS P-Mass</td>
<td>4.22E-06</td>
</tr>
<tr>
<td>RMS U-Momentum</td>
<td>1.44E-05</td>
</tr>
<tr>
<td>RMS V-Momentum</td>
<td>1.92E-05</td>
</tr>
<tr>
<td>RMS W-Momentum</td>
<td>1.1E-05</td>
</tr>
<tr>
<td>Rotational Domains P-Mass Imbalance</td>
<td>0.0000016%</td>
</tr>
<tr>
<td>Rotational Domains U-Momentum Imbalance</td>
<td>0.0001520%</td>
</tr>
<tr>
<td>Rotational Domains V-Momentum Imbalance</td>
<td>0.0000033%</td>
</tr>
<tr>
<td>Rotational Domains W-Momentum Imbalance</td>
<td>0.0005370%</td>
</tr>
<tr>
<td>Stationary Domain P-Mass Imbalance</td>
<td>0.0017 %</td>
</tr>
<tr>
<td>Stationary Domain U-Momentum Imbalance</td>
<td>0.0079%</td>
</tr>
<tr>
<td>Stationary Domain V-Momentum Imbalance</td>
<td>0.0312%</td>
</tr>
<tr>
<td>Stationary Domain W-Momentum Imbalance</td>
<td>0.0034%</td>
</tr>
</tbody>
</table>
8 Conclusion and Future Work Recommendations

The offshore array simulations indicate that in regions far from the arrays, wake effects are present, an important consideration for offshore wind farm development. The two-array simulation revealed that a spacing of 7 km is not quite adequate for the placement of the proposed arrays in the Great Lakes. At 6.8 km downstream of the 6 x 4 array, the fluid velocity is approximately 89% recovered. At 9 km downstream of the 7 x 4 array with the same inlet condition as in the 6 x 4 array simulation, the fluid velocity is approximately 89% recovered, revealing that adding rows to an array delays wake recovery. Freestream velocity levels were regained at approximately 13 km downstream from the 7 x 4 array. These results predicted a 32% increase in wake recovery distance when a row was added to the 6 x 4 array. Large eddies caused lateral movement in a periodic fashion which coincided with bands of increased velocity. The dissipation of large eddies near 6 km downstream of the arrays is responsible for the slowed recovery rate of the velocity deficit in the wakes after 89% recovery was achieved.

The increased inlet speed simulation revealed that a 10 % increase in freestream velocity has a significant impact on the wake recovery length. In this simulation, the inlet speed was increased from 8.78 m/s to 9.65 m/s. Results revealed meandering patterns that coincided with bands of increased velocity as in the other array simulation. The wake velocity returned to freestream levels at approximately 16 km; 3 km further downstream from the point in which the lower inlet speed simulation wake was recovered.

In the SAR wake study of the Horns Rev, Nysted and Sheringham Shoals offshore wind farms described in Section 4.1, wake recovery length was recorded to be between 5 and 30 km depending on freestream conditions, atmospheric stability and turbines in operation. The wake
recovery lengths for the simulations of this research show comparable ranges of recovery lengths for arrays of roughly the same sizes as the subjects in the aforementioned SAR study [80] [6]. In the results of the Wyoming full rotor array simulation [88], significant cumulative wake effects occurred in the downstream rows of the simulated array. This trend occurred in all of the array simulations of this research.

A single turbine simulation was run to look at the impact of rotor diameter size on wake recovery length. Differences between the simulation results in the wake velocity profile were apparent in the near wake region, but at 5 km downstream, the velocity had recovered to the same level in both cases.

Experimental wind tunnel tests were compared to a small-scale CFD simulation, and produced an average absolute percent difference of 9.53% from the CFD results. These results gave confidence to the CFD modelling techniques employed in the full-scale simulation. The CFD numerical results were verified through mesh and time step sensitivity studies, as well as the small residual values and imbalance percentages for the large-scale simulation. Residual RMS values for the two array simulation were 4.22E-06 and 1.92E-05 for the mass and momentum equations respectively. For the k-ω turbulence model equations over the entire flow field, the residuals were 2.35E-05 and 9.23E-06 respectively. These values indicate that the final solution was tightly converged. Imbalance percentages were also well under the convergence criterion of 1 % for the stationary and rotational domains. The aforementioned RMS residual and imbalance levels were also achieved in the alternate configuration and sensitivity analysis simulations. Sensitivity studies were also used to verify the CFD modelling techniques. Results from these studies showed a lack of variation between simulations with different time step inputs. More sensitivity was shown through the grid density study.
A natural progression of this work would be to gain access to more powerful computing resources to simulate the arrays with the full number of turbines that will be constructed in the proposed Trillium Wind Power arrays. This would eliminate the need for the symmetry boundary condition and would provide an interesting comparison study. Increasing the initial freestream velocity and the number of rows in an array caused a notable delay in wake recovery length of the CFD simulations. Performing additional array simulations to see the effects of a wider range of inlet wind speeds as well as a greater number of rows would be useful. Using open source codes may be a more efficient way to simulate larger wind farms.

Scaling up the experimental test case to simulate an entire array of wind turbines, and comparing the results with a CFD simulation could also provide valuable insight. CFD array models could be informed through a series of wind tunnel tests using full arrays. These wind tunnel tests could serve to validate the CFD model using Bayesian analysis. The rotor diameter comparison study of this research could be improved upon by simulating the larger diameter rotor with a more realistic blade geometry profile, rather than simply scaling up the small rotor geometry.
Appendix A

Below is the derivation of the large eddy length scale related to the Kolmogorov length scale. Algebraic manipulation of the \( k \sim \varepsilon \) relationship is performed to obtain a relationship between \( L \) and \( \eta \). Equation 1 is the expanded form of the \( k \sim \varepsilon \) relationship.

\[
\frac{V_{int.}^3}{L} \sim \frac{V_{Kol.}^3}{\eta^4}
\]  

(1)

Rearrange Equation 1 to get Equation 2 in terms of \( L \):

\[
L \sim \frac{V_{int.}^3 \eta^4}{\nu^3}
\]  

(2)

Recall that the ratio of \( L \) to \( \eta \) is desired. Through algebraic manipulation, Equation 3 is obtained:

\[
\frac{L}{\eta^4} \sim \frac{V_{int.}^3}{V_{Kol.}^3}
\]  

(3)

The two length scales are now both on the left hand side of the equation, but need to be of the same order. Multiplying both sides of Equation 3 by \( L^3 \) yields Equation 4.

\[
\frac{L^4}{\eta^4} \sim \frac{V_{int.}^3 L^3}{V_{Kol.}^3}
\]  

(4)

The right hand side of the equation is the Reynolds number cubed.

\[
\frac{L^4}{\eta^4} \sim Re^3
\]  

(5)

Reducing the left hand side of the equation to the desired ratio, \( \frac{L}{\eta} \), yields Equation 6.
\frac{L}{\eta} \sim Re^{3/4} \quad (6)
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