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ABSTRACT

Based on the strong approximation results for the quantile process of Csörgő and Révész (1978), the so-called "quantile approach" is studied. This approach is useful for goodness-of-fit statistical tests in the presence of location and scale parameters, i.e., when testing for \( H_0 : F(x; \mu, \sigma) = \frac{F_0(x - \frac{1}{\sigma})}{\sigma} \), with \( F_0 \) specified and \( -\infty < \mu < +\infty, \sigma > 0 \) are nuisance location and scale parameters. Estimating \((\mu, \sigma)\) by a "reasonable" sequence of estimators \( (\widehat{\mu}_n, \widehat{\sigma}_n) \), we derive the asymptotic distribution of the following Cramér-von Mises type statistic:

\[
M_n(\lambda) = \sum_{i=1}^{n} \left\{ \frac{X_{i:n} - \widehat{\mu}_n}{\widehat{\sigma}_n} - \frac{F^{-1}_0\left(\frac{i}{n+1}\right)}{n+1} \right\}^2 \frac{F^{-1}_0\left(\frac{i}{n+1}\right)}{n+1} \frac{F^{-1}_0\left(\frac{i}{n+1}\right)}{n+1} \lambda^{-1}.
\]

where \( \lambda > 1 \) is a fixed integer and \( X_{1:n}, X_{2:n}, \ldots, X_{n:n} \) are the order statistics of the given random sample. In addition, we also derive an asymptotic in-probability representation of the estimated standardized quantile process, \( \beta_n(.) \), when estimating \((\mu, \sigma)\) by a "reasonable" sequence of estimators \( (\widehat{\mu}_n, \widehat{\sigma}_n) \).

The strong approximation results of Komlós, Major, and Tusnády are used to derive the asymptotic distribution of some stochastic processes defined in terms of uniform and exponential spacings and
the corresponding rates of convergence are also given. In addition, our general treatment enables us to introduce and discuss some new nuisance parameter free distribution free goodness-of-fit tests for the uniform and exponential distributions.

The asymptotic distribution of a test for clustering is also obtained via the "quantile approach". These results are generalization of the results of Brillinger, Knott, Scott (1979).

Throughout the dissertation emphasis is placed not only on the particular results obtained, but also on the strong approximation methodology used.
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FOREWORD

A classic problem in statistics is that of goodness-of-fit. Based on the empirical process of a random sample of size \( n \), the Kolmogorov-Smirnov and the Cramer-von Mises functionals can be used to test the simple goodness-of-fit hypothesis that our random sample has a completely specified distribution function. However, in most cases, one only knows the form of the distribution function, \( F(x; \theta) \), while some parameters \( \theta \) are not specified. There are many ways of "getting rid of \( \theta \)" so as to reduce composite goodness-of-fit hypotheses to simple ones. As far as the empirical process is concerned, one natural way of doing this is to estimate \( \theta \) by using some kind of a "good estimator" sequence \( \{\theta_n\}_{n=1}^{\infty} \) based on the given random sample from \( F(x; \theta) \). For illumination of these remarks as well as further results and references, we refer to Burke et al (1979), Darling (1955), Durbin (1973a), Kac, Kiefer, Wolfowitz (1955) and Neuhaus (1974, 1976).

A common drawback of the general results of the above quoted papers is that the resulting Gaussian processes which approximate the estimated empirical process depend, in general, on both the form of the hypothetical distribution function and the true values of the unknown parameters of the latter.
One way to overcome the above mentioned drawback is the so-called random substitution method suggested by Durbin (1961, 1976). Another randomization approach is the so-called half-sample device suggested by Durbin (1973, 1976) (also cf. Burke et al (1979)). The main drawback of these randomization approaches is that it introduces into the analysis of real data the element of artificial randomization and it is suspected that a loss of power may result via the use of randomization.

A completely different, but related, approach is the so-called "quantile approach" based on the quantile process of a given random sample of size \( n \). This approach is based on the strong approximation results of Csörgő, Révész (1978) for the quantile process. Again the Kolmogorov-Smirnov and the Cramér-von Mises functionals of the quantile process can be used to test the simple goodness-of-fit hypothesis that our random sample has a completely specified D.F.

Concerning the location and scale parameters family of D.F.'s, the "quantile approach" turned out to be very useful in dealing with the above composite goodness-of-fit tests. Csörgő, Révész (1979, 1981) considered the composite goodness-of-fit hypothesis \( H_0 : F(x, \mu, \sigma) = F_0(x - \mu)/\sigma \), with \( F_0 \) specified and \(-\infty < \mu < +\infty \), \( \sigma > 0 \) are unknown location and scale parameters. They proposed the following test statistic:
\[ M_n(\lambda) = \sum_{k=1}^{n} f_o\left( F_o^{-1}\left( \frac{k}{n+1} \right) \right) \left\{ \frac{X_{k:n} - \bar{X}_n}{S_n} - F^{-1}_o\left( \frac{k}{n+1} \right) \right\}^2 \left( F_o^{-1}\left( \frac{k}{n+1} \right) \right)^{\lambda-1}, \]

where \( \lambda \geq 1 \) is a fixed integer, \( f_o = F_o', \quad F_o^{-1} \) is the inverse of \( F_o \), \( (\bar{X}_n, S_n) \) is a "reasonable" sequence of estimators of \( (\mu, \sigma) \) and \( X_{1:n}, X_{2:n}, \ldots, X_{n:n} \) are the order statistics of the given random sample \( X_1, X_2, \ldots, X_n \). Using the "quantile approach" and if

\( (\bar{X}_n, S_n) = (\bar{X}_n, S_n^2) \), where \( \bar{X}_n \) is the sample mean and \( S_n^2 \) is the sample variance, Csörgő, Révész (1979, 1981) derived the asymptotic distribution of \( M_n(\lambda) \), which turned out to be nuisance parameter free but it depends, in general, on the form of \( F_o \).

As an alternate route for testing the same composite goodness-of-fit hypothesis, Csörgő, Révész (1980 I, II), following up a conjecture by Farzen (1979a,b), suggested tests based on

\[ p_n(u) = \begin{cases} \frac{[nu]-1}{n^{1/2}} \sum_{k=1}^{[nu]-1} f_o\left( F_o^{-1}\left( \frac{k}{n+1} \right) \right) \left( X_{k+1:n} - X_{k:n} \right) - u & \text{if } 0 \leq u < \frac{2}{n}, \\ \frac{[nu]^{-1}}{n^{1/2}} \sum_{k=1}^{[nu]-1} f_o\left( F_o^{-1}\left( \frac{k}{n+1} \right) \right) \left( X_{k+1:n} - X_{k:n} \right) - u & \text{if } \frac{2}{n} \leq u \leq 1, \end{cases} \]

where \([x]\) stands for the integer part of the real number \( x \).

Again, via the "quantile approach" Csörgő, Révész (1980 I, II) derived the asymptotic distribution of \( p_n(u) \), which turned out to
be nuisance parameter free but it depends on the form of $F_0$, except in the uniform and exponential cases.

Another alternative route to the same problem is to consider tests based on:

$$g_n(u;\alpha) = \begin{cases} 
\frac{n^{-1/2}}{n^{\alpha-1}} \frac{f_0^{-1}(\frac{k}{n+1})}{n} \left( X_{k+1:n} - X_{k:n} \right)^\alpha 
\frac{1}{n^{\alpha-1/nu}} \frac{f_0^{-1}(\frac{k}{n+1})}{n} \left( X_{k+1:n} - X_{k:n} \right)^\alpha 
\frac{1}{n^{1-\alpha}} \frac{f_0^{-1}(\frac{k}{n+1})}{n} \left( X_{k+1:n} - X_{k:n} \right)^\alpha 
\end{cases}$$

if $0 \leq u < \frac{2}{n}$,

if $\frac{2}{n} \leq u \leq 1$,

where $\alpha > 0$. It appears that deriving the asymptotic distribution of $g_n(u;\alpha)$ via the "quantile approach" is extremely difficult in general for $\alpha \neq 1$, including the important special case of $\alpha = 2$. However, another strong approximation methodology, namely, that of Komlós, Major, Tusnády (1975, 1976), turned out to be very useful in the uniform and exponential cases for any $\alpha > 0$. The problem of deriving the asymptotic distribution of $g_n(u;\alpha)$ for distributions other than the uniform and exponential ones for $\alpha \neq 1$ remains open.

Another classic problem that can be treated via the "quantile approach" is that of clustering techniques, partitioning the observations into two groups so that the between groups sum of squares is maximized.
This dissertation is divided into five chapters. In chapter I, we derive in-probability representation of an alternative definition of the sample quantile function. This definition is suggested by Parzen (1979a,b).

Chapter II deals with obtaining the asymptotic distribution of $M_n(\lambda)$ via the "quantile approach" when $(\theta_n, \delta_n)$ is a "reasonable" sequence of estimators of $(\mu, \sigma)$. This provides us with quadratic nuisance parameter free goodness-of-fit tests for the location and scale parameters family of D.R.'s. These results are applied to the problems of testing for the exponential, the logistic, the Weibull and the extreme value distributions.

In chapter III, we obtain in-probability representation of the estimated quantile process. In addition, further goodness-of-fit considerations are also discussed.

Our chapter IV is concerned with exponential and uniform spacings. Instead of using the "quantile approach", we use the strong approximation results of Komlós, Major, Tusnády (1975, 1976). The results of Moran (1947), Kimball (1950), Kozioł (1980), some results of Darling (1953) and some results of LeCam (1958) are special cases of our results. In addition, our general treatment enables us to introduce and discuss some new nuisance parameter free distribution free goodness-of-fit tests for the uniform and exponential distributions. These procedures can be applied to test for the random distribution of events in time. Moreover, some answers to the problem of rates of
convergence are given. The derived rates of convergence appear to be encouraging enough for statisticians to use our proposed test statistics and to start reusing some old tests, like for example that of Moran (1947).

In chapter V we consider the asymptotic distribution of a test for clustering in which the observations is partitioned into two groups so that the between groups sum of squares is maximized. The results of this chapter are generalization of the results of Brillinger, Knott, Scott (1979). In their paper they assumed that the observations are taken from a normal population, whereas in our treatment the normality assumption is not used. The results of this chapter can be looked at from the robustness point of view.

In this dissertation we wished to put emphasis not only on the particular results obtained, but also on the strong approximation methodology used throughout.

The results in chapters I, II, and III are joint with Professor M. Csörgő. Chapter IV is based on the author's paper (1981, to appear). Chapter V is based on the author's paper (1979, to appear). The results of all these chapters are believed to be new.
CHAPTER I
ON THE QUANTILE PROCESS

1. Introduction

Let $X_1, X_2, \ldots$ be a sequence of i.i.d. rv's with a continuous distribution function $F(.)$ and let $Y_1, Y_2, \ldots, Y_n$ denote the order statistics of a random sample $X_1, X_2, \ldots, X_n$. Define the empirical quantile function $Q_n$ by

$$Q_n(u) = Y_k \quad \text{if} \quad \frac{k-1}{n} < u < \frac{k}{n}, \quad k = 1, 2, \ldots, n. \quad (1.1)$$

For $u = 0$, we define $Q_n(0) = Y_0 = Y_1$. It is piecewise constant function whose values are the order statistics $Y_1, Y_2, \ldots, Y_n$.

Parzen (1979 a,b) has suggested another definition of the empirical quantile function. In the sequel, we will call Parzen's definition the second definition.

The second definition of $Q_n(u)$ is

$$Q_n(u) = n\left(\frac{1}{n} - u\right)Y_{j-1} + n\left(u - \frac{j-1}{n}\right)Y_j$$

for $\frac{j-1}{n} \leq u \leq \frac{j}{n}$ and $j = 1, 2, \ldots, n. \quad (1.2)$

For $j = 1$, we define $Y_0 = Y_1$ and consequently the second definition of $Q_n(u)$ is
\[ Q_n(u) = Y_1 \quad \text{for } 0 \leq u \leq \frac{1}{n} \]
\[ = n \left( \frac{1}{n} - u \right) Y_{j-1} + n(u - \frac{1}{n}) Y_j \quad \text{for } \frac{1}{n} < u < \frac{j}{n} \]
\[ \text{and } j = 2, 3, \ldots, n. \quad (1.2) \]

It is a piecewise linear function. Then \( \tilde{Q}(u) = Q_n'(u) \) is given by;
\[ \tilde{Q}(u) = n(Y_j - Y_{j-1}) \quad \text{for } \frac{j-1}{n} < u < \frac{j}{n} \text{ and } j = 1, 2, \ldots, n. \quad (1.3) \]

We begin with quoting results concerning strong approximation of the quantile process
\[ q_n(u) = n^{1/2}(Q_n(u) - F^{-1}(u)) \quad , 0 < u < 1 , \quad (1.4) \]
with \( Q_n(u) \) as in (1.1) and \( F^{-1}(u) = \inf\{x : F(x) \geq u\} \). Define the standardized empirical quantile process \( \rho_n \) by
\[ \rho_n(u) = f(F^{-1}(u)) q_n(u) \quad , 0 < u < 1 , \quad (1.5) \]
with \( q_n(u) \) as in (1.4).

**Theorem 1A** (Csörgő-Révész (1980) and (1978))

Let \( X_1, X_2, \ldots \) be i.i.d.r.v with a continuous distribution function \( F \) which is also twice differentiable on \((a, b)\), where
\[ -\infty < a = \sup\{x : F(x) = 0\} , \quad +\infty > b = \inf\{x : F(x) = 1\} \quad \text{and } F' = f > 0 \]
on \((a, b)\). Assume that for some \( \gamma > 0 \)
\[
\sup_{a < x < b} F(x) \left( 1 - F(x) \right) \frac{|f'(x)|}{f^2(x)} \leq \gamma \tag{1.6}
\]

One can then define a Brownian bridge \( \{B_n(u) ; 0 < u < 1\} \) for each \( n \) and a Kiefer process \( \{K(y, t) ; 0 \leq y \leq 1, 0 \leq t\} \) such that

\[
\sup_{\delta_n < u < 1 - \delta_n} |\rho_n(u) - B_n(u)| \xrightarrow{a.s.} 0(n^{-1/2} \log n) \tag{1.7}
\]

and

\[
\sup_{\delta_n < u < 1 - \delta_n} |n^{1/2}\rho_n(u) - K(u, n)| \xrightarrow{a.s.} 0((n \log \log n)^{1/4} (\log n)^{1/2}), \tag{1.8}
\]

where \( \delta_n = 25 n^{-1} \log \log n \).

If, in addition to (1.6), we also assume that

\[
A = \lim_{x \to a} f(x), \quad B = \lim_{x \to b} f(x) < \infty \tag{1.9}
\]

with

(1) \( \min(A, B) > 0 \)

or

(ii) if \( A = 0 \) (resp. \( B = 0 \), then \( f \) is nondecreasing (resp. nonincreasing) on an interval to the right of \( a \) (resp. to the left of \( b \)),

then (1.6) and (1.9) with (i) imply

\[
\sup_{0 < u < 1} |\rho_n(u) - B_n(u)| \xrightarrow{a.s.} 0(n^{-1/2} \log n) \tag{1.10}
\]

and (1.6) and (1.9) with (ii) imply

\[
\sup_{0 < u < 1} |\rho_n(u) - B_n(u)|
\]
\[ a.s. 0(n^{-1/2} \log n) \quad \text{if } \gamma < 2 \]

\[ a.s. 0(n^{-1/2} (\log \log n)^\gamma (\log n)^{(1+\varepsilon)}(\gamma-1)) \quad \text{if } \gamma \geq 2, \]  

(1.11)

where \( \gamma \) is as in (1.6) and \( \varepsilon > 0 \) is arbitrary; also (1.6) and (1.9) with (i) or (ii) imply

\[ \sup_{0 < u < 1} |n^{1/2} \rho_n(u) - K(u, n)| \leq 0((n \log n)^{1/4}(\log n)^{1/2}). \]  

(1.12)

Remark 1.1

Throughout this thesis the notation \( a.s. 0(.) \) as well as the notation \( P 0(.) \) is meant with an absolute constant.

As to the notion of a Brownian bridge we have

Definition 1.1

A Brownian bridge \( \{B(y) ; 0 \leq y \leq 1\} \) is a separable Gaussian process with \( E B(y) = 0 \) and covariance function

\[ E B(y_1) B(y_2) = y_1 y_2 - y_1 y_2. \]

We will also need

Definition 1.2

A Kiefer process \( \{K(y, t) ; 0 \leq y \leq 1, 0 \leq t\} \) is a separable Gaussian process with \( E K(y, t) = 0 \) and covariance function

\[ E K(y_1, t_1) K(y_2, t_2) = t_1 t_2 (y_1 y_2 - y_1 y_2). \]

The following is going to be useful in the sequel.
Theorem 1B (P. Lévy (1973), (1948)).

\[
\lim_{h \to 0} (2h \log \frac{1}{h})^{-1/2} \sup_{0 < s < 1} |W(s + h) - W(s)| \xrightarrow{a.s.} 1, \quad (1.13)
\]

where \( \{W(t) ; 0 < t < \infty\} \) is a Wiener process, i.e., a continuous Gaussian process with \( EW(t) = 0 \) and covariance function \( EW(t) = s \Delta t \).

2. Asymptotic Distribution Theory for Parzen's Definition of \( Q_n \)

Parzen (1979 a,b) proposed a problem, which is to show that the above mentioned asymptotic distribution theory for the first definition of \( Q_n \), i.e., as in (1.1) (cf. Theorem 1A), applies also to the second definition of \( Q_n \). For the sake of tackling the latter we define

\[
\lambda(n, u) = \{nu\} - nu, \quad (2.1)
\]

where \( \{x\} \) = the smallest integer greater than or equal to \( x \), and

\[
\rho_n(u) = \sqrt{n} f(F^{-1}(u))(Y_n - F^{-1}(u)) \quad \text{for} \quad 0 < u < \frac{1}{n}
\]

\[
= \lambda(n, u) \sqrt{n} f(F^{-1}(u - \frac{1}{n})) [Y_{\{nu\}} - F^{-1}(u - \frac{1}{n})]
\]

\[
= \sqrt{n} (1 - \lambda(n, u)) f(F^{-1}(u))[Y_{\{nu\}} - F^{-1}(u)]
\]

\[ \text{for} \quad \frac{1}{n} < u < 1. \quad (2.2) \]
Theorem 2.1

Let \( X_1, X_2, \ldots \) be i.i.d. rv with a continuous distribution function \( F \) which is also twice differentiable on \((a, b)\), where
\[-\infty < a = \sup\{x : F(x) = 0\}, \quad +\infty > b = \inf\{x : F(x) = 1\}\]
and \( F' = f \neq 0 \) on \((a, b)\). One can then define a Brownian bridge
\[B_n(u); 0 \leq u \leq 1\] for each \( n \) and a Kiefer process
\[K(y,t); 0 \leq y \leq 1, t \geq 0\] such that if condition (1.6) and (1.9) with (i) are assumed, then
\[
\sup_{0 < u < 1} \left| \rho_n^*(u) - B_n(u) \right| \Pr \leq O(n^{-1/2} \log n) \tag{2.3}
\]
and if (1.6) and (1.9) with (ii) are assumed, then
\[
\sup_{0 < u < 1} \left| \rho_n^*(u) - B_n(u) \right| \Pr \leq 0(n^{-1/2} \log n) \tag{2.4}
\]
if \( \gamma < 2 \). For \( \gamma \geq 2 \),
\[
\Pr \leq O(n^{-1/2} (\log \log n)^{\gamma-1} \log n) \Pr \leq O(n^{-1/2} (\log \log n)^{\gamma-1} \log n) \tag{2.4}
\]
where \( \gamma \) as in (1.6) and \( \epsilon > 0 \) is arbitrary. In addition if conditions (1.6) and (1.9) with (i) or (ii) are assumed, then
\[
\sup_{0 < u < 1} \left| n^{-1/2} \rho_n^*(u) - K(u,n) \right| \text{a.s.} \leq O((\log \log n)^{1/4} (\log n^{-1/2})) \tag{2.5}
\]

Proof.

We notice that the first definition of \( Q_n \) is
\[Q_n(u) = \frac{1}{[nu]}\]
For $\frac{1}{n} < u < 1$, we have

$$\left| \rho_n^*(u) - B_n(u) \right| = \left| \rho_n^*(u) - \lambda(n,u) B_n(u) - (1 - \lambda(n,u)) B_n(u) \right|$$

$$= \left| \rho_n^*(u) - \lambda(n,u) B_n(u - \frac{1}{n}) - (1 - \lambda(n,u)) B_n(u) \right|$$

$$- \lambda(n,u) (B_n(u) - B_n(u - \frac{1}{n}))$$

$$\leq \lambda(n,u) \left| \sqrt{n} f(F^{-1}(u - \frac{1}{n})) \cdot (Y_{[nu-1]} - F^{-1}(u - \frac{1}{n})) \right|$$

$$- B_n(u - \frac{1}{n})$$

$$+ (1 - \lambda(n,u)) \left| \sqrt{n} f(F^{-1}(u)) \cdot (Y_{[nu]} - F^{-1}(u)) - B_n(u) \right|$$

$$+ \lambda(n,u) \left| B_n(u) - B_n(u - \frac{1}{n}) \right|$$

$$= \lambda(n,u) \left| \rho_n(u - \frac{1}{n}) - B_n(u - \frac{1}{n}) \right|$$

$$+ (1 - \lambda(n,u)) \left| \Delta_n(u) - B_n(u) \right|$$

$$+ \lambda(n,u) \left| B_n(u) - B_n(u - \frac{1}{n}) \right|$$

(2.6)

with $\rho_n$ as in (1.5).

As to the third term, we apply Theorem 1B to

$$B(u) = W(u) - uW(1), \quad 0 \leq u \leq 1,$$

and get
\[
\sup_{\frac{1}{n} < u < 1} \left| \hat{h}_n(u) - h_n(\mu - \frac{1}{n}) \right|
\]
\[\overset{D}{=} \sup_{\frac{1}{n} < u < 1} \left| B(u) - B(u - \frac{1}{n}) \right|,\]
\[\overset{a.s.}{=} O(n^{-1/2} (\log n)^{1/2}). \quad (2.7)\]

Consequently
\[
\sup_{\frac{1}{n} < u < 1} \left| \hat{B}_n(u) - B_n(u - \frac{1}{n}) \right| \overset{D}{=} O(n^{-1/2} (\log n)^{1/2}). \quad (2.8)
\]

Thus, by taking the supremum of both sides of (2.6) over \(\left(\frac{1}{n}, 1\right)\) and taking into account (1.11), (1.12) and (2.8), we get
\[
\sup_{\frac{1}{n} < u < 1} \left| \hat{\rho}_n(u) - \hat{B}_n(u) \right| \overset{D}{=} O(n^{-1/2} \log n), \quad (2.9)
\]

if (1.6) and (1.9) with (i) are assumed, and if (1.6) and (1.9) with (ii) are assumed, we get
\[
\sup_{\frac{1}{n} < u < 1} \left| \hat{\rho}_n(u) - \hat{B}_n(u) \right| \overset{D}{=} O(n^{-1/2} \log n) \quad \text{if } \gamma < 2
\]
\[
\overset{D}{=} O(n^{-1/2} (\log \log n)^{\gamma (\log n)^{(1+\epsilon)}(\gamma - 1)}) \quad \text{if } \gamma \geq 2, \quad (2.10)
\]
where $\gamma$ is as in (1.6) and $\varepsilon > 0$ is arbitrary. Also,

$$\rho_n^*(u) = f(F^{-1}(u)) \cdot q_n(u) = \rho_n(u) \quad \text{for} \quad 0 < u < \frac{1}{n} \quad \text{(2.11)}$$

with $\rho_n$ as in (1.5), and

$$\sup_{0 < u < 1} |\rho_n^*(u) - B_n(u)| \leq \sup_{0 < u < \frac{1}{n}} |\rho_n^*(u) - B_n(u)|$$

$$+ \sup_{\frac{1}{n} < u < 1} |\rho_n^*(u) - B_n(u)| \quad \text{(2.12)}$$

Now, if (1.6) and (1.9) with (i) are assumed, then (2.3) follows by (2.9) and by applying (1.10) to the first term of the right hand side of (2.12). On the other hand, if (1.6) and (1.9) with (ii) are assumed, then (2.4) follows by (2.10) and by applying (1.12) to the first term of the right hand of (2.12).

The statement of (2.5) can be proved similarly, using the inequality of (2.6), respectively that of (2.12), with $K(u, n)/n^{1/2}$ replacing $B_n(u)$ in it, and the fact that

$$\sup_{\frac{1}{n} < u < 1} |K(u, n) - K(u - \frac{1}{n}, n)| \quad \text{a.s.} \quad O((\log n)^{1/2}) \quad \text{(2.13)}$$

The latter in turn follows from

Theorem 1C (cf. Chan (1977), or Theorem 15.2 in Csörgő and Révész (1981)).

Let $\{h_n\}$ be a sequence of positive numbers for which

$$\lim_{n \to \infty} \frac{\log h_n^{-1}}{\log \log n} = \infty$$
Then

\[ \lim_{n \to \infty} \sup_{0 < u < 1-h_n} \beta_n \left| K(u + h_n, n) - K(u, n) \right| \overset{a.s.}{\to} 1 \]

where \( \beta_n = (2nh_n \log h_n^{-1})^{-1/2} \).
CHAPTER II

QUADRATIC NUISANCE PARAMETER FREE GOODNESS-OF-FIT
TESTS IN THE PRESENCE OF LOCATION
AND SCALE PARAMETERS

1. Introduction, Legend, Preliminaries and Definitions

Let \( X_1, X_2, \ldots \) be a sequence of i.i.d. rv's with distribution function \( F \) with unknown location and scale parameters \( -\infty < \mu, \sigma < \infty \) and \( \sigma > 0 \) respectively, and assume that \( F \) is of the form
\[
F(x;\mu,\sigma) = F_0((x - \mu)/\sigma), \quad x \in \mathbb{R},
\]
where \( F_0(z) = F(\sigma z + \mu; \mu, \sigma) \).

Let \( F \) be the class of all continuous distribution functions of this latter form, i.e.,
\[
F = \{F(x;\mu,\sigma) : F(x;\mu,\sigma) = F_0\left(\frac{x - \mu}{\sigma}\right), \quad -\infty < \mu < \infty, \quad \sigma > 0 \}. \quad (1.1)
\]

Further, let \( X_1, X_2, \ldots, X_n \) be a random sample from a distribution \( F \).

We are interested in testing the composite null hypothesis
\[
H_0 : F \in F, \text{ with } F_0 \text{ specified}, \quad \sigma > 0. \quad (1.2)
\]

and \( F \) is as in (1.1).

Let \( F_n \) be the empirical distribution function of the random sample \( X_1, X_2, \ldots, X_n \). The empirical process based on \( X_1, X_2, \ldots, X_n \) is defined by
\[ \beta_n(x) = n^{1/2}(F_n(x) - F(x; \mu, \sigma)), \quad -\infty < x < \infty \]  

and, as it is well known, its Kolmogorov-Smirnov functional

\[ \sup_{-\infty < x < \infty} |\beta_n(x)| \]

and its Cramér-von Mises functional

\[ \int_{-\infty}^{\infty} \beta_n^2(x) \, dF(x) \]

can be used to test the simple goodness-of-fit hypothesis that our random sample \( X_1, X_2, \ldots, X_n \) has a completely specified distribution function, e.g.,

\[ H_0' : F = F_0\left(\frac{x - \mu}{\sigma}\right), \quad \text{with } F_0 \text{ specified and } \mu, \sigma \text{ known}. \]  

However, when testing for composite null hypothesis, like for example that of (1.2), we have the problem of not knowing the values of \( \mu \) and \( \sigma \). There are many ways of "getting rid of \( \theta = (\mu, \sigma)\)" so as to reduce composite goodness-of-fit hypotheses to simple ones. As far as the empirical process is concerned, one natural way of doing this is to estimate \( \theta \) by using some kind of "a good estimator" sequence \( \{\hat{\theta}_n\}_{n=1}^{\infty} \), based on the sample \( X_1, X_2, \ldots, X_n \) from \( F(x; \theta) \), \( \theta = (\mu, \sigma) \).

Concerning the classical Cramér-von Mises and Kolmogorov-Smirnov statistics, Darling (1955) and Kac, Kiefer, Wolfowitz (1955) studied their asymptotic distributions, by first estimating the unknown parameters of some special continuous distribution functions.

Durbin (1973a) studied the weak convergence of the empirical process under a given sequence of alternative hypotheses when parameters of any continuous distribution function \( F(x; \theta) \) are estimated from the data via maximum likelihood or maximum likelihood-like estimators.

Neuhaus (1974, 1976a,b) also considered the asymptotic properties of the Cramér-von-Mises statistic when parameters are estimated. Burke
et al (1979) obtained asymptotic in-probability and almost sure representations in terms of Gaussian processes in both $x$ and $n$ for the empirical process when parameters are estimated by ML or ML-like estimators via the strong approximation methodology of Kiefer (1972), Csörgő, Révész (1975) and Komlós, Major, Tusnády (1975) for the empirical process $\beta_n$ of (1.3).

A common drawback of the general results of the weak and strong convergence papers quoted in the above paragraph is that the resulting Gaussian processes which approximate the estimated empirical process depend, in general, on both the form of the hypothetical distribution function and the true values of the unknown parameters of the latter, resulting in a situation where the statistics under consideration are computable, given the form of $F$, but the distributions of the corresponding functionals of the approximating Gaussian process are not.

One way to overcome the above mentioned drawback is the so-called random substitution method suggested by Durbin (1961, 1976). In this method, the estimator $\hat{\theta}_n$ of the unknown $\theta$ calculated from the sample is to be replaced by a corresponding estimator $\hat{\theta}_n^*$ external to the sample, of a known value of $\theta$. It is shown that for the family $F$ of (1.1), under mild conditions, the limiting distribution of the thus estimated empirical process on the null hypothesis is the same as if the values of the nuisance parameters were known to begin with.

Regrettably, the random substitution method has not found favour in practice. The reasons seem to be, as suggested by Durbin (1976, p. 38),
(i) Practical workers do not like introducing into the analysis of real data the element of artificial randomization involved in selecting the random vector \( \tilde{\theta}_n^* \), external to the data.

(ii) It is suspected that a loss of power may result via the use of randomization.

(iii) The computational labor required to obtain \( \tilde{\theta}_n^* \) and effect the required transformation is burdensome.

A much simpler randomization way of constructing a form of the estimated empirical process which has the same limiting distribution as \( \theta_n \) under both null and alternative hypotheses is the so-called half-sample device. In this method the estimate of \( \theta \) is calculated from a randomly chosen half of the given sample instead of from the whole sample. This device was suggested by Durbin (1973b) following up an earlier related proposal by Rao (1972). It was studied further by Durbin (1976), and Burke et al (1979). The main feature of this method is that on the null hypothesis the estimated empirical process has the same limiting distribution as if the values of the nuisance parameters were known. This suggests that the random substitution and random half-sample methods are asymptotically equivalent, i.e., the effect of the randomization element required to select the half-sample is asymptotically equivalent to that involved in the use of the random substitution method. However, the half-sample device is intuitively more appealing than the random substitution method, since the former does not require going outside the set of
observed values. In addition, it is computationally much easier to use in practice. Durbin (1976, p. 40) suggested that the half-sample device might provide a useful interim procedure in the absence or convenience of the full sample procedures.

Csörgő et al (1974) suggested another approximate solution, namely to put the estimator $\hat{\sigma}_n$ in the limiting Gaussian process of the estimated empirical process, and they have proved, at least in principle, the applicability of this method.

As an alternative route to test for $H_0$ of (1.2), Csörgő, Révész (1980, I-II), following up a conjecture by Parzen (1979a,b), suggested tests based on the stochastic process

$$\{p_n(u); 0 \leq u \leq 1, n = 1, 2, \ldots\}$$

defined on the bases of a random sample $X_1, X_2, \ldots, X_n$ as

$$p_n(u) = \begin{cases} 
0 & \text{if } 0 \leq u < \frac{2}{n} \\
\sum_{k=1}^{[n u/2]} \frac{1}{\sqrt{n}} \left\{ \sum_{j=1}^{n-1} f_0^{-1} \left( \frac{j}{n+1} \right) (X_{j+1:n} - X_{j:n}) \right\} - u & \text{if } \frac{2}{n} \leq u \leq 1,
\end{cases}$$

(1.5)

where $[x]$ stands for the integer part of the real number $x$ and $X_1:n, X_2:n, \ldots, X_n:n$ are the order statistics of the sample $X_1, X_2, \ldots, X_n$. It is clear that, under $H_0$, the distribution of $p_n(u)$ is nuisance parameter free for each $n$ and consequently its asymptotic
process is also nuisance parameter free. (Csörgő, Révész (1980I,II)
derived the limiting Gaussian process which turned out to be a
Brownian bridge in the uniform and exponential cases but otherwise
it depends on the form of \( F_0 \).

Another alternative route to test for \( H_0 \) of (1.2), is to
consider tests based on the stochastic process

\[
\{ g_n(u;\alpha) ; 0 \leq u \leq 1 , \ n = 1,2, \ldots , \alpha > 0 \}
\]
defined on the bases of a random sample \( X_1, X_2, \ldots, X_n \) as follows;

\[
g_n(u;\alpha) = \begin{cases}
0 & \text{if } 0 \leq u < \frac{2}{n} \\
\frac{1}{\sqrt{n}} \left( \frac{\alpha_1 - \alpha}{\alpha} \right) \frac{1}{\alpha} \sum_{1 \leq j \leq n} \left( F_0^{-1}\left( \frac{j}{n+1} \right) \right) \left( X_{j+1:n} - X_{j:n} \right)^{\alpha} - u\gamma(1+\alpha)
\end{cases}
\]

\[
, \text{if } \frac{2}{n} \leq u \leq 1. \quad (1.6)
\]

Again, given \( H_0 \) of (1.2) the distribution of \( g_n(u;\alpha) \) is nuisance
parameter free for each \( n \) and consequently its asymptotic process is
also nuisance parameter free and it is excepted that its asymptotic
process will depend on the form of \( F_0 \). However, it appears that
the asymptotic theory of \( g_n(u;\alpha) \) is extremely difficult in general
even for the important case of \( \alpha = 2 \), i.e., for the \( L^2 \)-version of
\( p_n(u) \) of (1.5) of Csörgő, Révész.
Concerning the uniform and exponential cases, we studied
the asymptotic theory of \( g_n(u; a) \) of (1.6) in chapter IV. We
proved that, just like that of \( p_n(u) \) of (1.5), the limiting
Gaussian process is nuisance parameter-free and distribution free in
the latter two cases.

For the sake of further discussion and also for later use, we
define now the empirical quantile function \( Q_n \) by

\[
Q_n(y) = \begin{cases} 
X_{k:n} & \text{if } \frac{k - 1}{n + 1} < y < \frac{k}{n + 1}, \quad k = 1, 2, \ldots, n \\
X_{n:n} & \text{if } \frac{n}{n + 1} < y < 1 
\end{cases}
\]  

(1.7)

where \( X_{1:n}, X_{2:n}, \ldots, X_{n:n} \) are the order statistics of the sample
\( X_1, X_2, \ldots, X_n \), and if the continuous distribution function \( F \) of
the sample has a density function \( f \), the standardized empirical
quantile process \( \rho_n \) by

\[
\rho_n(u) = n^{1/2} f(F^{-1}(u))(Q_n(u) - F^{-1}(u)), \quad 0 < u < 1,
\]

(1.8)

where \( F^{-1}(u) = \inf\{x : F(x) \geq u\} \), the inverse of \( F \).

From now on, unless explicitly indicated otherwise, let
\( X_1, X_2, \ldots, X_n \) be a random sample from a distribution function \( F \)
and let \( X_{1:n}, X_{2:n}, \ldots, X_{n:n} \) be the corresponding order statistics.
Our task is to test the composite goodness-of-fit hypothesis of (1.2), namely, \( H_0 : F \in \mathcal{F} \) of (1.1) with \( \mathcal{F}_0 \) specified.

Let us assume that \( \mathcal{F}_0 \) of (1.1) has a density function \( f_0 \), and define the standardized empirical quantile process \( \rho^0_n \) of the family \( F \) of (1.1) by

\[
\rho^0_n(u) = \rho(u; \mu, \sigma) = \frac{1}{\sqrt{n}} f_0^{-1}(u) \left( \frac{Q_n(u) - \mu}{\sigma} - F_0^{-1}(u) \right)
\]

\[
= \frac{1}{\sqrt{n}} f_0^{-1}(u) (Q^0_n(u) - F_0^{-1}(u)), \quad 0 < u < 1 , \quad (1.9)
\]

where \( Q^0_n(u) = (Q_n(u) - \mu)/\sigma \) and \( Q_n(u) \) is as in (1.7).

Let \( \hat{\theta}_n = (\hat{\beta}_n \hat{\sigma}_n) \) be a sequence of estimators for \( \theta = (\mu, \sigma) \) and define the estimated standardized empirical quantile process \( \beta^0_n(u) \) as

\[
\beta^0_n(u) = \rho_n(u; \hat{\beta}_n \hat{\sigma}_n)
\]

\[
= \frac{1}{\sqrt{n}} f_0^{-1}(u) \left( \frac{Q_n(u) - \hat{\beta}_n}{\hat{\sigma}_n} - F_0^{-1}(u) \right), \quad 0 < u < 1 . \quad (1.10)
\]

We return now to our preliminary discussion. Shapiro and Wilk (1965), and Shapiro and Francia (1972) have proposed a test statistic for normality (parameters unknown) which is perhaps the most accepted and successful one so far. De Wet and Venter (1972) have shown that the Shapiro and Francia test for normality, which itself as a large sample version of the original Shapiro–Wilk procedure, is asymptotically equivalent to rejecting the null hypothesis that the data have come from a normal distribution for large values of the statistic \( U_n \).
which in our notation is defined as

\[ L_n' = \sum_{k=1}^{n} \frac{\left( \hat{\rho}_n^0 \left( \frac{k}{n+1} \right) \right)^2}{n \, \phi^{-1} \left( \frac{k}{n+1} \right)} \]

\[ (1.11) \]

where, for the normal family, \( \hat{\rho}_n^0 \) is defined as.

\[ \hat{\rho}_n^0(u) = n^{1/2} \frac{Q_n(u) - \hat{\mu}_n}{\hat{\sigma}_n} = \phi^{-1}(u), \] 0 < u < 1 , \]

\[ (1.12) \]

and in (1.11), \( \hat{\sigma}_n = \hat{G}_n = (\hat{\mu}_n, \hat{S}_n) \), \( \hat{x}_n \) is the sample mean, \( \hat{S}_n^2 \) is the sample variance, \( \phi \) and \( \phi^{-1} \) respectively are the density function and distribution function of a standard normal rv. Assuming normality, De Wet and Venter (1972) showed that

\[ L_n = \left( L_n' - a_n \right) \frac{2}{\sqrt{n}} \sum_{k=3}^{n} \left( Z_k^2 - 1 \right)/k ; \]

\[ (1.13) \]

where \( Z_1, Z_2, \ldots, Z_n \) are i.i.d. standard normal rv, \( a_n = \text{EL}_n \), whose approximate values they also tabulated, and they provided tables for the asymptotic distribution of \( L_n \).

De Wet and Venter (1973) also treated \( H_0 \) of (1.2) with \( \mu = 0 \) and \( \sigma > 0 \). Along the lines of the original Shapiro-Wilk (1965) procedure, they proposed the test statistic \( E_n \), defined by

\[ E_n = \sum_{k=1}^{n} \frac{\left( \hat{\rho}_n^0 \left( \frac{k}{n+1} \right) \right)^2}{n \, \phi^{-1}(0, \frac{k}{n+1})^2} \]

\[ J \left( \frac{k}{n+1} \right) \]

\[ (1.14) \]

where, \( J(u) = \frac{1}{I} \sum_{0}^{1} L' \left( F_0^{-1}(u) \right) \), with \( L(y) = -1 - y \frac{f_0'(y)}{f_0(y)} \), and

\[ I = \int_{0}^{1} L' \left( F_0^{-1}(u) \right) F_0^{-1}(u) \, du , \]

and
\[ \frac{\hat{\beta}^0_n(\frac{k}{n+1})}{\sqrt{n} f_0(F^{-1}_0(\frac{k}{n+1}))(Q_n(\frac{k}{n+1})/\hat{\sigma}_n - F^{-1}_0(\frac{k}{n+1}))}
\]

\[ \hat{\sigma}_n = \frac{1}{n} \sum_{k=1}^{n} J(\frac{k}{n+1}) X_k: \]

Letting \( e_n = E_n \), they have found the limiting distribution of

\[ E_n - e_n \quad \text{(1.15)} \]

Csörgő and Révész (1979), considering the same composite goodness-of-fit hypothesis of (1.2), aiming at such statistics which would not require norming factors, like for example \( a_n, e_n \) of \( L_n \) and \( E_n \) respectively, for their limits to exist, and which would still have a tail-sensitivity, though less pronounced than that of \( L_n \) and \( E_n \), have proposed the following test statistic

\[ M^0_n(\lambda) = \frac{1}{n} \sum_{k=1}^{n} \frac{\left(\frac{\hat{\beta}^0_n(\frac{k}{n+1})}{\sqrt{n} f_0(F^{-1}_0(\frac{k}{n+1}))}\right)^2}{(F^{-1}_0(\frac{k}{n+1}))^{\lambda-1}} \quad \text{(1.16)} \]

where \( \lambda \geq 1 \) is a fixed integer, \( \hat{\beta}^0_n \) is as in (1.10). Considering those \( f_0 \) for which \( \int_{-\infty}^{\infty} x f_0(x)dx = 0 \) and \( \int_{-\infty}^{\infty} x^2 f_0(x)dx = 1 \) and taking \( \hat{\sigma} = (\hat{Q}_n, \hat{S}_n) = (\hat{X}_n, \hat{S}_n) \) they derived the asymptotic distribution of \( M^0_n(\lambda) \), which turned out to be nuisance parameter free, via that of
\[
M_n^0(\lambda) = \frac{1}{n} \sum_{k=1}^{n} \frac{\rho_n^0(\frac{k}{n+1})^2}{n f_0(F_0^{-1}(\frac{k}{n+1}))} (F_0(\frac{k}{n+1}))^{\lambda-1},
\]

where \( \rho_n^0 \) is as in (1.9). They have proved the following Theorem.

**Theorem 2A** (Csörgő, Révész (1979), (1981)).

Let \( X_1, X_2, \ldots, X_n \) be a random sample with an absolutely continuous distribution \( F_0 \), which satisfies all the conditions of Theorem 1A. In addition assume also that

\[
\lim_{y \to 0} y^r |F_0^{-1}(y)| = \lim_{y \to 1} (1 - y)^r |F_0^{-1}(y)| = 0,
\]

for some \( r > 2\lambda \). Then via the sequence of Brownian bridges of Theorem 1A, we have

\[
\left| M_n^0(\lambda) - n^{-1} \sum_{k=1}^{n} \left( B_0^2(\frac{k}{n+1}) / f_0(F_0^{-1}(\frac{k}{n+1})) \right) (F_0(\frac{k}{n+1}))^{\lambda-1} \right| \xrightarrow{a.s.} o(1),
\]

and

\[
\left| M_n^0(\lambda) - \int_{0}^{1} B_n^2(y) y^{-1} d(F_0^{-1}(y))^{\lambda} \right| \xrightarrow{P} o(1), \lambda = 1,2, \ldots
\]
Remark 1.1

In the same quoted paper of Csörgő, Révész, they proved that

\[ M^0(\lambda) = \int_0^1 B^2(y) \lambda^{-\frac{1}{2}} d(F^{-1}_G(y))^{\lambda} \quad (1.21) \]

exists a.s.

Csörgő, Révész ((1979), (1981)) pointed out that it was desirable to work out an analogue of their results about \( M_n(\lambda) \), taking the route of having more general estimators \( (\hat{\theta}_n, \hat{\sigma}_n) \), other than \( (\hat{\lambda}_n, \hat{\sigma}_n) \), which they used.

One of the aims of this chapter is to address to this general route. Indeed, we show that a similar asymptotic theory holds true for any other "reasonable" method of estimation, like for example maximum likelihood and maximum likelihood like estimators, \( L \)-estimators, or for the Weiss' estimate for \( \sigma \) when \( u \) is known.

We mention here that the results of section 3 are, in addition to being essential for those of section 4, of special interest in themselves. More precisely, we show that under suitable restrictions we have uniformly in \( 0 < u < v < 1 \),

\[
\begin{align*}
& n^{1/2} \left( \frac{1}{n} \sum_{[nu]+1}^{[nw]} j \left( \frac{k}{n+1} \right) x_{k:n} \right) - \int_u^v J(x) G^{-1}(x) dx \\
& \quad \Rightarrow \int_u^v J(x) B(x) dG^{-1}(x) \\
& \quad (1.22)
\end{align*}
\]

where \( J(.) \) is a well behaved function, \( B(.) \) is a Brownian bridge and
$X_1:n', X_2:n', \ldots, X_{n:n}$ are the order statistics of a random sample $X_1, X_2, \ldots, X_n$ with a distribution function $G(.)$.

Continuing with the preliminaries, for the sample $X_1, X_2, \ldots, X_n$ from $F \in P$ of (1.1) and under $H_0$ of (1.2), define $U_i = F_0 ((X_i - \mu)/\sigma), i = 1, 2, \ldots, n$. Then $U_1, U_2, \ldots, U_n$ are i.i.d. r.v.'s with uniform distribution on $[0,1]$. Construct the uniform empirical process $\alpha_n(.)$ and the uniform empirical quantile process $u_n(.)$, of the sample $U_1, U_2, \ldots, U_n$, the following way:

\[
\alpha_n(y) = n^{1/2}(F_n(y) - y), \quad 0 < y < 1, \quad (1.23)
\]

and

\[
u_n(y) = n^{1/2}(Q_n(y) - y), \quad 0 < y < 1, \quad (1.24)
\]

where $F_n(.)$ and $Q_n(.)$ are the empirical distribution function and the empirical quantile function, based on $U_1, U_2, \ldots, U_n$, respectively.

Komlós, Major, Tusnády (1975) proved that there exists a sequence of Brownian bridges $B_n(y), 0 \leq y \leq 1$ for each $n$ such that

\[
\sup_{0 \leq y \leq 1} |\alpha_n(y) - B_n(y)| \text{ a.s. } O(n^{-1/2} \log n). \quad (1.25)
\]

Kiefer (1970) proved that

\[
\sup_{0 \leq y \leq 1} |\alpha_n(y) - (-u_n(y))| \text{ a.s. } O((n^{-1} \log \log n)^{1/4} (\log n)^{1/2}). \quad (1.26)
\]

Combining (1.25) and (1.26), we get

\[
\sup_{0 \leq y \leq 1} |u_n(y) - B_n(y)| \text{ a.s. } O(n^{-1} \log \log n)^{1/4} (\log n)^{1/2}). \quad (1.27)
\]
Csörgö, Révész (1978) proved that, if \( F_0 \) satisfies all the conditions of Theorem 1A, then

\[
\sup_{0 < y < 1} |\rho_n^0(y) - u_n(y)| = \begin{cases} 
 0(n^{-1/2} \log \log n) & \gamma < 1 \\
 0(n^{-1/2} (\log \log n)^2) & \gamma = 1 \\
 0(n^{-1/2} (\log \log n)^\gamma (\log n)^{(1+\varepsilon)(\gamma-1)}) & \text{if } \gamma > 1,
\end{cases}
\]

(1.28)

where \( \gamma \) is as in (1.6) of chapter I and \( \varepsilon > 0 \) is arbitrary.

Combining now (1.27) and (1.28), we get that under all the conditions of Theorem 1A

\[
\sup_{0 < y < 1} |\rho_n^0(y) - B_n(y)| \quad \text{a.s.} \quad 0((n^{-1} \log \log n)^{1/4} (\log n)^{1/2}).
\]

(1.29)

In summarizing the above few lines, we have

**Corollary 1.1**

Given all the conditions of Theorem 1A concerning \( F_0 \) of \( \rho_n^0(.) \) of (1.9) and letting \( \alpha_n(.) \) be as in (1.23), with the Brownian bridges \( \{B_n\} \) of (1.25) we have

\[
\sup_{0 < y < 1} |\sqrt{n}(F_n(F^{-1}(y)) - y) - B_n(y)| = \sup_{0 < y < 1} |\alpha_n'(y) - B_n(y)| \quad \text{a.s.} \quad 0(n^{-1/2} \log n)
\]

(1.30)
and

\[ \sup_{0 \leq y \leq 1} | \rho_n^y(y) - B_n(y) | \xrightarrow{a.s.} 0 \left( n^{-1} \log \log n \right)^{1/4} \left( \log n \right)^{1/2}. \]  \hspace{1cm} (1.31)

**Remark 1.1**

A clear disadvantage of corollary (1.1) is that the rate of (1.31) is far from the best possible one, which is given by Csörgő, Révész (1978). However, with respect to our present needs (i.e., to prove Theorem 2.1) corollary (1.1) has the advantage of giving a representation for the processes \( \alpha_n(y) \) and \( \rho_n^y(y) \) in terms of the same sequence of Brownian bridges, and the shown rate of convergence in (1.31) is sufficient for our purpose here.

2. The Asymptotic Distribution of \( M_n(\lambda) \) when Using M.L. and M.L-Like Estimators

For an i.i.d. sequence \( X_1, X_2, \ldots \) from the family of distribution functions \( F \) of (1.1), let \( \hat{\theta}_n = (\hat{\theta}_n^1, \hat{\theta}_n^2) \) be a sequence of estimators of \( \theta = (\mu, \sigma) \) based on \( X_1, X_2, \ldots, X_n \). Adapting the maximum likelihood like conditions of Burke et al (1979) for the special parameter structure of the family \( F \), we assume:

\[ n^{1/2} (\hat{\theta}_n - \theta_0) = n^{-1/2} \sum_{1}^{n} \ell(X_j, \theta_0) + \varepsilon_n, \]

where \( \ell(., \theta_0) \) is a measurable 2-dimensional vector valued function, \( \theta_0 = (\mu_0, \sigma_0) \) is the theoretical value of \( \theta = (\mu, \sigma) \), and \( \varepsilon_n \xrightarrow{p} 0. \) \hspace{1cm} (2.1)

\[ \text{(ii)} \quad E \ell(X_j, \theta_0) = 0, \quad j = 1, 2, \ldots, n. \]
(iii) $E \{\ell(X_j, \theta_0)^t \ell(X_j, \theta_0)\}$ is a finite non-negative definite matrix, where $A^t$ is the transpose of the matrix $A$.

(iv) Each component of the vector function $\ell(x, \theta_0)$ is of bounded variation on each finite interval.

(v) $\lim_{h \to 0} (h \log \log \frac{1}{h})^{1/2} \ell(F^{-1}(h, \theta_0), \theta_0)^t = 0$

and

$\lim_{h \to 1} ((1 - h) \log \log \frac{1}{1 - h})^{1/2} \ell(F^{-1}(h, \theta_0), \theta_0)^t = 0$

where $1_1$ on $\mathbb{R}^2$ is defined by $1_1(y_1, y_2) = \max(|y_1|, |y_2|)$.

Further assume that

$$\ell(x, \theta_0) = (\ell_1(x, \theta_0), \ell_2(x, \theta_0))^t$$

$$= (\sigma_0 \ell_1(x - \mu_0, \frac{x - \mu_0}{\sigma_0}), \sigma_0 \ell_2(x - \mu_0, \frac{x - \mu_0}{\sigma_0}))^t.$$

(2.2)

Remark 2.1

We note that condition (2.2) is natural enough in the sense that when both $\mu$ and $\sigma$ are unknown (cf., e.g., Pitman (1939)) $\phi_n$ and $\sigma_n$ should satisfy

$$\phi_n(\gamma^{-1}(x + \lambda)) = \gamma^{-1}(\phi_n(x) + \lambda)$$

$$\sigma_n(\gamma^{-1}(x + \lambda)) = \gamma^{-1}\sigma_n(x)$$

(2.3)

where $x = (x_1, x_2, x_n)^t$, $\lambda = (\lambda, \lambda, \lambda)$ and $\lambda, \gamma \in \mathbb{R}$. 
Now, we state and prove the following

**Lemma 2.1**

Assuming that conditions (2.1) (i)-(v) and (2.2) are satisfied, we have

\[ n^{1/2}(\bar{S}_n - \mu_0) = \sigma_0 \int x_1(x) dx \ B_n(F_0(x)) + \varepsilon_1^n \]  \hspace{1cm}  (3.4)

and

\[ n^{1/2}(\bar{S}_n - \mu_0) = \sigma_0 \int x_2(x) dx \ B_n(F_0(x)) + \varepsilon_2^n \]  \hspace{1cm}  (2.5)

where \( \varepsilon_1^n, \varepsilon_2^n \to 0 \) and the sequence \( \{B_n(x) ; 0 \leq x \leq 1\} \) of Brownian bridges is the same sequence that has been used to approximate the empirical process of (1.23).

**Proof**

Consider

\[ n^{1/2}(\bar{S}_n - \mu_0) = n^{-1/2} \sum_{j=1}^n \ell_1(x_j, \theta_0) + \varepsilon_1^n \]

\[ = \int \ell_1(x, \theta_0) dx \ n^{1/2} \ F_n^*(x) + \varepsilon_1^n \]  \hspace{1cm}  (2.6)

where \( F_n^*(.) \) is the empirical distribution function based on \( X_1, X_2, \ldots, X_n \).

Now, by (2.1) (ii), we have
\[
\begin{align*}
n^{1/2}(\Omega_n - \mu_0) &= \int \ell_1(x; \theta_0) \, d_x \, n^{1/2}(F_n^*(x) - F(x)) \\
&\quad + n^{1/2} \int \ell_1(x; \theta_0) \, d_x \, F(x) + \varepsilon_{1n} \\
&= \int \ell_1(x; \theta_0) \, d_x \, \alpha_n(F(x)) + \varepsilon_{1n} \\
&\quad - \int \ell_1(x; \theta_0) \, d_x \, (\alpha_n(F(x)) - B_n(F(x))) \\
&\quad + \int \ell_1(x; \theta_0) \, d_x \, B_n(F(x)) + \varepsilon_{1n}
\end{align*}
\]

(2.7)

Burke et al (1979) proved that if conditions (2.1) (iii) and (iv) are satisfied, we have

\[
\int \ell_1(x; \theta_0) \, d_x (\alpha_n(x) - B_n(F(x))) \geq 0
\]

Consequently, we have

\[
\begin{align*}
n^{1/2}(\Omega_n - \mu_0) &= \int \ell_1(x; \theta_0) \, d_x \, B_n(F(x)) + \varepsilon_{1n}^* \\
&= \int \ell_1(F^{-1}(x; \mu_0; \sigma_0); \theta_0) \, d_x \, B_n(x) + \varepsilon_{1n}^*
\end{align*}
\]
\begin{align*}
\int_\mathbb{R} \left( u_0 + \sigma_0 F_0^{-1}(x) ; \theta_0 \right) d_x B_n(x) + \varepsilon_{1n}^* = \sigma_0 \int_\mathbb{R} \varepsilon_1(F_0^{-1}(x)) d_x B_n(x) + \varepsilon_{1n}^* \quad \text{(2.8)}
\end{align*}

where \( \varepsilon_{1n}^* \to 0 \) and the last two lines of (2.9) are true since
\( F_0^{-1}(x) = u_0 + \sigma_0 F_0^{-1}(x) \) and \( \varepsilon_1(x; \theta_0) = \sigma_0 \varepsilon_1 \left( \frac{x - u_0}{\sigma_0} \right) \) by (2.2).

This proves (2.4). The proof of (2.5) is similar.

**Corollary 2.1**

Under the conditions of Theorem 1A and Lemma 2.1, the estimated standardized empirical quantile process \( \rho_n^0(y) \) (cf. (1.10)) can be written in terms of the standardized empirical quantile process \( \rho_n^0(y) \) as follows.

\[
\rho_n^0(y) = \frac{1}{1 + o_p(1)} \left[ \rho_n^0(y) - T_n^{(1)} f_0(F_0^{-1}(y)) \right]
\]

\[
- T_n^{(2)} f_0(F_0^{-1}(y)), F_0^{-1}(y) + o_p(1)(f_0(F_0^{-1}(y))
\]

\[+ f_0(F_0^{-1}(y))F_0^{-1}(y)) \]  \quad \text{(2.9)}

**Proof**

By (2.4) and (2.5), we have
\[
\rho_n^0(y) = n^{1/2} f_0(F_0^{-1}(y)) \left\{ \frac{Q_n(y) - \hat{U}_n}{\delta_n} - F_0^{-1}(y) \right\}
\]
\[
\frac{1}{1 + \left( \frac{-n}{\sigma_0^2} - 1 \right)} \left\{ \rho_n^0(y) - \frac{\hat{\rho}_n - \mu_0}{\sigma_0} n^{1/2} f_0(F_0^{-1}(y)) \right\}
\]
\[
- \frac{\sigma_n - \sigma_0}{\sigma_0} n^{1/2} f_0(F_0^{-1}(y)) f_0^{-1}(y) \right\}
\]
\[
= \frac{1}{1 + n^{-1/2} T_n^{(1)} + o_p(n^{-1/2})} \left\{ \rho_n^0(y) - \left( \frac{T_n^{(1)} + o_p(1)}{f_0(F_0^{-1}(y))} \right) F_0^{-1}(y) \right\}, \quad \text{where}
\]
\[
T_n^{(1)} = \left\{ \frac{1}{n} \sum \mathbb{1}(x) \ d_x B_n(F_0(x)) \right\}, \quad i = 1, 2.
\]

This proves (2.9).

At this stage we are able to state and prove our main result of this section, namely;

**Theorem 2.1**

Let $X_1, X_2, \ldots, X_n$ be a random sample with a distribution function $F \in F$ of (1.1). Let $\hat{\theta}_n = (\hat{\mu}_n, \hat{\sigma}_n)$ be a sequence of estimators of $\theta = (\mu, \sigma)$ based on $X_1, X_2, \ldots, X_n$ such that
conditions (2.1) (i)-(v) and (2.2) are satisfied. Further assume also that $F_0$ satisfies all the conditions of Theorem 2A and that

$$\int_{-\infty}^{\infty} f_0^3(x) \, dx < +\infty$$

(2.11)

Then, there exists a sequence of Brownian bridges $\{B_n\}$ such that for $\lambda = 1, 2, \ldots$ we have

$$\left| M_n^{(1)}(\lambda) - G_n^{(1)}(\lambda) \right| \overset{P}{\to} 0,$$

(2.12)

where $M_n^{(1)}(\lambda)$ is the ML or ML-like version of $M_n(\lambda)$ of (1.16), and

$$G_n^{(1)}(\lambda) = \int_0^1 B_n^{-1}(y) y^{-1} d(F_0^{-1}(y))^\lambda$$

$$+ (T_n^{(1)})^2 j(\lambda-1) + (T_n^{(2)})^2 j(\lambda+1)$$

$$- 2(T_n^{(1)} R_n^{(1)})(\lambda-1) + (T_n^{(2)} R_n^{(2)}) - T_n^{(1)} T_n^{(2)} j(\lambda)^j,$$

(2.13)

and where

$$j^{(\alpha)} = \int_0^1 f_0^2(y)(F_0^{-1}(y))^\alpha dy$$

$$= \int_{-\infty}^{\infty} x^\alpha f_0^2(x) \, dx, \quad \alpha = 1, \lambda, \lambda+1,$$

(2.14)
\[ R_n^{(\alpha)} = \int_0^1 B_n(y) (F_Q^{-1}(y))^{\alpha} \, dy \quad \alpha = \lambda-1, \lambda, \] (2.15)

and \( T_n^{(1)} \) and \( T_n^{(2)} \) are as defined in (2.10).

Proof

By corollary (2.1), we have

\[ M_n^{(1)}(\lambda) = \sum_{k=1}^n \left\{ n^{-1} \left( B_n \left( \frac{k}{n+1} \right) \right)^2 f_0 \left( F_Q^{-1} \left( \frac{k}{n+1} \right) \right) \right\} \left( F_Q^{-1} \left( \frac{k}{n+1} \right) \right)^{\lambda-1} \]

\[ \left\{ \frac{1}{1 + o_p(1)} \left\{ M_n^{(1)}(\lambda) + \left( T_n^{(1)} \right)^2 J_n^{(\lambda-1)} + \left( T_n^{(2)} \right)^2 J_n^{(\lambda+1)} \right\} \right. \]

\[ - 2 \left( T_n^{(1)} R_n, \lambda-1 + T_n^{(2)} R_n, \lambda - T_n^{(1)} T_n^{(2)} J_n^{(\lambda)} \right) \}

\[ + o_p(1) \left\{ J_n^{(\lambda-1)} + 2J_n^{(\lambda)} + J_n^{(\lambda+1)} \right\} \]

\[ + 2 o_p(1) \left\{ R_n, \lambda-1 - T_n^{(1)} J_n^{(\lambda-1)} - T_n^{(2)} J_n^{(\lambda)} + R_n, \lambda \right. \]

\[ - T_n^{(1)} J_n^{(\lambda)} - T_n^{(2)} J_n^{(\lambda+1)} \} \]

(2.16)
where $M_n^0(\lambda)$ is as in (1.17), $T_n^{(i)}$, $i = 1, 2$ are as in (2.10), and

\[
J_n^{(\alpha)} = n^{-1} \sum_{k=1}^{n} f_0(F_0^{-1}(\frac{k}{n+1})) (F_0^{-1}(\frac{k}{n+1}))^\alpha
\]

\[
R_n^{(\alpha)} = n^{-1} \sum_{k=1}^{n} \rho_n(\frac{k}{n+1}) (F_0^{-1}(\frac{k}{n+1}))^\alpha
\]

\[
\alpha = \lambda - 1, \lambda, \lambda + 1 \quad (2.17)
\]

\[
\alpha = \lambda - 1, \lambda \quad (2.18)
\]

Now (cf. Csörgő, Révész (1979), (1981))

\[
J_n^{(\alpha)} \to J^{(\alpha)} \quad \text{as } n \to \infty, \quad \alpha = \lambda - 1, \lambda, \lambda + 1 \quad (2.19)
\]

and

\[
|R_n^{(\alpha)} - R_n^{(\alpha)}| = o_p(1) \quad \alpha = \lambda - 1, \lambda \quad (2.20)
\]

where $J_n^{(\alpha)}$ and $R_n^{(\alpha)}$ are as in (2.14) and (2.15) respectively. This together with Lemma 2.1, implies that the terms on the last three lines of (2.16) converge to zero in probability as $n \to \infty$, for $\lambda = 1, 2, \ldots$. Therefore, by Theorem 2A the required result follows.

**Remark 2.1**

Csörgő, Révész (1979), (1981) proved that $R_n^{(\alpha)}$ exists with probability one provided that all the conditions of Theorem 2A are
satisfied. In addition conditions (2.1) (iv) and (v) ensures the almost sure existence of $T_n^{(1)}$ and $T_n^{(2)}$. By (2.2) with $r > 2(\lambda+1)$ and (2.11) combined with Schwarz's inequality, it follows that $J^{(\alpha)}$, $\alpha = \lambda-1, \lambda, \lambda+1$ exist.

Corollary 2.2

The conditions of Theorem 2.1 imply

$$M_n^{(1)}(\lambda) \stackrel{P}{\to} G^{(1)}(\lambda) , \quad \lambda = 1, 2, \ldots$$

(2.21)

where

$$G^{(1)}(\lambda) = \int_0^1 B^2(y) y^{-1} d(F_0^{-1}(y))^\lambda + (T^{(1)})^2 J^{(\lambda-1)} + (T^{(2)})^2 J^{(\lambda+1)}$$

$$- 2 \left[ (T^{(1)}) R^{(\lambda-1)} + T^{(2)} R^{(\lambda)} - T^{(1)} T^{(2)} J^{(\lambda)} \right] ,$$

(2.22)

$$T^{(1)} = \int_0^1 \mathbb{I}_1 (F_0^{-1}(x)) dB(x) , \quad i = 1, 2$$

(2.23)

$$R^{(\alpha)} = \int_0^1 B(y) (F_0^{-1}(y))^\alpha dy , \quad \alpha = \lambda-1, \lambda$$

(2.24)

and $B(.)$ is a Brownian bridge.
Corollary 2.3

If \( \mu \) is unknown and \( \sigma \) is known, we have

\[
M_n^{(1)}(\lambda) \overset{D}{=} \int_0^1 B^2(y)\lambda^{-1} d(F_0^{-1}(y))^\lambda + (T^{(1)}_1)^2 R_{\lambda-1}^{(1)} - 2T^{(1)}_1 R_{\lambda-1}^{(1)}
\]

(2.25)

while, if \( \mu \) is known and \( \sigma \) is unknown, then we have

\[
M_n^{(1)}(\lambda) \overset{D}{=} \int_0^1 B^2(y)\lambda^{-1} d(F_0^{-1}(y))^\lambda + (T^{(2)}_2)^2 R_{\lambda+1}^{(2)} - 2T^{(2)}_2 R_{\lambda}^{(2)}
\]

(2.26)

3. Linear Combinations of Order Statistics

Let \( X_1, X_2, \ldots, X_n \) be i.i.d. rv's with continuous distribution function \( G \). Let \( X_{1:n}, X_{2:n}, \ldots, X_{n:n} \) be the corresponding order statistics. Consider statistics of the form

\[
T_n(u,v) = n^{-1} \sum_{[nu]+1}^{[nv]} J\left(\frac{1}{n+1}X_{j:n}\right), \quad 0 \leq u < v \leq 1
\]

(3.1)

where \( J(\cdot) \) is a well behaved function. The latter class of statistics has received considerable attention in recent years. It has been shown, under suitable restrictions, that
\[ n^{1/2} \left[ T_n - \int_0^1 J(x) \ G^{-1}(x) \ dx \right] \ \Rightarrow \ N(0, \sigma^2) \] 

where \( T_n = T_n(0,1) \) and

\[ \sigma^2 = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} J(G(x)) \ J(G(y)) \ \left( G(\min(x,y)) - G(x) \ G(y) \right) \ dx \ dy \] 

(cf., for example, Chernoff, Gastwirth and Johns (1967), Moore (1968) and Stigler (1974), (1979)).

The aim of the present section is two-fold. First, we wish to construct a "quantile representation" of the statistics \( T_n(u,v) \), through which one can construct a corresponding representation in terms of the Brownian bridge sequence \( \{ B_n \} \), used in the representation of the quantile process. Secondly, we are aiming at those statistics \( T_n(u,v) \), which could be used in estimating the location and scale parameters \( \mu, \sigma \) of the family \( F \) of (1.1).

Now, let \( J(.) \) be a real valued function defined on \([0,1] \). In the following we list a set of conditions which will be used in the present section. We emphasize that only subsets of it will be used at different stages in the sequel.
(i) \[ \int J(x) \, dG^{-1}(x) < \infty \]

(ii) \[ \sup_{0 \leq u < v \leq 1} \left| \frac{1}{n} \sum_{[nu]+1}^{[nv]} \right| \frac{1}{n+1} \left( \int_{\frac{1}{n+1}}^{\frac{1}{n+1}} J(x) \, dx \right) = o(n^{-1/2}) \quad (3.4) \]

(iii) If \( \{B(x), 0 \leq x \leq 1\} \) is a Brownian bridge, then

\[ \sup_{0 \leq u < v \leq 1} \left| \int_{u}^{v} J(x) \, dB(x) \, dG^{-1}(x) \right| < \infty \quad \text{a.s.} \]

As to our main result of this section, we have

**Theorem 3.1**

Let \( X_1, X_2, \ldots \) be i.i.d. rv with a continuous distribution function \( G \) which is also twice differentiable on \((a,b),\) where

\(-\infty < a = \sup\{x : G(x) = 0\}, \quad +\infty > b = \inf\{x : G(x) = 1\}\) and

\(g = G' \neq 0\) on \((a,b).\) Let \( X_{1:n}, X_{2:n}, \ldots, X_{n:n} \) be the order statistics of \( X_1, X_2, \ldots, X_n.\) Let \( J(.)\) be a real valued function for which conditions (3.4) (i) and (ii) holds true. One can then define a Brownian bridge \( \{B_n(x) ; 0 \leq x \leq 1\} \) for each \( n \) such that if condition (1.6) of Theorem 1A is assumed, then...
\[ \sup_{n^{-1/2} \leq u < v \leq 1} \left| n^{1/2} \left( T_n(u,v) - \int_u^v J(x) G^{-1}(x) \, dx \right) \right| \]

\[ = \frac{1}{n} \sum_{[nu]+1}^{[nv]} \frac{J\left(\frac{1}{n+1}\right) A_n\left(\frac{1}{n+1}\right)}{g(G^{-1}\left(\frac{1}{n+1}\right))} \quad \text{as } n \to \infty, \quad (3.5) \]

where \( \delta_n = 25 n^{-1} \log \log n \).

If, in addition to (1.6), condition (1.9) of Theorem 1A is also assumed, then

\[ \sup_{0 \leq u < v \leq 1} \left| n^{1/2} \left( T_n(u,v) - \int_u^v J(x) G^{-1}(x) \, dx \right) \right| \]

\[ = \frac{1}{n} \sum_{[nu]+1}^{[nv]} \frac{J\left(\frac{1}{n+1}\right) A_n\left(\frac{1}{n+1}\right)}{g(G^{-1}\left(\frac{1}{n+1}\right))} \quad \text{as } n \to \infty, \quad (3.6) \]

**Proof**

First, we prove (3.5). Since

\[ T_n(u,v) = n^{-1} \sum_{[nu]+1}^{[nv]} J\left(\frac{1}{n+1}\right) x_{j,n} \]
\[ n^{-1} \sum_{[nu]+1} J_{n+1}^{1/n} \cdot \frac{\sqrt{n}}{n^{1/2}} g\left( G^{-1}\left( \frac{1}{n+1} \right) \right) \cdot \frac{1}{n^{1/2}} g\left( G^{-1}\left( \frac{1}{n+1} \right) \right) \]

\[ + n^{-1} \sum_{[nu]+1} J_{n+1}^{1/n} \cdot G^{-1}\left( \frac{1}{n+1} \right) \cdot G^{-1}\left( \frac{1}{n+1} \right) \]

Then

\[ n^{1/2} \left[ T_n(u,v) - \int_u^v J(x) G^{-1}(x) \, dx \right] \]

\[ = n^{-1} \sum_{j=[nu]+1} J_{n+1}^{1/n} \rho_n \frac{1}{g\left( G^{-1}\left( \frac{1}{n+1} \right) \right)} \cdot \frac{1}{n^{1/2}} \]

\[ + n^{1/2} \left[ n^{-1} \sum_{[nu]+1} J_{n+1}^{1/n} \cdot G^{-1}\left( \frac{1}{n+1} \right) \right] \cdot \frac{1}{n^{1/2}} \]

\[ - \int_u^v J(x) G^{-1}(x) \, dx \] (3.7)

As to the first summation on the right hand side of (3.7),
we have by (1.7) of Theorem 1A, for any \( u, v \) s.t. \( \frac{\delta}{n} < u < v < 1 - \frac{\delta}{n} \).
\[ n^{-1} \sum_{[nu]+1}^{[ny]} J \left( \frac{1}{n+1} \right) B \left( \frac{1}{n+1} \right) / g \left( G^{-1} \left( \frac{1}{n+1} \right) \right) \]

\[ + O(n^{-1/2} \log n) \sum_{[nu]+1}^{[ny]} J \left( \frac{1}{n+1} \right) / g \left( G^{-1} \left( \frac{1}{n+1} \right) \right) \]

\[ + O(n^{-1/2} \log n) \left\{ \int_{u}^{V} J(x) \, dG^{-1}(x) + o(n^{-1/2}) \right\} \tag{3.8} \]

So that, by (3.4) (i), the right hand side of (3.8) is

\[ n^{-1} \sum_{[nu]+1}^{[ny]} J \left( \frac{1}{n+1} \right) B \left( \frac{1}{n+1} \right) / g \left( G^{-1} \left( \frac{1}{n+1} \right) \right) + O(n^{-1/2} \log n). \]

As to the second term on the right hand side of (3.7), we have by (3.4) (ii)
\[
\begin{align*}
&\quad n^{1/2} \left[ \left\lfloor \frac{[nv]}{[nu]} + 1 \right\rfloor \right] J\left(\frac{1}{n + 1}\right) G^{-1}\left(\frac{1}{n + 1}\right) \\
- \int_{u}^{v} J(x) G^{-1}(x) \, dx \right] = o(1). \\
\end{align*}
\]

Hence

\[
\sup_{\delta < u < v < 1 - \delta_n} \left| n^{1/2} \left[ \frac{[nv]}{[nu]} + 1 \right] J\left(\frac{1}{n + 1}\right) B\left(\frac{1}{n + 1}\right) / g(G^{-1}\left(\frac{1}{n + 1}\right)) \right| = o(1).
\]

Similarly, we can prove (3.6).

**Corollary 3.1**

Under all the conditions of Theorem 3.1, but condition (1.9) of Theorem 1A, we have

\[
\sup_{\delta < u < v < 1 - \delta_n} \left| n^{1/2} \left[ ET_n(u,v) - \int_{u}^{v} J(x) G^{-1}(x) \, dx \right] \right| = o(1) \quad (3.9)
\]

If, condition (1.9) of Theorem 1A is also assumed, then

\[
\sup_{0 < u < v < 1} \left| n^{1/2} \left[ ET_n(u,v) - \int_{u}^{v} J(x) G^{-1}(x) \, dx \right] \right| = o(1) \quad (3.10)
\]
Corollary 3.2

Assume that condition (3.4) (iii) is satisfied. Then under all the conditions of Theorem 1A, but condition (1.9)', we have

\[
\sup_{\delta < u < v < 1 - \delta} \left| \frac{1}{n} \left( T_n(u, v) - \int_u^v J(x) G^{-1}(x) \, dx \right) \right|
\]

\[
\leq \int_0^v J(x) B_n(x) \, dG^{-1}(x) \quad \mathbb{P} \to O(1).
\]  \hspace{1cm} (3.11)

In addition, if condition (1.9) of Theorem 1A is also satisfied.

Then

\[
\sup_{0 < u < v < 1} \left| \frac{1}{n} \left( T_n(u, v) - \int_u^v J(x) G^{-1}(x) \, dx \right) \right|
\]

\[
\leq \int_0^v J(x) B_n(x) \, dG^{-1}(x) \quad \mathbb{P} \to O(1).
\]  \hspace{1cm} (3.12)

Remark 3.1

If condition (3.4) (iii) is not satisfied, we can replace it by

\[
\sup_{\delta < u < v < 1 - \delta} \int_u^v J(x) B(x) \, dG^{-1}(x) < \infty \quad \text{a.s.,}
\]  \hspace{1cm} (3.4)(iii)*

where \( \delta \in (0, 1/2) \). Then there exists \( n_0 \) such that \( \delta n_0 < \delta \), and...
hence, we have

\[
\sup_{\delta \leq u \leq v \leq 1-\delta} \left| \frac{n^{1/2}}{v} \left( T_n(u,v) - \int_v^u J(x) G^{-1}(x) \, dx \right) \right|
\]

\[
- \int_v^u J(x) B_n(x) \, d G^{-1}(x) \right| P \to o(1), \quad (3.13)
\]

Remark 3.2

A sufficient condition for (3.4) (iii) to be satisfied is

\[
\int_0^1 \left\{ x(1-x) \log \log \frac{1}{x(1-x)} \right\}^{1/2} |j(x)| \, d G^{-1}(x) < \infty, \quad (3.14)
\]

for,

\[
\sup_{0 \leq u \leq v \leq 1} \left| \int_u^v J(x) B(x) \, d G^{-1}(x) \right|
\]

\[
\leq \sup_{0 < y < 1} \frac{|B(y)|}{\{y(1-y)\log \log \frac{1}{y(1-y)}\}^{1/2}} \int_0^1 \left\{ x(1-x) \log \log \frac{1}{x(1-x)} \right\}^{1/2} |J(x)| \, d G^{-1}(x) < \infty,
\]

by (3.14), and since by the law of iterated logarithm and the almost sure continuity of \( B(y) \),
\[
\sup_{0<y<1} \frac{|B(y)|}{(y(1-y) \log \log \frac{1}{y(1-y)})^{1/2}}
\]
is almost surely finite.

**Remark 3.3**

The conditions of Theorem (3.1) including condition (3.14) are more or less similar to those conditions used by Chernoff, Castwirth, Johns (1967) to prove (3.2). Indeed, they assumed (3.4) (i) and (ii), \(\sigma^2 < +\infty\) (\(\sigma^2\) is as in (3.3)), tail smoothness conditions, and that

\[
\left| \int_0^1 J(u) \{u(1-u)\}^{1/2} dG^{-1}(u) \right| < \infty.
\]

On the other hand Theorem (3.1) requires all the above mentioned conditions except that \(\sigma^2 < +\infty\) and (3.15) are replaced by (3.14). This results from the introduction of the Brownian bridge in the representations (3.11) and (3.12) and from Remark (3.2).

**Example 3.1**  The Trimmed Mean.

For any \(0 < u < \frac{1}{2}\) define

\[
T_n(u) = \frac{1}{n - [nu]} \sum_{[nu]+1}^{n-[nu]} X_{j:n}
\]

\[
= \frac{n}{n - 2[nu]} \left\{ \frac{1}{n} \sum_{[nu]+1}^{n-[nu]} X_{j:n} \right\}
\]
\[ = \frac{1}{1 - \frac{2\lfloor nu \rfloor}{n}} \left\{ \frac{1}{n} \left[ \begin{array}{c} n - \lfloor nu \rfloor \\ \lfloor nu \rfloor + 1 \end{array} \right] \sum_{j=1}^{x_i:n} \right\} \]  

(3.16)

By Theorem (3.1), we have

\[ n^{1/2} \left( \tau_n(u) - \frac{1}{1 - 2u} \int_0^{1-u} G^{-1}(x) \, dx \right) \]

\[ D \frac{1}{1 - 2u} \int_0^{1-u} \frac{B(x)}{g(G^{-1}(x))} \, dx \]

\[ = \frac{1}{1 - 2u} \int_0^{1-u} B(x) dG^{-1}(x) \]  

(3.17)

For the sake of future reference, we recall here the standard conditions for the validity of the Cramér-Rao bounds as:
(i) The parameter space \( \Theta \) is open in \( \mathbb{R}^2 \).

(ii) \( f(x;\theta) \) is positive on a set \( S \) independent of \( \theta \in \Theta \).

(iii) \( \frac{\partial}{\partial \theta}(f(x;\theta)) \) exists for all \( \theta \in \Theta \) and \( x \in S \) with probability one.

(iv) \( \int S \int S f(x_1;\theta) \ldots f(x_n;\theta) \, dx_1 \ldots \, dx_n \) may be differentiated under the integral sign.

(v) Fisher information matrix \( I^* \) (cf. (3.19)) is non-singular.

(vi) \( \int S \int S U(x_1, \ldots, x_n) f(x_1;\theta) \ldots f(x_n;\theta) \, dx_1 \ldots \, dx_n \)

may be differentiated under the integral sign, where
\( U(X_1, X_2, \ldots, X_n) \) is any unbiased estimator of \( \xi(\theta) \).

Now, we consider the case where the sample \( X_1, X_2, \ldots, X_n \) is taken from \( F \in F \) of (1.1) with \( F_0 \) specified and satisfies all the standard conditions for the validity of the Cramér-Rao bound i.e., conditions (3.18) (i)-(vi). In the following we apply Theorem (3.1) to Bennett's (1952) estimates of location and scale parameters, whose asymptotic efficiency is well known (cf. Chernoff, Gastwirth, Johns (1967)). Our aim here is to study the asymptotic representation of these estimates in terms of Theorem (3.1). Towards this end, we recall that Fisher information matrix \( I^* \) in this case is given
by \( I^* = \sigma^{-2} I \), where

\[
I = \begin{bmatrix}
\int_{-\infty}^{\infty} L'_1(y) f_0(y) dy & \int_{-\infty}^{\infty} L'_2(y) f_0(y) dy \\
yL'_1(y) f_0(y) dy & yL'_2(y) f_0(y) dy
\end{bmatrix}
\]

with

\[
L_1(y) = -f'_0(y)/f_0(y)
\]

\[
L_2(y) = yL_1(y) - 1
\]

In addition, we recall that Bennett's (1952) estimates of the location and scale parameters are as follows:

\[
\hat{\theta} = T_{n11} - \sigma I_{12}/I_{11}
\]

(3.20)

where

\[
T_{n11} = \frac{1}{n} \sum_{j=1}^{n} J_{11}(\frac{1}{n + 1}X_j:n)
\]

(3.21)

and

\[
J_{11}(u) = I_{11}^{-1} L'_1(y), \quad y = F_0^{-1}(u)
\]

(3.22)
Scale parameter (location parameter $\mu$ known)

$$\theta_{n1} = T_{n12} - \mu^{12}/I_{22}$$  \quad (3.23)

where

$$T_{n12} = \frac{1}{n} \sum_{j=1}^{n} J_{12}(\frac{1}{n + \frac{1}{\ell}}X_{j:n})$$  \quad (3.24)

and

$$J_{12}(u) = \frac{1}{I_{22}} L_2^*(y), \quad y = F_0^{-1}(u)$$  \quad (3.25)

Both parameters unknown

$$\left(\theta_{n2}, \delta_{n2}\right) = (T_{n21}, T_{n22})$$  \quad (3.26)

where

$$T_{n2i} = \frac{1}{n} \sum_{j=1}^{n} J_{2i}(\frac{1}{n + \frac{1}{\ell}}X_{j:n}), \quad i = 1, 2$$

$$J_{21}(u) = \left(I_{11} I_{22}^{11}J_{11}(u) - I_{12} I_{22} J_{12}(u)\right) / \left(I_{11} I_{22} - I_{12}^2\right),$$  \quad (3.27)

$$J_{22}(u) = \left(I_{11} I_{22}^{12}J_{12}(u) - I_{12} I_{11} J_{11}(u)\right) / \left(I_{11} I_{22} - I_{12}^2\right).$$
Remark 3.4

If $F_0$ is symmetric, then $I_{12} = 0$ and consequently $\bar{\theta}_{nl} = \bar{\theta}_{n2}$ i.e., the efficient estimate of $\mu$ is the same regardless of whether or not $\sigma$ is known. The same is true for the efficient estimate of $\sigma$ i.e., $\bar{\sigma}_{nl} = \bar{\sigma}_{n2}$.

We also have the following Lemma.

Lemma 3.1

Let $X_1, X_2, \ldots$ be i.i.d. rv with a continuous distribution function $F \in F$ of (1.1). Suppose that $F_0$ satisfies all the conditions of Theorem (3.1) as well as the standard conditions for the validity of the Cramér-Rao bounds (cf. (3.18)). Then one can define a Brownian bridge $\{B_n(x) ; 0 \leq x \leq 1\}$ for each $n$ such that

$$n^{1/2}(\bar{\theta}_{ni} - \mu)/\sigma = \int_0^1 J_{1i}(x)B_n(x) \, dF_0^{-1}(x) + o_p(1), \, i=1,2, \quad (3.28)$$

and

$$n^{1/2}(\bar{\sigma}_{ni} - \sigma)/\sigma_{ni} = \int_0^1 J_{12}(x)B_n(x) \, dF_0^{-1}(x) + o_p(1), \, i=1,2. \quad (3.29)$$

Remark 3.5

It should be noticed that the sequence $\{B_n(x) ; 0 \leq x \leq 1\}$ of Brownian bridges in Lemma (3.1) is the same sequence that has been
used to approximate the standardized quantile process.

4. The Asymptotic Distribution of $M_n(\lambda)$ when using L-Estimators

Let $X_1, X_2, \ldots$ be a sequence of i.i.d.rv's with a continuous distribution function $F \in F$ of (1.1) with $F'_0$ specified. Suppose that $F_0$ satisfies all the conditions of Lemma (3.1). In the following we will consider the general case where both $\mu$ and $\sigma$ are unknown. Let $(\sigma_n^2, \delta_n^2)$ be as in (3.26), and define

$$T^{(11)}_n = \int_0^1 J_{11}(x) B_n(x) \, d F_0^{-1}(x), \quad i = 1, 2, \quad (4.1)$$

and

$$T^{(12)}_n = \int_0^1 J_{12}(x) B_n(x) \, d F_0^{-1}(x), \quad i = 1, 2, \quad (4.2)$$

where $J_{11}, J_{12}, i = 1, 2$ are defined in (3.22), (3.25) and (3.27). And $\{B_n(x) ; 0 < x < 1\}$ is that sequence of Brownian bridges of Theorem 1A.

**Lemma 4.1**

Under all the conditions of Lemma (3.1) the estimated standardized empirical quantile process $\beta_n^0(y)$ (cf. (1.10)), can be written in terms of the standardized empirical quantile process $\rho_n^0(y)$ as follows:
\[ \hat{\sigma}_n(y) = \frac{1}{1 + o_p(1)} \left\{ \sigma_n^0(y) - T_n^{(21)} f_0^{-1}(y) \right\} \]

\[ - T_n^{(22)} f_0^{-1}(y) F_0^{-1}(y) \cdot \sigma_p(1) \left( f_0^{-1}(y) \right) + f_0^{-1}(y) F_0^{-1}(y) \cdot \right\} \]

(4.3)

Proof

Similar to that of Corollary (2.1), except that we use Lemma (3.1) in place of Lemma (2.1).

The main result of this section is

Theorem 4.1

Let \( X_1, X_2, \ldots, X_n \) be a random sample with a distribution function \( F \in F \) of (1.1). Let \( (\bar{\sigma}_n^2, \hat{\sigma}_n^2) \) be the sequence of estimators of \( (\mu, \sigma) \) based on \( X_1, X_2, \ldots, X_n \), which is as defined in (3.26). Assume also that \( F_0 \) satisfies all the conditions of Lemma (3.1) including conditions (1.9) of Theorem 1A. Further assume that

\[ \int_{-\infty}^{\infty} f_0^3(x) \, dx < \infty \]

Then, there exists a sequence of Brownian bridges \( \{ B_n \} \) such that for \( \lambda = 1, 2, \ldots \), we have
\[ |M_n^{(2)}(\lambda) - G_n^{(2)}(\lambda)| \xrightarrow{P} 0 \quad (4.4) \]

where

\[ G_n^{(2)}(\lambda) = \int_0^1 B_n^2(y) y^{-1} d(F_0^{-1}(y))^{\lambda} + (T_n^{(21)})^2 J^{(\lambda-1)} \]

\[ + (T_n^{(22)})^2 J^{(\lambda+1)} - 2(T_n^{(21)}) R_n^{(\lambda-1)} \]

\[ + T_n^{(22)} R_n^{(\lambda)} - T_n^{(21)} T_n^{(22)} J^{(\lambda)} \quad (4.5) \]

where \( J^{(\alpha)} \), \( \alpha = \lambda-1, \lambda, \lambda+1 \) is as in (2.15), \( R_n^{(\alpha)} \), \( \alpha = \lambda-1, \lambda \) is as in (2.16) and \( T_n^{(21)} \), \( T_n^{(22)} \) is as in (4.1), (4.2) respectively.

The proof is similar to that of Theorem (2.1).

**Corollary 4.1**

The conditions of Theorem (4.1) imply

\[ M_n^{(2)}(\lambda) \xrightarrow{P} G_n^{(2)}(\lambda) \quad , \quad \lambda = 1, 2, \ldots \quad (4.5) \]

where

\[ G_n^{(2)}(\lambda) = \int_0^1 B_n^2(y) y^{-1} d(F_0^{-1}(y))^{\lambda} + (T_n^{(21)})^2 J^{(\lambda-1)} \]

\[ + (T_n^{(22)})^2 J^{(\lambda+1)} - 2(T_n^{(21)}) R_n^{(\lambda-1)} + T_n^{(22)} R_n^{(\lambda)} \]

\[ - T_n^{(21)} T_n^{(22)} J^{(\lambda)} \quad (4.6) \]

where

\[ T_n^{(2j)} = \int_0^1 J_{2j}(x) B(x) dF_0^{-1}(x) \quad , \quad j = 1, 2 \quad (4.7) \]
and
\[ R^{(\alpha)} = \int_{0}^{1} B(y) \left( F_{0}^{-1}(y) \right)^{\alpha} \, dy \quad , \quad \alpha = \lambda - 1, \, \lambda \]  
(4.8)

**Corollary 4.2**

In the case where \( \mu \) is unknown and \( \sigma \) is known, we have

\[
\mathcal{M}_{n}^{(2)}(\lambda) = \mathcal{D} \int_{0}^{1} B(y) \lambda^{-1} \, d(\hat{F}_{0}(y))^\lambda + (T(11))^{2} J^{(\lambda+1)} \]

\[ - 2T(11) R^{(\lambda-1)} \]

(4.9)

while, if \( \mu \) is assumed to be known, then we have

\[
\mathcal{M}_{n}^{(2)}(\lambda) = \mathcal{D} \int_{0}^{1} B(y) \lambda^{-1} \, d(\hat{F}_{0}(y))^\lambda + (T(12))^{2} J^{(\lambda+1)} \]

\[ - 2T(12) R^{(\lambda)} \]

(4.10)

where
\[ T(ij) = \int_{0}^{1} J_{ij}(x) \cdot B(x) \cdot d \hat{F}_{0}(x) \quad , \quad j = 1, 2 \]
The Asymptotic Distribution of \( M_\theta (\lambda) \) when using Weiss' Estimate

Let \( X_1, X_2, \ldots \) be a sequence of i.i.d. \( \theta \)'s with a continuous distribution function \( F \in F \) of (1.1). In this section we will consider the case where \( \mu \) is known, and without loss of generality we may take \( \mu = 0 \). Weiss (1961, 1963) suggested the following estimate of the scale parameter

\[
\hat{\sigma}_n = \frac{1}{n} \sum_{j=1}^{n-1} f_0^{-1}(F_0^{-1}(\frac{j}{n+1})) (X_{j+1:n} - X_{j:n}) \tag{5.1}
\]

In addition, Weiss (1961) proved that \( \hat{\sigma}_n \) of (5.1) is a consistent estimate of \( \sigma \). Cs"org"o, Révész (1980 I,II) have proved the following

Lemma 2B(Cs"org"o, Révész (1980 I,II)).

Assume that for \( F_0 \) of the family \( F \) of (1.1) conditions (1.6) and (1.9) of Theorem 1A hold true, and that

\[
f'_{0} \text{ is continuous on } (a,b) \tag{5.2}
\]

then

\[
n^{1/2}(\hat{\sigma}_n - \sigma)/\sigma = -\int_{0}^{1} \frac{f'_0(F_0^{-1}(y))}{f^2_0(F_0^{-1}(y))} B_n(y) dy + o_p(1) \tag{5.3}
\]

\[
= f_n^{(3)} + o_p(1)
\]
where \( \{ B_n \} \) is the same sequence of Brownian bridges of Theorem 1A.

**Corollary 5.1**

Under the conditions of Lemma 2B, the estimated standardized empirical quantile process \( \beta_n^0(y) \) of (1.10), can be written in terms of the standardized empirical quantile process as follows:

\[
\beta_n^0(y) = \frac{1}{1 + o_p(1)} \left\{ p_n^0(y) - T_n^{(3)} F_0^{-1}(y) F_0^0(y) \right. \\
\left. + o_p(1) f_0(F_0^{-1}(y)) F_0^{-1}(y) \right\}.
\]  \( (5.3) \)

**Proof**

Similar to that of corollary (2.1), except that Lemma 2B is used in place of Lemma (2.1).

In the following theorem, we give the asymptotic distribution of \( M_n(\lambda) \) when using Weiss' estimate of (5.1).

**Theorem 5.1**

Assume that for \( F_0 \) of the family \( F \) of (1,1) conditions (1.6) and (1.9) of Theorem 1A hold true, and that condition (5.2) of Lemma 2B holds true. Further, assume that condition (2.11) of theorem (2.1) holds true, then there exists a sequence of Brownian bridges \( \{ B_n \} \) such that for \( \lambda = 1, 2, \ldots \), we have
\[ |M^{(3)}_n(\lambda) - G^{(3)}_n(\lambda)| \leq 0 \]  \hspace{1cm} (5.4)

where

\[ G^{(3)}_n(\lambda) = \int_0^1 B_n^2(y) \lambda^{-1} d(F_0^{-1}(y))^\lambda \]

\[ + (T^{(3)}_n)^2 J^{(\lambda+1)} - 2(T^{(3)}_n R^{(\lambda)}_n) \]

where \( T^{(3)}_n \) is as defined in (5.3), and \( J^{(\lambda+1)} \) and \( R^{(\lambda)}_n \) are as in (2.14) and (2.15) respectively.

**Corollary 5.2**

The conditions of Theorem (5.1) imply

\[ M^{(3)}_n(\lambda) \leq G^{(3)}(\lambda) \hspace{1cm} \lambda = 1, 2, \ldots \]  \hspace{1cm} (5.5)

where

\[ G^{(3)}(\lambda) = \int_0^1 B_n^2(y) \lambda^{-1} d(F_0^{-1}(y))^\lambda \]

\[ + (T^{(3)})^2 J^{(\lambda+1)} - 2T^{(3)} R^{(\lambda)} \]

where

\[ T^{(3)} = - \int_0^1 \frac{f_0'(F_0^{-1}(y))^{-1}}{f_0(F_0^{-1}(y))} B(y) dy \]  \hspace{1cm} (5.6)

and

\[ R^{(\lambda)}_n = \int_0^1 B(y) (F_0^{-1}(y))^\lambda dy \]
6. Discussion and Examples

It is clear, from sections 2, 4 and 5 together with Theorem (3.1) of Csörgő, Révész (1979), that for any "reasonable" method of estimation, like for example \((\bar{\theta}_n \ \mathcal{A}_n) = (\bar{X}_n \ \mathcal{S}_n)\), maximum likelihood and maximum likelihood-like estimators, L-estimators, or the Weiss' estimate for \(\sigma\) when \(\mu\) is known, we have

\[ M_n(\lambda) \overset{D}{=} G(\lambda), \quad \lambda = 1, 2, \ldots \tag{6.1} \]

where the specific forms of \(G(\lambda)\) and \(M_n(\lambda)\) are to be determined according to the method of estimation. But in all cases, the distribution of \(G(\lambda)\) is nuisance parameter free and depends only on the given form of \(F_0\) in (1.2). This means that via (6.1) we have a possibility of testing for \(H_0\) of (1.2), provided that we can evaluate the distribution of \(G(\lambda)\) for a given \(F_0\). However, this task will not be simple in general. The distribution of \(G(\lambda)\) is somewhat simpler when \(F_0\) is symmetric around zero. In the latter case \(J(\lambda) = 0\) if \(\lambda\) is an odd integer, and \(J(\lambda - 1) = J(\lambda + 1) = 0\) if \(\lambda\) is an even integer, where

\(J(\alpha), \quad \alpha = \lambda - 1, \lambda, \lambda + 1\) are as in (2.14).

In discussing the consistency of \(M_n(\lambda)\), we observe that \(M_n(\lambda)\) is a real-valued random variable when \(\lambda\) is an even integer and it is a positive random variable when \(\lambda\) is an odd integer. Hence if \(\lambda\) is an odd integer, we should reject \(H_0\) of (1.2) when \(M_n(\lambda)\) is too large, if \(\lambda\) is an even integer, we should reject \(H_0\) of (1.2) when \(|M_n(\lambda)|\) is too large. In addition, if \(\lambda\) is an odd integer and if \(H_0\) is not true then \(M_n(\lambda) \Rightarrow s. \infty\). The latter property is not true when \(\lambda\) is
an even integer (consider $F_0$ to be symmetric around zero and take any symmetric alternative). To sum up: if $\lambda$ is an odd integer then tests based on $M_n(\lambda)$ are consistent against any alternative hypothesis, whereas, if $\lambda$ is an even integer then tests based on $M_n(\lambda)$ are not necessarily consistent against all alternatives.

**Example 1:** On Testing for Exponentiality

Consider the family of exponential density functions

$$
\text{EXP}(\mu, \sigma) = \left\{ f(x; \mu, \sigma) : f(x; \mu, \sigma) = \frac{1}{\sigma} \exp\left(\frac{x - \mu}{\sigma}\right); x \geq \mu \in \mathbb{R}, \sigma > 0 \right\}
$$

(6.2)

Let $X_1, X_2, \ldots, X_n (n \geq 2)$ be a random sample with a density function $f$, we wish to test the following composite null hypotheses

$$
H_{01} : f \in \text{EXP}(0, \sigma) \quad , \quad \sigma > 0
$$

(6.3)

and

$$
H_{02} : f \in \text{EXP}(\mu, \sigma) \quad , \quad \mu \in \mathbb{R}, \sigma > 0
$$

(6.4)

First we consider $H_{01}$ of (6.3). Under $H_{01}$, $X_1, X_2, \ldots, X_n$ are independent positive random variables with density function

$f \in \text{EXP}(0, \sigma), \sigma > 0$. In the following, we consider three possible cases.
Case 1

Using the maximum likelihood estimator of $\sigma$ of $\text{EXP}(0, \sigma)$, i.e., take $\theta_{1\text{n}}^{(1)} = \bar{x}_n$. Consequently

$$M_n^{(1)}(\lambda) = \frac{n}{\sum_{k=1}^{n} \left( \frac{x_k:n - \log \frac{1}{k}}{\overline{x}_n} - \log \frac{1}{k} \right)^2},$$

$$(1 - \frac{k}{n + 1}) \left( \log \frac{1}{k} \right)^{\lambda - 1}. \quad (6.5)$$

It is clear that all the conditions of Theorem (2.1) are satisfied, and hence we have

$$|M_n^{(1)}(\lambda) - G_n^{(1)}(\lambda)| \overset{P}{=} 0 \quad \text{as} \quad n \to \infty ; \quad \lambda = 1, 2, \ldots, \quad (6.6)$$

where

$$G_n^{(1)}(\lambda) = \int_{0}^{1} B_n^2(y) y^{-1} d(F_0^{-1}(y))^\lambda$$

$$+ (T_n^{(2)})^2 J(\lambda + 1) - 2 T_n^{(2)} R_n^{(\lambda)}, \quad (6.7)$$

with

$$T_n^{(2)} = \int_{0}^{1} (F_0^{-1}(x) - 1) d_x B_n(x)$$

$$= - \int_{0}^{\infty} \frac{B_n(x)}{f_0(F_0^{-1}(x))} dx \quad (6.8).$$
where the second equality above is obtained by integrating by parts
and using condition (2.1)(v). In addition

\[
G_n^{(1)}(\lambda) \stackrel{D}{=} G^{(1)}(\lambda) = \int_0^1 \frac{B_y}{1 - y} \, dy + \left( \int_0^1 \frac{B_y}{1 - y} \, dy \right)^2
\]

\[
\int_0^1 (1 - y) \left( \log \frac{1}{1 - y} \right)^{\lambda+1} \, dy + 2 \int_0^1 \frac{B(y)}{1 - y} \, dy
\]

\[
\int_0^1 B(y) \left( \log \frac{1}{1 - y} \right)^\lambda \, dy , \quad \lambda = 1, 2, \ldots \quad (6.9)
\]

Hence

\[
M_n^{(1)}(\lambda) \stackrel{D}{=} G^{(1)}(\lambda) \quad (6.10)
\]

**Case 2**

Using the L-estimator of \( \sigma \) of \( \text{EXP}(0,\sigma) \) which for the family \( \text{EXP}(0,\sigma) \) is equal to \( \bar{X}_n \), the M.L.E. So that in this case

\[
M_n^{(2)}(\lambda) = M_n^{(1)}(\lambda) \quad (6.4). \quad \text{By Theorem } (4.1)
\]

\[
|M_n^{(2)}(\lambda) - G_n^{(2)}(\lambda)| \to 0 \quad (6.11)
\]

where
\[ G^{(2)}_n(\lambda) = \int_0^1 B_n^2(y) \lambda^{-1} d(F_0^{-1}(y))^\lambda + (T_n^{(12)})^2 J^{(\lambda+1)} - 2 T_n^{(12)} R_n^{(\lambda)} \]  \hspace{1cm} (6.12) \\

with

\[ T_n^{(12)} = \int_0^1 \frac{B_n(x)}{1 - x} \ dx \]  \hspace{1cm} (6.13) \\

and hence

\[ M_n^{(2)}(\lambda) = G^{(2)}_n(\lambda) \]  \hspace{1cm} (6.14) \\

where

\[ G^{(2)}_n(\lambda) = \int_0^1 \frac{B(y)}{1 - y} (\log \frac{1}{1 - y})^{\lambda-1} dy \times \]

\[ + \left[ \int_0^1 \frac{B(y)}{1 - y} dy \right]^2 \left[ \int_0^1 (1 - y)(\log \frac{1}{1 - y})^{\lambda+1} dy \right] \]

\[ - 2 \int_0^1 \frac{B(y)}{1 - y} \ dy \int_0^1 B(y)(\log \frac{1}{1 - y})^{\lambda} \ dy \]

\[ \lambda = 1, 2, \ldots \]  \hspace{1cm} (6.15)
Case 3

Using Weiss' estimate of $\sigma$, namely

$$\sigma_\alpha = \sum_{j=1}^{n-1} f_0(F_\alpha^{-1}(\frac{j}{n+1})) (X_{j+1:n} - X_{j:n})$$

$$= \frac{1}{n+1} \left( n \bar{X}_n + X_{n+1:n} - (n+1)X_{1:n} \right),$$

which is essentially the M.L.E. of $\sigma$.

Now

$$M^{(3)}_n(\lambda) = \sum_{k=1}^{n} \left\{ \frac{X_{k:n}}{\sigma_\alpha^{(3)} n} - \log \frac{1}{1 - \frac{k}{n+1}} \right\}^2$$

$$= (1 - \frac{k}{n+1}) (\log \frac{1}{1 - \frac{k}{n+1}})^\lambda$$

(6.17)

By Theorem (5.1),

$$M^{(3)}_n(\lambda) \overset{D}{=} G^{(3)}(\lambda)$$

(6.18)

where

$$G^{(3)}(\lambda) = \int_{0}^{1} \frac{x^2}{1-x} (\log \frac{1}{1-x})^{\lambda-1} \, dx$$

$$+ (T^{(3)}_x)^2 J(\lambda+1) - 2 T^{(3)}_x R(\lambda)$$

(6.19)
with
\[ T(3) = \int_0^1 \frac{B(y)}{1 - y} \, dy \]

From the above considerations, it is clear that, when testing for \( H_0^{(1)} \) of (6.2), \( M_n^{(1)}(\lambda) = M_n^{(2)}(\lambda) \) and \( M_n^{(3)}(\lambda) \) is essentially equal to \( M_n^{(1)}(\lambda) = M_n^{(2)}(\lambda) \). In addition
\[
\nabla_n^{(1)}(\lambda) \overset{D}{=} \nabla_n^{(2)}(\lambda) \overset{D}{=} \nabla_n^{(3)}(\lambda).
\]

For these reasons, it appears that in this case the M.L.E. version of \( M_n(\lambda) \) i.e., \( M_n^{(1)}(\lambda) \) has an advantage over \( M_n^{(3)}(\lambda) \), namely it is simpler to calculate.

In testing for \( H_0^{(2)} \) of (6.3), one can make the following transformation: \( X_1 - X_{1:n}, X_2 - X_{1:n}, \ldots, X_n - X_{1:n} \) and delete from it the term which equals to zero (with probability one there is one and only one such term). Let us denote the new variables by \( X_1^*, X_2^*, \ldots, X_{n-1}^* \) and let \( X_1^*, X_2^*, \ldots, X_{n-1}^* \) be their order statistics. Given \( H_0^{(2)} \) of (6.13), \( X_1^*, X_2^*, \ldots, X_{n-1}^* \) are independent EXP(0,0) rv's, and the above procedure thus modified, can now be used to test for \( H_0^{(2)} \) of (6.3). Our test statistics in this case is

\[
M_n^{(1)}(\lambda) = \frac{1}{k} \sum_{k=2}^n \left( \frac{X_{k:n} - X_{1:n}}{\frac{1}{n + 1}} - \log \frac{1}{1 - \frac{k}{n + 1}} \right)^2
\]

\[
(1 - \frac{k}{n + 1}) \left( \log \frac{1}{1 - \frac{k}{n + 1}} \right)^{\lambda-1} \quad (6.20)
\]
and

\[ M_n^{(1)}(\lambda) \overset{\mathcal{D}}{=} \int_0^1 \frac{B^2(y) \cdot (\log \frac{1}{1-y})^{\lambda-1}}{1-y} \, dy \]

\[ + \left( \int_0^1 \frac{B(y)}{1-y} \, dy \right)^2 \int_0^1 (1-y)(\log \frac{1}{1-y})^{\lambda+1} \, dy \]

\[ - 2 \int_0^1 \frac{B(y)}{1-y} \, dy \int_0^1 B(y)(\log \frac{1}{1-y})^\lambda \, dy \]

\[ \lambda = 1, 2, \ldots \quad (6.21) \]

**Example 2:** On Testing for the Logistic Distribution

Consider the family of logistic density functions

\[ \text{LOGIS}(\mu, \sigma) = \{ f(x; \mu, \sigma) : f(x; \mu, \sigma) = f_0 \left( \frac{x - \mu}{\sigma} \right) \} \]

\[ = \frac{\exp - \left( \frac{x - \mu}{\sigma} \right)}{\sigma \left( 1 + \exp - \left( \frac{x - \mu}{\sigma} \right) \right)^2} ; \]

\[ -\infty < x < +\infty \quad \mu \in \mathbb{R}^1, \ \sigma > 0 \quad (6.22) \]
Let \( X_1, X_2, \ldots, X_n \) (\( n \geq 2 \)) be a random sample with a density function \( f \), we wish to test the following composite null hypothesis

\[
H_0 : f \in \text{LOGIS}(\mu, \sigma) \quad , \quad \mu \in \mathbb{R}^1 \, , \, \sigma > 0 .
\] (6.23)

Under \( H_0 \) of (6.23), \( X_1, X_2, \ldots, X_n \) are i.i.d. rv with density function \( f \in \text{LOGIS}(\mu, \sigma) \), \( \mu \in \mathbb{R}^1 \, , \, \sigma > 0 \). It is known that the maximum likelihood estimation procedure is very complicated in this case. Therefore, we will consider two cases only.

**Case 1**

Using the L-estimators of \( \mu \) and \( \sigma \). It is clear that \( f_0(x) = e^x/(1 + e^x)^2 \) is symmetric and hence by Remark (3.4), we have

\[
\hat{\mu}_{n1} = \hat{\mu}_{n2} = \frac{1}{n} \sum_{j=1}^{n} \frac{1}{n + 1} X_{j:n}
\] (6.24)

and

\[
\hat{\sigma}_{n1} = \hat{\sigma}_{n2} = \frac{1}{n} \sum_{j=1}^{n} \frac{1}{n + 1} X_{j:n}
\] (6.25)

where

\[
J_{11}(u) = 6u(1 - u)
\] (6.26)

and

\[
J_{12}(u) = \frac{9}{3 + \pi^2} \left\{ 2u - 1 + 2u(1 - u) \log \frac{1}{u(1 - u)} \right\} .
\] (6.27)
Now, it is easy to verify the required regularity assumptions of Theorem (4.1). Therefore

\[ M_n^{(2)}(\lambda) \leq G^{(2)}(\lambda), \]

where

\[
G^{(2)}(\lambda) = \begin{cases} 
\int_0^1 \frac{B(y)}{y(1-y)} \left( \log \frac{1-y}{y} \right)^{\lambda-1} dy - 2 \, T^{(22)}_R(\lambda) \\
+ 2 \, T^{(21)} \, T^{(22)} \, J(\lambda), \quad & \text{if } \lambda \text{ is an even integer} \\
\int_0^1 \frac{B(y)}{y(1-y)} \left( \log \frac{1-y}{y} \right)^{\lambda-1} dy + (T^{(21)})^2 \, J^{(\lambda-1)} \\
+ (T^{(22)})^2 \, J^{(\lambda+1)} - 2(T^{(21)}_R(\lambda-1) + T^{(22)}_R(\lambda)), \quad & \text{if } \lambda \text{ is an odd integer},
\end{cases}
\]

where

\[ T^{(21)} = 6 \int_0^1 B(y) dy. \]
\[ T(22) = \frac{9}{3 + \pi^2} \int_0^1 \left\{ \frac{2y^2 - 1}{y(1 - y)} + 2\log \frac{1}{y(1 - y)} \right\} B(y) dy \]

\[ j(\alpha) = \int_0^\infty y^\alpha \frac{e^{2y}}{(1 + e^y)^2} dy \quad \alpha = \lambda - 1, \lambda, \lambda + 1 \]

and

\[ R(\alpha) = \int_0^1 B(y)(\log \frac{1 - y}{y})^\alpha dy \quad \alpha = \lambda - 1, \lambda \]

Case 2

Using Weiss' estimate of \( \sigma \), when \( \mu \) is known, i.e.,

\[ b_n^{(3)} = \sum_{j=1}^{n-1} n + 1 (\frac{1}{n + 1} - \frac{1}{n + 1})(x_{j+1:n} - x_{j:n}) \quad (6.30) \]

By Theorem (5.1), we have

\[ m_n^{(3)}(\lambda) \overset{p}{=} g_n^{(3)}(\lambda) \quad (6.31) \]

where

\[ G^{(3)}(\lambda)(x) = \begin{cases} \int_0^1 \frac{B^2(y)}{y(1 - y)} (\log \frac{1 - y}{y})^{\lambda - 1} dy - 2T(3) R(\lambda) \quad & \text{if } \lambda \text{ is an even integer} \\ \int_0^1 \frac{B^2(y)}{y(1 - y)} (\log \frac{1 - y}{y})^{\lambda - 1} dy + (T(3))^2 j(\lambda + 1) - 2T(3) R(\lambda) \quad & \text{if } \lambda \text{ is an odd integer} \end{cases} \]

where \( R(\alpha) \) and \( j(\alpha) \) are as above and
\[ T^{(3)} = \int_{0}^{1} \frac{2y - 1}{y(1 - y)} B(y) dy \]

From the above considerations, when testing for \( H_0 \) of (6.23) with \( \mu \in \mathbb{R}^1 \) is unknown, then we take the route of case 1 above. However, if \( \mu \) is known, then it is easier to work through the argument of case 2. In both cases we should take \( \lambda \) to be an odd integer, since for this choice, our test procedure will be consistent against any alternative hypothesis, where as if \( \lambda \) is an even integer then tests based on \( H_n(\lambda) \) are not consistent against symmetric alternatives.

**Example 3:** On Testing for the Weibull and Extreme Value Distributions.

Consider the family of extreme value density functions

\[ \text{EXTVAL}(\mu, \sigma) = \left\{ f(x; \mu, \sigma) : f(x; \mu, \sigma) = f_0 \left( \frac{x - \mu}{\sigma} \right) \right\} \]

\[ \frac{1}{\sigma} \exp \left( \frac{x - \mu}{\sigma} \right) \exp \left\{ -\exp \left( \frac{x - \mu}{\sigma} \right) \right\} , \quad \sigma > 0, \mu \in \mathbb{R}^1 \quad (6.32) \]

Let \( X_1, X_2, \ldots, X_n \) (\( n \geq 2 \)) be a random sample with a density function \( f \), we wish to test the following composite null hypothesis

\[ H_0 : f \in \text{EXTVAL}(0, \sigma) , \quad \sigma > 0 \quad (6.33) \]

Under \( H_0 \) of (6.33), the maximum likelihood estimation procedure for \( \sigma \) leads to intractable equations. In addition, estimating \( \sigma \) by the Weiss' estimate \( \hat{\sigma}^{(3)}_n \) is much more simpler than
using the L-estimator $\theta^{(1)}_n$ of (3.23). Now:

$$
\theta^{(3)}_n = -\frac{1}{n} \sum_{j=1}^{n-1} \left( 1 - \frac{j}{n+1} \right) \log(1 - \frac{j}{n+1}) \{ x_{j+1:n} - x_{j:n} \}
$$

and by Theorem (5.1), we have

$$ M^{(3)}_n(\lambda) \overset{D}{=} G^{(3)}(\lambda) \quad , \quad (6.34) $$

where

$$ G^{(3)}(\lambda) = \int_0^1 \frac{B^2(y)}{(1-y) \log(1-y)} (\log \log \frac{1}{1-y})^{\lambda-1} \, dy $$

$$ + \left( T^{(3)} \right)^2 J(\lambda+1) - 2 T^{(3)} R(\lambda) \quad , $$

where

$$ R(\lambda) = \int_0^1 B(y) (\log \log \frac{1}{1-y})^\lambda \, dy $$

$$ J(\alpha) = \int_0^\infty x^\alpha e^{2x} e^{-2e^x} \, dx $$

$$ T^{(3)} = \int_0^1 \frac{-1 + \log(1-y)}{(1-y) \log(1-y)} B(y) \, dy \quad . $$
As far as the Weibull distribution is concerned, i.e., when $X$ has the distribution function

$$G(x) = 1 - \exp\left(-\left(\frac{x}{c}\right)^\gamma\right).$$

Defining the random variable $Z$ as $Z = \log X$ and denoting $c$ by $e^\mu$, we get that the random variable $Z$ has a density function

$$f(z) \in \text{EXTVAL}(\mu, \sigma).$$

Hence the above procedure can be used to test for the Weibull distribution.
CHAPTER III

ON THE ESTIMATED QUANTILE PROCESS:

FURTHER GOODNESS-OF-FIT CONSIDERATIONS

1. Introduction

In chapter II, we considered the asymptotic distribution of quadratic nuisance parameter free goodness-of-fit tests for the location and scale parameters family of distribution function \( F \) of (1.1) of chapter II. The methodology used in chapter II can be employed to deduce more results concerning the same family \( F \) of (1.1) of chapter II. In the present chapter we shall consider the problem of weak convergence of the estimated standardized empirical quantile process. In addition, some linear nuisance parameter free goodness-of-fit procedures will be discussed.

For the sake of further reference we repeat in the following few lines some of the basic definitions. We start with the family \( F \) of location and scale parameters distribution functions, i.e.,

\[
F = \{ F(x; \mu, \sigma) : F(x; \mu, \sigma) = F_0((x - \mu)/\sigma), -\infty < \mu < \infty, \sigma > 0 \}. (1.1)
\]

Further let \( X_1, X_2, \ldots, X_n \) be a random sample from a distribution function \( F \in F \), with \( F_0 \) specified. The empirical quantile function \( Q_n \), based on \( X_1, X_2, \ldots, X_n \), is defined as
\[ Q_n(y) = \begin{cases} 
  X_{k:n} & \text{if } \frac{k - 1}{n + 1} < y \leq \frac{k}{n + 1}, \quad k = 1, 2, \ldots, n, \\
  X_{n:n} & \text{if } \frac{n}{n + 1} < y \leq 1.
\end{cases} \tag{1.2} \]

where \( X_{1:n}, X_{2:n}, \ldots, X_{n:n} \) is the order statistics of the random sample \( X_1, X_2, \ldots, X_n \), and if the continuous function \( F_0 \) of (1.1) has a density function \( f_0 \), the standardized empirical quantile process of the family \( F \) of (1.1), is defined by

\[
\rho_n(y; \mu, \sigma) = n^{1/2} f_0(F_0^{-1}(y)) \left( (Q_n(y) - \mu)/\sigma - F_0^{-1}(y) \right) 
= n^{1/2} f_0(F_0^{-1}(y)) (Q_n^0(y) - F_0^{-1}(y)) 
= \rho_n^0(y) \quad , \quad 0 < y < 1 \tag{1.3} \]

where \( Q_n^0(y) = (Q_n(y) - \mu)/\sigma \) and \( Q_n(y) \) is as in (1.2).

Let \( \hat{\theta}_n = (\hat{\mu}_n, \hat{\sigma}_n) \) be a sequence of estimators for \( \theta = (\mu, \sigma) \) based on the sample \( X_1, X_2, \ldots, X_n \), and define the estimated standardized empirical quantile process \( \hat{\rho}_n^0(y) \) as

\[
\hat{\rho}_n^0(y) = \rho_n(y; \hat{\mu}_n, \hat{\sigma}_n) 
= n^{1/2} f_0(F_0^{-1}(y)) \left( (Q_n(y) - \hat{\mu}_n)/\hat{\sigma}_n - F_0^{-1}(y) \right) 
= n^{1/2} f_0(F_0^{-1}(y)) (Q_n^0(y) - F_0^{-1}(y)) 
= \rho_n^0(y) \quad , \quad 0 < y < 1 \tag{1.4} \]
In section 2, we will consider the problem of weak convergence of the estimated standardized empirical quantile process \( \hat{\rho}_n^0(.) \) of (1.4), when estimating \( \theta = (\mu, \sigma) \) by different sequences of estimators. More precisely, we will consider the following sequences of estimators:

\[ \hat{\theta}_n^{(1)} = (\hat{\mu}_n, \hat{\sigma}_n^{(1)}) \],

the sequence of maximum likelihood (ML), or maximum likelihood-like (ML-like) estimators;

\[ \hat{\theta}_n^{(2)} = (\hat{\mu}_n, \hat{\sigma}_n^{(2)}) \],

the sequence of \( L \)-estimators (i.e., linear combinations of order statistics); and finally, if \( \mu \) is known, we will consider Weiss' estimate \( \hat{\theta}_n^{(3)} \) of \( \sigma \).

Concerning the sequence \( \hat{\theta}_n^{(1)} \) of ML or ML-like estimators of \( \theta \) based on \( X_1, X_2, \ldots, X_n \), we assume that (cf. (2.1), (2.2) and Remark (2.1) of chapter II)

(i) \( n^{1/2}(\hat{\theta}_n^{(1)} - \theta_0) = n^{-1/2} \sum_1^n \ell(X_j, \theta_0) + \epsilon_n \),

where \( \ell(., \theta) \) is a measurable 2-dimensional vector valued function, \( \theta_0 \) is the true value of \( \theta \), and \( \epsilon_n \rightarrow 0 \).

(ii) \( E \ell(X_j, \theta_0) = 0 \), \( j = 1, 2, \ldots, n \).

(iii) \( E\{\ell(X_j, \theta_0)^T \ell(X_j, \theta_0)\} \) is a finite non-negative definite matrix, where \( A^T \) is the transpose of the matrix \( A \).

(iv) \( \ell_1(x, \theta_0) \), \( \ell_2(x, \theta_0) \) are of bounded variation on...
each finite interval, where
\[ \lambda(\cdot, \theta_0) = (\lambda_1(\cdot, \theta_0), \lambda_2(\cdot, \theta_0))^T \]

\[ \lambda(X_j, \theta_0) = C\left[ \lambda_1\left( \frac{X_j - \mu}{\sigma} \right), \lambda_2\left( \frac{X_j - \mu}{\sigma} \right) \right]^T. \]

(v) \[ \lim_{h \to 0} \left( (1 - h) \log \log(1 - h)^{-1} \right)^{1/2} \| \lambda(F^{-1}(h, \theta_0), \theta_0) \| = 0, \]
and \[ \lim_{h \to 0} (h \log \log h)^{1/2} \| \lambda(F^{-1}(h, \theta_0), \theta_0) \| = 0, \]
where \( \| \cdot \| \) on \( \mathbb{R}^2 \) is defined by
\[ \| (y_1, y_2) \| = \max(|y_1|, |y_2|). \]

Concerning the sequence \( \hat{\theta}_n^{(2)} \) of L-estimators (cf. (3.20) to (3.27) of chapter II) we recall
\[ \hat{\theta}_n^{(2)} = (\hat{\mu}_n^{(2)}, \hat{\sigma}_n^{(2)}), \]
where
\[ \hat{\mu}_n^{(2)} = \frac{1}{n} \sum_{j=1}^{n} \left( \frac{1}{n+1} X_j : n \right), \]
\[ \hat{\sigma}_n^{(2)} = \frac{1}{n} \sum_{j=1}^{n} \left( \frac{1}{n+1} X_j : n \right). \]
where \( J_1, J_2 \) are suitable weight functions.

Finally, if \( \mu \) is assumed to be known, then Weiss' estimate \( \sigma_n^{(3)} \) of \( \sigma \) is (cf. §5 of chapter II)

\[
\sigma_n^{(3)} = \frac{1}{n} \sum_{j=1}^{n} f_0(F_0^{-1}\left(\frac{j}{n+1}\right))(X_{j+1:n} - X_{j:n}),
\]

where \( f_0 = F_0' \).

Let \( F_n \) be the empirical distribution function based on \( X_1, X_2, \ldots, X_n \). The empirical process based on \( X_1, X_2, \ldots, X_n \) is defined as

\[
\alpha_n(t) = n^{1/2}(F_n(t) - F(t;\mu, \sigma))
\]

\[
= n^{1/2}(F_n(t) - F_0(\frac{t - \mu}{\sigma})).
\]

We recall from chapter II

**Lemma 3A**

Assume that all the conditions of Theorem 1A are satisfied.

Then, there exists a sequence of Brownian bridges \( \{B_n\} \) for each \( n \), such that

\[
\sup_t |\alpha_n(t) - B_n(F_0(\frac{t - \mu}{\sigma}))| \quad \text{a.s.} \quad O(n^{-1/2}\log n)
\]

and
\[
\sup_y \left| \rho_n^0(y) - B_n(y) \right| \quad \text{a.s.} \quad 0((n^{-1} \log \log n)^{1/4} (\log n)^{1/2}) \quad (1.10)
\]

where \( \alpha_n(.) \) is as in (1.8) and \( \rho_n^0(.) \) is as in (1.3).

As to the estimated standardized empirical quantile process \( \hat{\beta}_n^0(.) \) of the family \( F \) of (1.1) we proved:

**Theorem 3B**

Assume that all the conditions of Theorem 1A are satisfied.

Then

(i) Estimating \( \theta \) by \( \hat{\theta}_n^{(1)} \), the sequence of ML or ML-like estimators which satisfy condition (1.5)(i)-(vi), we have

\[
\hat{\beta}_n^0(y) = \frac{1}{1 + \sigma_p(1)} \left\{ \rho_n^0(y) - T_n^{(11)} f_0(F_0^{-1}(y)) - T_n^{(12)} f_0(F_0^{-1}(y)) \right. \\
\left. - F_0^{-1}(y) + \sigma_p(1) \left( f_0(F_0^{-1}(y)) + f_0(F_0^{-1}(y))F_0^{-1}(y) \right) \right\}^2 , \quad (1.11)
\]

(ii) Estimating \( \theta \) by \( \hat{\theta}_n^{(2)} \), the sequence of L-estimators of (1.6) with a suitable choice of \( J_1, J_2 \) (cf. Lemma 3.1 of chapter II), and assuming that the standard conditions for the validity of the Cramér-Rao bounds are satisfied, we have
\[ \hat{\rho}_n^0(y) = \frac{1}{1 + o_p(1)} \left\{ \rho_n^0(y) - T_n^{(21)} f_0(F_0^{-1}(y)) F_0^{-1}(y) ight. \\
- T_n^{(22)} f_0(F_0^{-1}(y)) F_0^{-1}(y) \\
+ o_p(1)(f_0(F_0^{-1}(y))) \\
+ f_0(F_0^{-1}(y)) F_0^{-1}(y) \right\} , \quad (1.2) \]

(iii) Estimating \( \sigma \) by \( \hat{\sigma}_n^{(3)} \) (\( \mu \) is assumed to be known), Weiss' estimate of \( \sigma' \), and assuming that \( f_0' \) is continuous on \((a, b)\), we have

\[ \hat{\rho}_n^0(y) = \frac{1}{1 + o_p(1)} \left\{ \rho_n^0(y) - T_n^{(3)} f_0(F_0^{-1}(y)) F_0^{-1}(y) ight. \\
+ o_p(1)(f_0(F_0^{-1}(y))) F_0^{-1}(y) \right\} , \quad (1.13) \]

where

\[ T_n^{(11)} = \int \int \lambda_i(x) d_x B_n(F_0(x)) \quad , \quad i = 1, 2 \quad , \quad (1.14) \]

\( \lambda_i(\cdot), i = 1, 2 \) are as in (1.5),
\[ T_n^{(21)} = \int J_i(x) B_n(x) \, dF_0^{-1}(x) \quad , \quad i = 1, 2 \quad , \quad (1.15) \]

\[ J_i(\cdot) , \quad i = 1, 2 \quad \text{are as in (1.6) and} \]

\[ T_n^{(3)} = \int \frac{f'_0(F_0^{-1}(x))}{f''_0(F_0^{-1}(x))} B_n(x) \, dx \quad , \quad (1.16) \]

2. On the Weak Convergence of the Estimated Quantile Process

First we prove a Theorem 1A - type statement for \( \hat{\beta}_n^0 \) of (1.4).

**Theorem 2.1**

Let \( X_1, X_2, \ldots, X_n \) be a random sample with a continuous distribution function \( F \in F \) of (1.1). Assume that \( F_0 \) of (1.1) satisfies the conditions of Theorem 1A as well as

\[ \sup_{a < x < b} f_0(x) \leq \text{Constant} \quad \text{and} \]

\[ \sup_{a < x < b} |x| f_0(x) \leq \text{Constant} \quad . \quad (2.1) \]

Then

(i) When estimating \( \theta \) by \( \hat{\theta}_n^{(1)} \), the sequence of ML or ML-like estimators of Theorem 3B (i), we have

\[ \sup_{0 < y < 1} |\beta_n^0(y) - \frac{1}{1 + \hat{\sigma}_n^{(1)}(y)} E_n^{(1)}(y)| = o_p(1) \quad , \quad (2.2) \]
(ii) When estimating \( \theta \) by \( \hat{\theta}^{(2)}_n \), the sequence of L-estimators of Theorem 3B (ii), we have

\[
sup_{0 < y < 1} \left| \beta_n^{(0)}(y) - \frac{1}{1 + \frac{1}{p}(1)} \hat{\theta}^{(2)}_n(y) \right| = o_p(1), \tag{2.3}\]

(iii) When using Weiss' estimate \( \theta^{(3)}_n \) of Theorem 3B (iii), we have

\[
sup_{0 < y < 1} \left| \beta_n^{(0)}(y) - \frac{1}{1 + \frac{1}{p}(1)} \hat{\theta}^{(3)}_n(y) \right| = o_p(1), \tag{2.4}\]

where \( \hat{\theta}^{(1)}_n(y; 0 \leq y \leq 1) \) is defined in terms of the Brownian bridges \( \{ B_n \} \) \( (n = 1, 2, \ldots) \) of Lemma 3A as follows:

\[
\hat{B}^{(1)}_n(y) = B_n(y) - f_0(F_0^{-1}(y)) T_n^{(1)}, \quad f_0(F_0^{-1}(y)) T_n^{(1)} T_n^{(2)}, \tag{2.6}\]

and \( \{ \hat{B}^{(2)}_n(y) \} \) and \( \{ \hat{B}^{(3)}_n(y) \} \) are defined in terms of the Brownian bridges \( \{ B_n \} \) of Theorem IA as follows

\[
\hat{B}^{(2)}_n(y) = B_n(y) - f_0(F_0^{-1}(y)) T_n^{(2)}, \quad f_0(F_0^{-1}(y)) T_n^{(2)} T_n^{(3)}, \tag{2.7}\]

\[
\hat{B}^{(3)}_n(y) = B_n(y) - f_0(F_0^{-1}(y)) T_n^{(3)}, \tag{2.8}\]

with \( T_n^{(1)}, i = 1, 2, j = 1, 2 \) are as in (1.16) and (1.17) and \( T_n^{(3)} \) is as in (1.18).
Proof

We will only prove (2.2), since the proofs of (2.3), (2.4) are similar to that of (2.2).

By (1.14) and (2.1)

\[
\sup_{0 < y < 1} \left| \hat{\rho}_n^0(y) - \frac{1}{1 + o_p(1)} \left\{ \rho_0^0(y) - f_0(F_0^{-1}(y))T_n^{(11)} \right. \right.
\]

\[
\left. - f_0(F_0^{-1}(y))F_0^{-1}(y)T_n^{(12)} \right\} = o_p(1).
\]

(2.9)

By Lemma 3A

\[
\sup_{0 < y < 1} |\rho_n(y) - B_n(y)| \quad \text{a.s.} \quad o((n^{-1}\log \log n)^{1/4}(\log n)^{1/2})
\]

(2.10)

Combining (2.9) and (2.10) gives (2.2).

Remark 1

Theorem (2.1) tells us that the estimated standardized quantile process \(\hat{\rho}_n^0(.)\) of the family \(F\) of (1.1) is near to a Gaussian process which is nuisance parameter free (i.e., free of the unknown parameters \(\mu\) and \(\sigma\) of the family \(F\)), but not distribution free (i.e., it depends on the assumed to be known form of \(F_0\) of \(F\) of (1.1)).
Corollary 2.1

(1) When estimating $\theta$ by $\hat{\theta}_n^{(1)}$, the sequence of ML or ML-like estimators of Theorem 3B (i), we have

$$\sup_{0 < y < 1} |\hat{p}_n^0(y)| \overset{P}{\to} \sup_{0 < y < 1} |B(y) - f_0(F_0^1(y))T^{(1)}|.$$  \hspace{1cm} (2.11)

(11) When estimating $\theta$ by $\hat{\theta}_n^{(2)}$, the sequence of L-estimators of Theorem 3B (ii), we have

$$\sup_{0 < y < 1} |\hat{p}_n^0(y)| \overset{P}{\to} \sup_{0 < y < 1} |B(y) - f_0(F_0^1(y))T^{(2)}|.$$ \hspace{1cm} (2.12)

(iii) When estimating $\sigma$ by $\hat{\sigma}_n^{(2)}$, Weiss' estimate of Theorem 3B (iii), we have

$$\sup_{0 < y < 1} |\hat{p}_n^0(y)| \overset{P}{\to} \sup_{0 < y < 1} |B(y) - f_0(F_0^1(y))F_0^1(y)T^{(3)}|.$$ \hspace{1cm} (2.13)

where
\[ T(i) = \int x_{i}(x) \, d_{x} B(F_{0}(x)) , \quad i = 1, 2 \quad (2.14) \]

\[ T_{1} = \int J_{1}(x) \, B_{2}(x) \, d\tilde{F}_{0}^{-1}(x) , \quad i = 1, 2 \quad (2.15) \]

\[ T(3) = \int \frac{f_{0}'(F_{0}^{-1}(y))}{f_{0}(F_{0}^{-1}(y))} \, B(y) \, dy \quad (2.16) \]

Considering the composite goodness-of-fit hypothesis

\[ H_{0} : F \in F \] with \( F_{0} \) specified, \( \quad (2.17) \)

the test statistics of the left hand sides of (2.11), (2.12) and (2.13) and the distribution of the right hand side r.v.'s, can be used, at least in principle, to test for \( H_{0} \) of (2.17).

Now as a possible alternative route to the problem of testing for \( H_{0} \) of (2.17), we consider next the following linear form of \( \beta^{0}_{n} \) of (1.4):

\[ L_{n}(\lambda) = \sum_{k=1}^{n} \beta^{0}_{n} \left( \frac{k}{n+1} \right) \left( \frac{k}{n+1} \right)^{\lambda-1} \frac{1}{nf_{0}(F_{0}^{-1}(\frac{k}{n+1}))} , \quad \lambda = 1, 2, \ldots \quad (2.18) \]
The considerations we have in mind when considering $L_n(\lambda)$ are similar to those which led to introduce $M_n(\lambda)$ of (1.16) in Csörgő, Révész (1979, 1981)

3. On the Asymptotic Distribution of $L_n(\lambda)$ of (2.18)

Theorem 3.1

Let $X_1, X_2, \ldots, X_n$ be a random sample with a continuous distribution function $F \in F$ of (1.1). Assume that $F_0$ of $F$ satisfies all the conditions of Theorem 1A as well as $E_0 X^\lambda < \infty$

and

$$\lim_{y \to 0} y^{1/\tau} |F_0^{-1}(y)| = \lim_{y \to 1} (1 - y)^{1/\tau} |F_0^{-1}(y)| = 0 \quad (3.1)$$

with $\tau > 2(\lambda + 1)$ ($\forall 1, 2, \ldots$). Assume further that $L_n^1(\lambda)$ is that version of $L_n(\lambda)$, when $\theta$ is estimated via $\hat{\theta}_n(i)$, $i = 1, 2, 3$.

Then

(i) Under the same conditions as in Theorem 3B (i), we have

$$\left| L_n^1(\lambda) - \left\{ t_n^{(\lambda - 1)} - T_n^{(1)} \int_0^1 (F_0^{-1}(y))^{\lambda - 1} \, dy \right\} - T_n^{(12)} \right| = o_p(1) \quad (3.2)$$

and
\[ L_n^{(1)}(\lambda) = \mathbb{P} I^{(\lambda-1)} - T^{(11)} \int_0^1 (F_0^{-1}(y))^{\lambda-1} \, dy = T^{(12)} \]

\[ \int_0^1 (F_0^{-1}(y))^{\lambda} \, dy = L_n^{(1)}(\lambda), \quad \lambda = 1, 2, \ldots, \quad (3.3) \]

(ii) Under the same conditions of Theorem 3B (ii), we have

\[ \left| L_n^{(2)}(\lambda) - \left\{ I_n^{(\lambda-1)} - T_n^{(21)} \int_a^b x^{\lambda-1} f_0(x) \, dx - T_n^{(22)} \right\} \right| = o_p(1), \quad (3.4) \]

and

\[ L_n^{(2)}(\lambda) = \mathbb{P} I^{(\lambda-1)} - T^{(21)} E_0 X^{\lambda-1} - T^{(22)} E_0 X^{\lambda}, \quad \lambda = 1, 2, \ldots, \quad (3.5) \]

(iii) Under the same conditions of Theorem 3B (iii), we have

\[ \left| L_n^{(3)}(\lambda) - \left\{ I_n^{(\lambda-1)} - T_n^{(3)} E_0 X^{\lambda} \right\} \right| = o_p(1), \quad (3.6) \]

and
\( L_n^{(3)}(\lambda) \cdot D^{(\lambda-1)} - T_n^{(3)} E_0^{\lambda} = L_n^{(3)}(\lambda) \),
\( \lambda = 1, 2, \ldots \) \quad \quad (3.7)

where
\( T_n^{(\lambda-1)} = \int_0^1 B_n(y)^{\lambda-1} d(F_0^{-1}(y))^{\lambda} \), \( \lambda = 1, 2, \ldots \) \quad \quad (3.8)

\( T_n^{(\lambda-1)} = \int_0^1 B(y)^{\lambda-1} d(F_0^{-1}(y))^{\lambda} \), \( \lambda = 1, 2, \ldots \) \quad \quad (3.9)

\( E_0^{\lambda} = \int_a^b x^{\lambda} f_0(x) dx \) \quad \quad (3.10)

\( T_n^{(1i)}, i = 1, 2, T_n^{(2i)}, i = 1, 2, \) and \( T_n^{(3)} \) are as in (1.16), (1.17) and (1.18) respectively, and \( T_n^{(1i)}, i = 1, 2, T_n^{(2i)}, i = 1, 2 \) and \( T_n^{(3)} \) are as in (2.14), (2.15) and (2.16) respectively.

**Proof**

We will only prove (3.4), since the proofs of (3.2) and (3.6) are similar. By (1.12), and (2.18), we have

\[
L_n^{(2)}(\lambda) = \sum_{k=1}^n \frac{\rho_0^{(-k/n+1)}}{f_0(F_0^{(-k/n+1)})} (F_0^{(-k/n+1)})^{\lambda-1}
\]

\[
- T_n^{(21)} \sum_{k=1}^n (F_0^{(-k/n+1)})^{\lambda-1}
\]
\[ T(n) = \sum_{k=1}^{n} \frac{(F^{-1}(\frac{k}{n+1}))^\lambda}{n} \]

Now, by condition (3.1) with \( r > Z(\lambda+1) \) (\( \lambda = 1, 2, \ldots \)) we have

\[ \left| \sum_{k=1}^{n} \frac{(F^{-1}(\frac{k}{n+1}))^\lambda}{n} - \int_0^1 (F^{-1}(y))^{\lambda-1} dy \right| = \]

\[ = \left| \sum_{k=1}^{n} \frac{(F^{-1}(\frac{k}{n+1}))^\lambda}{n} - E X^{\lambda-1} \right| = \mathcal{O}(n^{-1/2}) , \]

\( \lambda = 1, 2, \ldots \)

By a proof similar to that of Theorem 2A (Czégó, Révész (1981)) we can easily prove that
\[
\sum_{k=1}^{n} \frac{n^0 (k)}{n (n + 1)} \frac{f_0^{-1}(\frac{k}{n + 1})}{\lambda - 1} = \frac{\lambda - 1}{n} = o_p(1) \quad (3.13)
\]

Combining (3.1), (3.12) and (3.13) we get (3.4).

As to a test statistic for \( H_0 \) of (2.17) in terms of \( L_n^{(1)}(\lambda) \), we should reject \( H_0 \) if \( |L_n^{(1)}(\lambda)| \) is too large, and since by (3.3), (3.5) and (3.7) we have

\[
|L_n^{(1)}(\lambda)| \overset{D}{=} |L_n^{(1)}(\lambda)|, \quad i = 1, 2, 3 ; \lambda = 1, 2, \ldots , (3.14)
\]

a tabulation of \( |L_n^{(1)}(\lambda)| \) is theoretically feasible for some specific \( F_0 \) (say, for the standard normal distribution, i.e., when \( F_0 = \Phi \)).

For each given \( F_0 \) of \( F \) of (1.1) the asymptotic distribution of \( |L_n^{(1)}(\lambda)| \) will depend on \( F_0 \); i.e., the proposed test procedure for \( H_0 \) of (2.17) is nuisance parameter free but non-distribution free.

A rationalization of \( L_n^{(1)}(\lambda) \) for \( H_0 \) of (2.17) is along the lines of that of \( M_n^{(1)}(\lambda) \) of chapter II. The difficulties one is facing when attempting to tabulate the distribution of \( L_n^{(1)}(\lambda) \) are somewhat less formidable than those in case of \( M_n^{(1)}(\lambda) \). This is one of the reasons for proving Theorem (3.1). As to the relative merits of any one of the statistics \( L_n^{(1)}(\lambda) \) and \( M_n^{(1)}(\lambda) \) when testing for \( H_0 \) of (2.17) via them, at this stage we can only say that specific case-studies will only tell which one of these procedures is to be preferred.
in any given practical situation. We observe, however, that if $\lambda$
is an odd integer, and if $H_0$ of (2.17) is not true then

$$|L_n^{(i)}(\lambda)| \xrightarrow{a.s.} \text{as} \ n \to \infty, \ i = 1, 2, 3, \text{i.e., just like the}$$

$$M_n^{(i)}(\lambda) \text{ test in this case, the proposed test is then also consistent}$$

against any alternative hypothesis.

The techniques of the previous sections can be used in goodness-
of-fit tests for a wide class of distributions. Indeed, as examples, we
may go through the examples of section 6 of chapter II, i.e., on testing
for the exponential, the logistic, extreme value and the Weibull distribu-
tions. However, in order to avoid repeating ourself, in the next section
we will only discuss goodness-of-fit tests for the exponential distribution.

4. On Testing for Exponentiality

Consider the family of exponential density functions.

$$\text{EXP}(A,B) = \{ f(x;A,B) : f(x;A,B) = f_0(\frac{x - A}{B}) =$$

$$= B^{-1} \exp(-(x - A)/B), \quad x > A \in \mathbb{R}^1, \quad B > 0 \} \quad (4.1)$$

Let $X_1, X_2, \ldots, X_n$ be a random sample with a density
function $f$, we wish to test the following composite null hypotheses

$$H_0^{(1)} : f \in \text{EXP}(0,\sigma), \quad \sigma > 0 \quad (4.2)$$

and

$$H_0^{(2)} : f \in \text{EXP}(\mu,\sigma), \quad \mu \in \mathbb{R}^1, \quad \sigma > 0 \quad (4.3)$$
First we consider $H_0^{(1)}$ of (4.2). Under $H_0^{(1)}$, $X_1, X_2, \ldots, X_n$ is a random sample with density function $f \in \text{EXP}(0, \theta)$, $\theta > 0$.

As in section 6 of chapter II, we consider three alternative routes.

Case 1

Using the ML estimate of $\theta$, i.e., $\hat{\theta}_n^{(1)} = \frac{1}{n} \sum_{k=1}^{n-1} \left\{ \frac{X_{k:n} - \log \frac{1}{k}}{1 - \frac{k}{n+1}} \right\}$, consequently

$$L_n^{(1)}(\lambda) = \prod_{k=1}^{n-1} \left( 1 - \frac{k}{n+1} \right)^{\lambda-1} \left( \frac{X_{k:n} - \log \frac{1}{k}}{1 - \frac{k}{n+1}} \right) \left( \log \frac{1}{\bar{X}_n} \right)^{\lambda-1}$$

(4.4)

A similar argument as that used in section 6 of chapter II, and Theorem (3.1) will give

$$L_n^{(1)}(\lambda) \overset{D}{=} L^{(1)}(\lambda), \quad \lambda = 1, 2, \ldots$$

(4.5)

where

$$L^{(1)}(1) = 0$$

and

$$L^{(1)}(\lambda) = \int_0^1 \frac{B(y)}{1-y} \left( \log \frac{1}{1-y} \right)^{\lambda-1} dy - \Gamma(\lambda + 1) \int_0^1 \frac{B(y)}{1-y} dy$$

(4.6)

For example if $\lambda = 2$, then we have

$$L_n^{(1)}(2) \overset{D}{=} \int_0^1 \frac{B(y)}{1-y} \left( \log \frac{1}{1-y} \right) dy \overset{D}{=} 2 \int_0^1 \frac{B(y)}{1-y} dy$$

(4.7)
and we should reject \( H_0^{(1)} \) of (4.2) if \( L_n^{(1)}(2) \) is too large. A similar statement holds for \( L_n^{(1)}(\lambda) \) of (4.4) in general.

An alternative procedure is via Theorem (2.1), as follows:

\[
\beta_n^0 \left( \frac{k}{n+1} \right) = n^{1/2} \left( 1 - \frac{k}{n+1} \right) \left\{ \frac{X_{k:n}}{\bar{X}_n} - \log \frac{1}{1 - \frac{k}{n+1}} \right\}, \quad (4.8)
\]

and by Theorem (2.1), we have

\[
\beta_n^0(.) \overset{D}{=} B(.) - (1 - .) \log \frac{1}{1 - y} \int_0^1 \frac{B(y)}{1 - y} \, dy, \quad (4.9)
\]

where \( \{B(y) : 0 \leq y \leq 1\} \) is a Brownian bridge.

Whence for \( \beta_n^0 \) of (4.8) we have, for example, that

\[
\max_{1 \leq k \leq n} \left| \beta_n^0 \left( \frac{k}{n+1} \right) \right| \overset{D}{=} \left( \sup_{0 < y < 1} \left| B(y) - (1 - y) \log \frac{1}{1 - y} \int_0^1 \frac{B(x)}{1 - x} \, dx \right| \right), \quad (4.10)
\]

and a test for \( H_0^{(1)} \) of (4.2) can be based on large values of

\[
\max_{1 \leq k \leq n} \left| \beta_n^0 \left( \frac{k}{n+1} \right) \right| = n^{1/2} \max_{1 \leq k \leq n} \left| \frac{X_{k:n}}{\bar{X}_n} - \log \frac{1}{1 - \frac{k}{n+1}} \right| \left( 1 - \frac{k}{n+1} \right), \quad (4.11)
\]
Case 2

Using the $L$-estimator of $\sigma$ of $\text{EXP}(0, \sigma)$, which, in this case, is $\hat{\sigma}_n^{(2)} = \bar{X}_n = \text{M.L.E.}$. Hence, in this case, $L_n^{(1)}(\lambda) = L_n^{(2)}(\lambda)$.

An argument similar to that of case 2 of section 6 of chapter II, will give (4.5) through (4.11).

Case 3

Using Weiss' estimate of $\sigma$, namely

$$\hat{\sigma}_n^{(3)} = \frac{1}{n+1} (n\bar{X}_n + \sum_{i=1}^{n} X_{i:n} - (n+1)X_{1:n}).$$

Now

$$L_n^{(3)}(\lambda) = \prod_{k=1}^{n} \left\{ \frac{X_{k:n}}{\hat{\sigma}_n^{(3)}} \log \frac{1}{1 - \frac{k}{n+1}} \right\} \left\{ \log \frac{1}{1 - \frac{k}{n+1}} \right\}^{\lambda-1}$$

$$\equiv L_n^{(3)}(\lambda) \equiv L_n^{(1)}(\lambda), \quad \lambda = 1, 2, \ldots$$

where $L_n^{(1)}(\lambda)$ is as in (4.6).

In testing for $H_0^{(2)}$ of (4.3), one can make the following transformation: $X_{i:n}^* = X_i - X_{1:n}, \quad i = 1, 2, \ldots, n$ and delete from it the term which equals to zero, say $X_n^*$ (with probability one there is one and only one such term). Let $X_{1:n}^*, X_{2:n}^*, \ldots, X_{n-1:n}^*$ be the order statistic of $X_{1:n}^*, \ldots, X_{n-1:n}^*$. Given $H_0^{(2)}$ of (4.3), $X_{1:n}^*, \ldots, X_{n-1:n}^*$
are independent \( \text{EXP}(0, \sigma) \) rv's, and the above procedure thus modified, can now be used to test for \( H_0^{(2)} \) of (4.3).
CHAPTER IV
ON EXPONENTIAL AND UNIFORM SPACINGS

1. Introduction and Preliminaries

Let \( X_{1:n}, X_{2:n}, \ldots, X_{n:n} \) be the order statistics of a random sample \( X_1, X_2, \ldots, X_n \) from some distribution function \( F \).

The spacings \( T_j \)'s are then defined by

\[
T_j = X_{j+1:n} - X_{j:n}, \quad j = 1, 2, \ldots, n-1.
\]  

(1.1)

If the random variable \( X \) has a lower bound, \( A \) say, and/or an upper bound, \( B \) say, then one may define \( X_{0:n} = A \) and/or \( X_{n+1:n} = B \) and

\[
T_0 = X_{1:n} - X_{0:n} \quad \text{and/or} \quad T_n = X_{n+1:n} - X_{n:n}.  
\]  

(1.2)

When \( X \) has uniform distribution, we say that the \( \{T_j\}_{j=0}^n \) are uniform spacings, whereas, when \( X \) has exponential distribution, we say that \( \{T_j\}_{j=0}^{n-1} \) are exponential spacings.

In the case of uniform spacings there are a number of works written on the asymptotic distribution of the random variables

\[ g_n = g(T_0, T_1, \ldots, T_n), \]

where \( g \) is a measurable function. In particular, Moran (1947) considered the asymptotic distribution of

\[ \sum_{j=0}^{n} T_j^2, \]

Kimbals (1950) proved that

\[
n^{1/2}(n-1) \sum_{j=0}^{n} T_j^\alpha - u \frac{n^{\alpha} \Gamma(n+1) \Gamma(1+\alpha)}{\Gamma(n+\alpha+1)} \]

was
asymptotically normal with mean zero and variance

\[ u(\Gamma(2\alpha + 1) - (1 + u\alpha^2) \Gamma^2(1 + \alpha)) \]

where \( \sum_m \) denotes the sum of an arbitrary \( m \) of the \( T_j \)'s,

\[ u = \lim_{n \to \infty} \frac{m}{n} > 0, \alpha > 1 \text{ if } u = 1 \]. Also Darling (1953)

proved that

\[ n^{1/2}(\alpha-1) \sum_{j=0}^{n} T_j^\alpha - \Gamma(1 + \alpha) \]

was asymptotically normal with mean zero and variance

\[ \Gamma(2\alpha + 1) - (1 + \alpha^2) \Gamma^2(1 + \alpha) \]

Up to date, as far as we know, nothing has been done concerning
the asymptotic theory of the stochastic processes \( G_n(u) = g(T_0, T_1, \ldots, T_{[nu]}) \), where \([t]\) is the greatest integer in \( t \) and \( 0 \leq u \leq 1 \).

Also Pyke (1965 and 1972) pointed out that a study of rates of convergence
for limiting distributions of spacings was also desirable. Some answers
to these open questions are given in the present chapter. Our main
result in this direction is Theorem (2.1), which states that uniformly
in \( u \in (0,1) \) and for large \( n \)

\[ n^{1/2}(\alpha-1) \sum_{m} T_j^\alpha - u \Gamma(1 + \alpha) \xrightarrow{D} K_n(u;\alpha) + o_{a.s.}(n^{-1/2}\log n), (1.3) \]

where \( \sum_m \) denotes the sum of an arbitrary \( m \) units of the summands and

\[ u = \lim_{n \to \infty} \frac{m}{n} > 0 \], where \( K_n(u;\alpha) \), as defined by (2.11) and (2.14) in
the sequel, converges in distribution to
\[ K(u;\alpha) \overset{D}{=} \lambda_1(\alpha) W(u) + \lambda_2(\alpha) B(u) \]
where \( W(u) \) is a standard Wiener process, \( B(u) = W(u) - u W(1) \) is a Brownian bridge,
\[
\lambda_1(\alpha) = \frac{\Gamma(2\alpha + 1) - (1 + \alpha^2) \Gamma^2(1 + \alpha)}{\Gamma(1 + \alpha)} \quad \text{and}
\]
\[
\lambda_2(\alpha) = -\lambda_1(\alpha) \pm \sqrt{\lambda_1^2(\alpha) + \alpha^2 \Gamma^2(1 + \alpha)}.
\]
An important feature of Theorem (2.1) is that it provides a methodology for finding the asymptotic distribution and rates of convergence of processes of the form
\[
p_n(u;\alpha) = \begin{cases} 
0 & \text{if } u < \frac{2}{n} \\
\frac{1}{n^{1/2}} \left( \sum_{j=1}^{\left\lfloor nu \right\rfloor - \frac{1}{2}} \frac{1}{T_j^{\alpha}} - u \Gamma(1 + \alpha) \right) & \text{if } \frac{2}{n} \leq u \leq 1,
\end{cases}
\]
(1.4)
for a wide class of functions \( h \), as given by Theorem (2.2), Theorem (3.1) and Theorem (3.2) respectively.

In the case of exponential spacings, Theorem (2.3) gives the asymptotic distribution together with a rate of convergence of the stochastic processes \( \{ J_n(u;\alpha) ; u \in (0,1) \}, n = 1, 2, \ldots ; \alpha > 0 \) defined as

\[
J_n(u;\alpha) = \begin{cases} 
& \text{if } 0 \leq u < \frac{2}{n} \\
& \text{if } \frac{2}{n} \leq u \leq 1 \\
& n^{1/2} \left( \frac{q_n(u;\alpha)}{(q_n(1;1))^{\alpha}} - u \Gamma(1 + \alpha) \right) \text{ if } \frac{2}{n} \leq u < 1 
\end{cases}
\]  

(1.7)

where

\[
g_n(u;\alpha) = n^{\alpha-1} \sum_{j=1}^{[nu]-1} \left( f_0(F_0^{-1}(\frac{j}{n})) \right) \alpha^n_j
\]

with \( F_0(x) = 1 - e^{-x} \), \( f_0(x) = F_0'(x) \) and \( \alpha > 0 \). In Theorem (3.3), we carry out the same programme for the process

\[
0^{j-1} h \left( \frac{f_0(F_0^{-1}(\frac{j}{n}))}{q_n(1;1)} \right)
\]

(1.8)

for a wide class of functions \( h \).

We note that \( p_n(u;\alpha) \) of (1.4) and \( J_n(u;\alpha) \) of (1.7) are, respectively, the uniform and exponential versions of \( g_n(u;\alpha) \) of...
(1.6) of chapter II. Consequently, as it is suggested in chapter II, a number of nuisance parameter free goodness-of-fit procedures can be based on \( p_n(u; \alpha) \) of (1.4) and \( J_n(u; \alpha) \) of (1.7) for the uniform respectively exponential distributions. These procedures can be applied to tests for the random distribution of events in time. This is the story of section 4.

In section 5, we concentrate on the problem of rates of convergence.

The following Theorem will be used in the sequel.

**Theorem 4A** (Komlós, Major, and Tusnády (1975, 1976)).

Let \( V_1, V_2, \ldots \) be i.i.d. r.v.'s, the moment generating function of which is finite in some neighbourhood of the origin and assume that \( EV_1 = 0 \) and \( EV_1^2 = 1 \). If the probability space is rich enough, then there exists a standard Wiener process \( W \) such that for all real \( z \),

\[
P\{ \max_{1 \leq k \leq n} \sum_{j=1}^{k} V_j - W(k) > (A_4 \log n) + z \} < A_5 e^{-A_6 z} \tag{1.9}
\]

where \( A_4, A_5, \) and \( A_6 \) are absolute constants. This inequality, in turn, implies

\[
\max_{1 \leq k \leq n} \left| \frac{1}{n} \sum_{j=1}^{k} V_j - W(k) \right| \overset{a.s.}{\sim} O(\log n) \tag{1.10}
\]

In the sequel it will be always assumed that the underlying probability space is rich enough in the sense of Theorem 4A.
2. Limit Theorems for Sums of Powers of Uniform and Exponential Spacings

Let $X_1:n, X_2:n, \ldots, X_n:n$ be the order statistics of a random sample $X_1, X_2, \ldots, X_n$ from the uniform distribution on $[0,1]$. Take $X_0:n = 0$ and $X_{n+1:n} = 1$ and define the uniform spacings \( \{T_j^u\}_{j=0}^n \) as follows:

\[
T_j^u = X_{j+1:n} - X_j^n, \quad j = 0, 1, 2, \ldots, n. \tag{2.1}
\]

Assume that $\alpha > 0$ is given and consider the stochastic process

\[
\{n^{\alpha-1} \sum_{j=0}^{[nu]} T_j^\alpha \} \quad u \in (0,1], n = 1, 2, \ldots \tag{2.2}
\]

In order to study the asymptotic theory of the latter, we let $Z_1, Z_2, \ldots, Z_{n+1}$ be i.i.d. rv's with distribution function $F_0(x) = 1 - e^{-x}$. Then it is well known that, for each $n$,

\[
\{S_k/n+1 ; 1 \leq k \leq n\} \overset{D}{=} \{X_k:n ; 1 \leq k \leq n\}, \tag{2.3}
\]

where $S_0 = 0$ and $S_k = \sum_{j=1}^{k} Z_j$, $k = 1, 2, \ldots, n+1$. Consequently, we have for each $n$

\[
\{Z_{j+1}/S_{n+1} ; 0 \leq j \leq n\} \overset{D}{=} \{T_j ; 0 \leq j \leq n\}. \tag{2.4}
\]

Thus, in particular, we have for each $n$

\[
n^{\alpha-1} \sum_{j=0}^{[nu]} T_j^\alpha \overset{D}{=} n^{\alpha-1} \sum_{j=0}^{[nu]} (Z_{j+1}/S_{n+1})^\alpha = \left( \frac{1}{n} \sum_{j=1}^{[nu]+1} Z_j^\alpha \right) / \left( \frac{1}{n} \sum_{j=1}^{n+1} Z_j^\alpha \right), \tag{2.5}
\]

\[0 < u \leq 1.\]
This suggests that one may first study the asymptotic theory of the process on the right hand side of (2.5) in order to derive some asymptotic results for the process on the left hand side of (2.5).

It is well known that the expected value, $EZ_1^\alpha$, and the variance, $\text{Var}(Z_1^\alpha)$, of $Z_1^\alpha$ are given by

$$
\begin{align*}
EZ_1^\alpha &= \Gamma(1 + \alpha) \\
\text{Var}(Z_1^\alpha) &= \Gamma(2\alpha + 1) - \Gamma^2(1 + \alpha) = V^2(\alpha), \text{ say}.
\end{align*}
$$

Hence

$$
\frac{1}{n} \sum_{j=1}^{[nu]+1} Z_j^\alpha - \Gamma(1 + \alpha) \frac{[nu]+1}{n} = \frac{V(\alpha)}{n} \sum_{j=1}^{[nu]+1} \left( \frac{Z_j^\alpha - \Gamma(1 + \alpha)}{V(\alpha)} \right)
$$

where the right hand side is $\frac{V(\alpha)}{n}$ times a partial sum of i.i.d. $\text{rv}$'s with mean zero and variance one. Moreover the moment generating function of the summands exists. Therefore, by applying Theorem 4A (Komlós, Major, Tusnády (1975, 1976)), there exists a standard Wiener process $\{W(\alpha)(t) ; 0 \leq t\}$ such that

$$
\sup_{0 < u < 1} \left| \frac{1}{n} \sum_{j=1}^{[nu]+1} Z_j^\alpha - u \Gamma(1 + \alpha) \right| = \frac{W(\alpha)(V^2(\alpha)nu)}{n}
$$

\textbf{a.s.} \quad 0(n^{-1/2} \log n)

(2.8)
In particular

\[
\sup_{0<u<1} \left| \frac{1}{n} \sum_{j=1}^{[nu]+1} Z_j - u - \frac{W(1)(nu)}{n} \right| \xrightarrow{a.s.} 0(n^{-1} \log n), \quad (2.9)
\]

and consequently,

\[
\frac{1}{n} \sum_{j=1}^{n+1} Z_j = 1 + \frac{W(1)(n)}{n} + O_{a.s.}(n^{-1} \log n) \quad (2.10)
\]

It should be noticed that, for any \( u, \ 0 < u \leq 1 \), we have

\[
E \frac{1}{\sqrt{n}} W(\alpha)(W^2(\alpha) \nu) \frac{1}{\sqrt{n}} W(1)(n)
\]

\[
= \lim_{n \to +\infty} n E \left( \frac{1}{n} \sum_{j=1}^{[nu]+1} (Z_j^\alpha - \Gamma(1 + \alpha)) \right) \left( \frac{1}{n} \sum_{j=1}^{n+1} (Z_j - 1) \right)
\]

\[
= \lim_{n \to +\infty} \frac{1}{n} \left( [nu] + 1 \right) (E Z_j^{\alpha+1} - \Gamma(1 + \alpha) E Z_j)
\]

\[
= \lim_{n \to +\infty} \frac{[nu] + 1}{n} \{ \Gamma(2 + \alpha) - \Gamma(1 + \alpha) \}
\]

\[
= \alpha u \Gamma(1 + \alpha) \quad (2.11)
\]

Now, by (2.10), we have

\[
\left( \frac{1}{n} \sum_{j=1}^{n+1} Z_j \right)^\alpha \xrightarrow{a.s.} \left( 1 + O(n^{-1} \log n) \right)^\alpha \frac{W(1)(n)}{n}
\]
\[
\text{a.s. } (1 + o(n^{-1} \log n)) \left\{ 1 + \frac{W(1)(n)}{n(1 + o(n^{-1} \log n))} \right\}^\alpha
\]

\[
\text{a.s. } (1 + o(n^{-1} \log n)) \left\{ 1 + \frac{\alpha W(1)(n)}{n(1 + o(1))} + o(n^{-1}) \right\}
\]

\[
\text{a.s. } 1 + \alpha \frac{W(1)(n)}{n} + o(n^{-1} \log n)
\]

(2.12)

By (2.8), (2.10), (2.11) and (2.12) we have

\[
\frac{1}{n^{1/2}} \left\{ \left( \frac{1}{n} \sum_{j=1}^{n+1} Z_j^\alpha \right) - u \Gamma(1 + \alpha) \right\}
\]

\[
\text{a.s. } \frac{n^{1/2}}{n+1} \left\{ \left( \frac{1}{n} \sum_{j=1}^{n+1} Z_j^\alpha \right) - u \Gamma(1 + \alpha) \right\}
\]

\[
\text{a.s. } \frac{n^{1/2}}{1 + o(1)} \left\{ \left( u \Gamma(1 + \alpha) \right) + \frac{W(1)(\nu^2(\alpha) n \nu)}{n} + o(n^{-1} \log n) \right\}
\]

\[
- u \Gamma(1 + \alpha)(1 + \alpha \frac{W(1)(n)}{n} + o(n^{-1} \log n))
\]
\[
\begin{align*}
\text{a.s.} \quad \frac{1}{1 + o(1)} \left\{ n^{-1/2} \left( \frac{\nu^2(\alpha) \nu u}{\alpha} \right) - u \nu \Gamma(1 + \alpha) \nu \right\}^{-1/2}
+ o(n^{-1/2} \log n) \right\}
\end{align*}
\]

\[
\text{a.s.} \quad \frac{1}{1 + o(1)} \left\{ K_n(u; \alpha) + o(n^{-1/2} \log n) \right\}
\]  \quad (2.13)

where

\[
K_n(u; \alpha) = \frac{1}{n^{1/2}} \left( \nu \frac{\nu^2(\alpha) \nu u}{\alpha} - u \nu \Gamma(1 + \alpha) \nu \right)
\]  \quad (2.14)

This proves our first result:

\textbf{Lemma 2.1}

Let \( Z_1, Z_2, \ldots, Z_n \) be i.i.d. rv's with exponential distribution function \( F_0(x) = 1 - e^{-x} \). Then, uniformly in \( u \in (0,1) \), and for \( n \) large

\[
\text{a.s.} \quad K_n(u; \alpha) + o(n^{-1/2} \log n)
\]  \quad (2.15)

where \( K_n(u; \alpha) \) is as in (2.14).
Now we go back to our original aim, namely, to study the asymptotic theory of the processes of (2.2). By (2.15) and Lemma (2.1), we get immediately

Theorem 2.1

Let $X_{1:n}, X_{2:n}, \ldots, X_{n:n}$ be the order statistics of a random sample $X_{1}, X_{2}, \ldots, X_{n}$ from the uniform distribution on $[0,1]$. Let the spacings $T_{j}, j = 0, 1, \ldots, n$, be as defined in (2.1). Then, uniformly in $u \in (0,1)$, and for $n$ large

$$\frac{1}{n^{2/3}(n-1)^{1/3}} \sum_{j=0}^{n-1} \frac{T_{j}}{(n-1)^{1/3}} - u \Gamma(1 + \alpha) \mathcal{D} \rightarrow K_{n}(u; \alpha) + o_{a.s.}(n^{-1/2} \log n) \quad (2.16)$$

Remark 2.1

It is clear that

$$K_{n}(u; \alpha) \overset{D}{\rightarrow} K(u; \alpha) = \frac{u^{\alpha}}{\Gamma(1 + \alpha)} \Gamma^{2}(1 + \alpha) \cdot W_{\alpha}(1) \quad (2.17)$$

where

$$E K(u; \alpha) = 0$$

and (cf. (2.11))

$$E K(u_{1}; \alpha) K(u_{2}; \alpha) = \left( \Gamma(2\alpha + 1) - (1 + \alpha^{2}) \Gamma^{2}(1 + \alpha) \right) u_{1} \Lambda u_{2} + \alpha^{2} \Gamma^{2}(1 + \alpha) \left( u_{1} \Lambda u_{2} - u_{1} u_{2} \right) \quad (2.19)$$
Also, it is clear that

\[ K(u; \alpha) \overset{D}{=} \lambda_1(\alpha) W(u) + \lambda_2(\alpha) B(u), \quad (2.20) \]

where \( W(u) \) is a standard Wiener process, and, in terms of the latter,
\[
B(u) = W(u) - u W(1), \quad \text{a Brownian bridge},
\]

\[ \lambda_1(\alpha) = (\Gamma(2\alpha + 1) - (1 + \alpha^2) \Gamma^2(1 + \alpha))^{1/2} \]

and

\[ \lambda_2(\alpha) = \lambda_1(\alpha) \sqrt{\lambda_2(\alpha) + \alpha^2 \Gamma^2(1 + \alpha)}^{1/2}. \]

**Corollary 2.1**

Using the notation of Theorem (2.1), we have, uniformly in
\[ u \in (0, 1), \]

\[ n^{1/2} (n^{\alpha - 1}) \sum_{j=0}^{[nu]} \Gamma_j^{\alpha} - u \Gamma(1 + \alpha) \overset{D}{=} \lambda_1(\alpha) W(u) + \lambda_2(\alpha) B(u), \quad (2.21) \]

where \( W(u), B(u), \lambda_1(\alpha) \) and \( \lambda_2(\alpha) \) are as in (2.20).

**Corollary 2.2**

For \( \alpha > 0 \), \( \alpha \neq 1 \), we have for each \( n \) large enough

\[ n^{1/2} (n^{\alpha - 1}) \sum_{j=0}^{n} \Gamma_j^{\alpha} - \Gamma(1 + \alpha) \overset{D}{=} K_n(1; \alpha) + o_a.s. (n^{-1/2} \log n), \quad (2.22) \]

where \( K_n(1; \alpha) \overset{D}{=} K(1; \alpha) \overset{D}{=} \lambda_1(\alpha) W(1) \), a normal rv with mean zero and variance
\[ \lambda_2^2(\alpha) = (2\alpha + 1) - (1 + \alpha^2) \Gamma^2(1 + \alpha). \]

This
agrees with Kimball’s (1950) and Darling’s (1953) results.

Now, Theorem (2.1) can be proved in a more general form, namely

Theorem (2.1)

Using the notation of Theorem (2.1), we have, uniformly in $u \in (0, 1)$ and for $n$ large

$$n^{1/2}(a_n-1 \sum_m T_j^\alpha - u \Gamma(1 + \alpha)) \xrightarrow{D} K_n(u; \alpha) + o_{a.s.}(n^{-1/2} \log n), \quad (2.23)$$

where $\sum_m T_j^\alpha$ denotes the sum of $m$ units arbitrary chosen from the $(n + 1)$ units $T_0^\alpha, T_1^\alpha, \ldots, T_n^\alpha$, and $u = \lim_{n \to \infty} \frac{m}{n} > 0$.

Proof

One need only to notice that for each $n$

$$n^{\alpha-1} \sum_m T_j^\alpha \xrightarrow{D} \frac{1}{n} \sum_{j=1}^n Z_j^\alpha (\frac{1}{n} \sum_{j=1}^{n+1} Z_j^\alpha), \quad (2.24)$$

where the $Z_j$'s are i.i.d.rv's with distribution function $F_0(x) = 1 - e^{-x}$ and $\sum_m T_j^\alpha$ is the sum of $m$ i.i.d.rv's each with mean $\Gamma(1 + \alpha)$ and variance $V^2(\alpha)$ and each has a moment generating function.

A useful consequence of Theorems (2.1) and (2.1)* is the following:

Theorem 2.2

Let $X_{1:n}, \ldots, X_{n:n}$ be the order statistics of a random sample $X_1, X_2, \ldots, X_n$ from the uniform distribution on $[0, 1]$. 
Let the spacings \( T_j, j = 1, 2, \ldots, \pi - 1, \) be as defined in (2.1). Then, uniformly in \( u \in (0, 1) \), and for \( n \) large,
\[
 p_n(u; \alpha) \xrightarrow{d} k_n(u; \alpha) + o_{a.s.}(n^{-1/2} \log n), \tag{2.25}
\]
where \( p_n(u; \alpha) \) is as in (1.4). Consequently (cf. (2.17) and (2.20)), uniformly in \( u \in (0, 1) \)
\[
 p_n(u; \alpha) \xrightarrow{d} \lambda_1(\alpha) W(u) + \lambda_2(\alpha) B(u) \text{ as } n \to \infty. \tag{2.26}
\]

**Remark 2.2.**

Given the random sample \( Y_1, Y_2, \ldots, Y_n \) from the uniform distribution on \([A, B]\) for some \( A < B \in \mathbb{R} \) we let \( X_i = \frac{Y_i - A}{B - A} \), \( i = 1, 2, \ldots, n \). Then \( X_1, X_2, \ldots, X_n \) is a random sample from the uniform distribution on \([0, 1]\). Now, if \( \bar{Y}_{1:n}, \bar{Y}_{2:n}, \ldots, \bar{Y}_{n:n} \) are the order statistics of the random sample \( Y_1, \ldots, Y_n \) and \( X_{1:n}, \ldots, X_{n:n} \) are the order statistics of the sample \( X_1, X_2, \ldots, X_n \), then

\[
 p_n^{1/2} \left( \sum_{i=1}^{n-1} \frac{(Y_{j+1:n} - Y_{j:n})^\alpha}{(Y_{j+1:n} - Y_{j:n})^\alpha} \right) \xrightarrow{d} -u \Gamma(1 + \alpha) \tag{2.27}
\]

\[
 p_n^{1/2} \left( \sum_{i=1}^{n-1} \frac{(X_{j+1:n} - X_{j:n})^\alpha}{(X_{j+1:n} - X_{j:n})^\alpha} \right) \xrightarrow{d} -u \Gamma(1 + \alpha) \tag{2.27}
\]
Hence $p_n(u; \alpha)$ of (1.4) is nuisance parameter free and the statements of Theorem (2.2) is true provided that the random sample $X_1, X_2, \ldots, X_n$ in the Theorem is coming from a uniform distribution on some finite interval.

Concerning exponential spacings, let $T_1$, $T_2$, $\ldots$, $T_{n-1}$ be exponential spacings from $F_0(x) = 1 - e^{-x}$ and consider the stochastic processes $\{J_n(u; \alpha) ; u \in (0,1), \ n = 1, 2, \ldots, \ \alpha > 0\}$ as defined in (1.7). It is well known that $(n-j)T_j$; $j = 1, 2, \ldots, n-1$ are i.i.d.r.v's with distribution function $F_0(x) = 1 - e^{-x}$. So that by knowing that

$$f_0(F_0^{-1}(\frac{1}{n})T_j) = \frac{(n-1)}{n} T_j$$

and by Theorem (1.1), we now have

**Theorem 2.3**

In the case of exponential spacings $T_1, T_2, \ldots, T_{n-1}$ from $F_0(x) = 1 - e^{-x}$, we have

$$\sup_{0 < u < 1} |J_n(u; \alpha) - K_n(u; \alpha)| \text{ a.s.} \ O(n^{-1/2} \log n) \quad (2.28)$$

where $J_n(u; \alpha)$ is as in (1.7).

**Corollary 2.3**

Let $\{T_j\}_{j=1}^{n-1}$ be exponential spacings from the exponential distribution $F(x) = F_0\left(\frac{x - \mu}{\sigma}\right)$, $F_0(x) = 1 - e^{-x}$, $\mu$ and $\sigma$ are nuisance parameters. Then for each real number $\alpha > 0$ we have (2.28).
Remark 2.3

The special cases \( \alpha = 1, \ 0 < u < 1 \) of (2.25) and of (2.28) are also special cases of a general result of Csörgö, Révész (1980) and their result agrees with ours. As to (2.16), the case \( \alpha = 2, \ u = 1, \ \alpha > 0 \) was examined before by Moran (1947), the case \( u = 1, \ \alpha > 0 \) was examined by Darling (1953) and Koziol (1980) and the case \( 0 < u < 1, \ \alpha > 0 \) was partially studied by Kimball (1950). Our result (2.16) agrees with all the above mentioned results. In addition (2.16) gives a solution to the problem under consideration in a closed form together with the indicated rate of convergence.

Remark 2.4

The special case \( \alpha = 1, \ 0 < u < 1 \) of (2.28) is also a special case of a general result of Csörgö, Révész (1980) and their result agrees with ours. The special case \( \alpha = 2, \ 0 < u < 1 \) of (2.28) was first suggested by Weiss (1957) for a general class of distributions. He did not, however, prove any asymptotic distribution results.

3. The Asymptotic Distributions of \( n h(T_j) \)

Let \( T_0, T_1, \ldots, T_n \) be uniform spacings on \([0,1]\) (as defined in (2.1)). Suppose that

\[
h(x) = \sum_{r=0}^{s} a_r x^r, \quad s > 2 \quad (3.1)
\]
For the moment suppose that \( a_1 \neq 0 \) and \( a_k \) is the first non-zero coefficient after \( a_1 \). We consider the asymptotic distribution of the process

\[
\sum_{j=0}^{[nu]} h(T_j) = \sum_{j=0}^{[nu]} \left( \sum_{r=0}^{s} a_r T_j^r \right)
\]

\[
= \sum_{r=0}^{s} a_r \left( \sum_{j=0}^{[nu]} T_j^r \right)
\]

\[
= a_0 ([nu] + 1) + \sum_{r=1}^{s} a_r \left( \sum_{j=0}^{[nu]} T_j^r \right).
\]  \hspace{1cm} (3.2)

In particular, at \( u = 1 \), we have

\[
\sum_{j=0}^{n} h(T_j) = (n + 1)a_0 + a_1 + \sum_{r=2}^{s} a_r \left( \sum_{j=0}^{[nu]} T_j^r \right).
\]  \hspace{1cm} (3.3)

By Theorem (2.1), we have

\[
\sum_{j=0}^{n} h(T_j) \sim \sum_{j=0}^{n} \left( n^{\frac{r-1}{2}} \left( n-1 \right) a_0 + n^{\frac{r-1}{2}} a_1 + n^{\frac{r-1}{2}} \sum_{r=2}^{s} a_r \left( \frac{r!}{n^{r-1}} \right) \right) + o_\mathcal{L} (n^{-\theta} \log n)
\]

\[
+ \frac{K_n(1;r)}{n^{r-\frac{1}{2}}} + o_\mathcal{L} (n^{-\theta} \log n).
\]
\[ a_{k-1} (n + 1) a_0 + a_{k-2} a_1 + \ell! a_\ell + \sum_{r=\ell+1}^{s} \frac{a_r}{n^{r-\ell}} \]

\[ + a_{\ell-1/2} n^{-1/2} K_n (1; \ell) + \sum_{r=\ell+1}^{s} \frac{a_r}{n^{r-\ell+1/2}} K_n (1; r) \]

\[ + o_{\text{a.s.}} (n^{-\ell} \log n) \]

Hence

\[ n^{1/2} (n^{\ell-1} \sum_{j=0}^{n} h(T_j) = (n^{\ell-1} (n + 1) a_0 + n^{\ell-2} a_1 + \ell! a_\ell)) \]

\[ D \xrightarrow{a.s.} a_{\ell} K_n (1; \ell) + o_{\text{a.s.}} (n^{-1/2} \log n) \quad (3.4) \]

Consequently (cf. (2.17) and (2.20)), the rv on the left hand side of (3.4) converges in distribution to

\[ a_{\ell} \lambda_1 (\ell) W(1) \]

a normal rv with mean zero and variance \( a_{\ell}^2 \lambda_1 (\ell) \), where \( \lambda_1 (\cdot) \) is as defined in (2.20).

Now, suppose that \( a_1 = 0 \) and \( a_{\ell} \), \( \ell \geq 2 \) is the first non-zero coefficient after \( a_1 \). By applying Theorem (2.1) to the terms on the right hand side of (3.2), we get
\[ n^{\ell-1} \frac{[nu]}{j=0} h(T_j) \overset{D}{=} n^{\ell-1} \left\{ nua_0 + \sum_{r=1}^{s} a_r \left( \frac{r! u}{n^{r-1}} + \frac{K_{n(u;r)}}{n^{r-\frac{1}{2}}} \right) \right\} + o_{a.s.}(n^{-1/2} \log n) \]

\[ = n^\ell a_0 u + \ell! a_\ell u + a_{\ell} n^{-1/2} K_n(u; \ell) \]

\[ + \sum_{r=1}^{s} \frac{a_r}{n^{r-\ell + \frac{1}{2}}} K_n(u; r) + o_{a.s.}(n^{-\ell} \log n) \]

Therefore, uniformly in \( u \in (0,1) \) and for \( n \) large

\[ n^{1/2}(n^{\ell-1} \frac{[nu]}{j=0} h(T_j) - n^\ell a_0 u - \ell! a_\ell u) \overset{D}{=} a_{\ell} K_n(u; \ell) + o_{a.s.}(n^{-1/2} \log n) \] (3.5)

Consequently, (cf. (2.17) and (2.20)), uniformly in \( u \in (0,1) \)

\[ n^{1/2}(n^{\ell-1} \frac{[nu]}{j=0} h(T_j) - n^\ell a_0 u - \ell! a_\ell u) \overset{D}{=} a_{\ell}^{\lambda_1}(\alpha) W(u) + a_{\ell}^{\lambda_2}(\ell) B(u) \] (3.6)
where \( W(u), B(u), \lambda_1(.), \) and \( \lambda_2(.) \) are as in (2.20).

Finally, we consider the case \( a_1 \neq 0 \) and \( 0 < u < 1 \).

By Theorem (2.1) and (3.2), we have

\[
\sum_{j=0}^{[nu]} h(T_j) \overset{D}{=} n u a_0 + u a_1 + a_1 \frac{K(u;1)}{n^{1/2}} + \sum_{r=2}^{s} \left( \frac{r! u}{n^{r-1}} \right) + o_{a.s.}(n^{-1} \log n) \quad (3.7)
\]

And hence, uniformly in \( u \in (0,1) \) and for large \( n \), we have

\[
n^{1/2} \sum_{j=0}^{[nu]} h(T_j) - n u a_0 - u a_1 \overset{D}{=} a_1 \lambda_1(1) W(u) + \lambda_2(1) B(u)
\]

\[
= a_1 B(u) \quad (3.8)
\]

This completes the proof of the following

**Lemma 3.1**

Let \( \{T_j\}_{j=0}^{n} \) be uniform spacings taken from the uniform distribution on \([0,1]\). For \( h(.) \) of (3.1), we have

(i) If \( a_1 \neq 0 \) and \( a_k \), \( k \geq 2 \), is the first non-zero coefficient after \( a_1 \), then (3.4) holds true.

(ii) If \( a_1 \neq 0 \), then uniformly in \( u \in (0,1) \) and for large \( n \) we have (3.7). Also, (3.8) holds true.
(iii) If \( a_1 = 0 \) and \( a_k, k \geq 2 \) is the first non-zero coefficient after \( a_1 \), then uniformly in \( u \in (0,1) \) and for \( n \) large we have (3.5). Also, uniformly in \( u \in (0,1) \) (3.6) holds true.

Corollary 3.1

Let \( h(.) \) be any continuous real valued function which has a Taylor expansion

\[
h(x) = \sum_{r=0}^{\infty} a_r x^r, \quad |x| \leq 1 \quad (3.9)
\]

Then the statement of Lemma (3.1) holds true for \( h(.) \) of (3.9) in place of \( h(.) \) of (3.1).

Naturally, for functions \( h(.) \) other than (3.1) and (3.9), one should look for a minimum set of regularity conditions to be imposed on \( h(.) \) in order to formulate a Lemma (3.1) - like result in terms of

\[
\sum_{j=0}^{nu} h(T_j).
\]

Let us start with the following set of assumptions:

(i) \( h(.) \) is twice differentiable with bounded second derivative on \( [0,1] \)

(ii) \( h'(0) \neq 0 \)

In this case we have

\[
h(x) = h(0) + h'(0)x + h''(c) \frac{x^2}{2}, \quad 0 < c < x \quad (3.11)
\]
and concentrating only on the last term with \( 0 < c_j < T_j \), \( j = 0, 1, \ldots, n \), we consider

\[
\left| \sum_{j=0}^{[nu]} \frac{h''(c_j)}{2} T_j^2 \right| \leq \frac{1}{2} \max_{0 < j \leq n} |h''(c_j)| \left| \sum_{j=0}^{[nu]} T_j^2 \right|
\]

\[
\leq \frac{1}{2} \max_{0 \leq x \leq 1} |h''(x)| \left| \sum_{j=0}^{[nu]} T_j^2 \right|
\]

\[
\overset{\text{as}}{=} 0(n^{-1}\log n) \quad \checkmark \quad (3.12)
\]

Therefore, uniformly in \( u \in (0, 1) \) and for large \( n \)

\[
n^{1/2} \left\{ \sum_{j=0}^{[nu]} \left( h(T_j) - n u h(0) - u h'(0) \right) \right\} \overset{D}{=} \frac{2u}{n} + \frac{K_n(u; 2)}{n^{3/2}} + O_a.s. \left( n^{-2}\log n \right)
\]

\[
\overset{\text{as}}{=} 0(n^{-1}\log n) \quad \checkmark \quad (3.13)
\]

Consequently (cf. (2.17) and (2.20)), uniformly in \( u \in (0, 1) \)

\[
n^{1/2} \left\{ \sum_{j=0}^{[nu]} h(T_j) - nu h(0) - u h'(0) \right\} \overset{D}{=} h'(0) B(u) \quad (3.14)
\]
Now, if condition (ii) of (3.10) does not hold, then instead of (3.10), we assume the following set of assumptions:

(i) \( h \) is \((l+1)\) differentiable, where \( l \) is the first positive integer such that \( h^{(l)} \neq 0 \). \hfill (3.10)

(ii) \( h^{(l+1)}(\cdot) \) is bounded on \([0,2]\).

In this case, we have

\[
h(x) = h(0) + \frac{h^{(l)}(0)}{l!} x^l + \frac{h^{(l+1)}(\cdot)}{(l+1)!} x^{l+1}, \quad 0 \leq x \leq 2. \hfill (3.12)
\]

Then again, we can easily prove that uniformly in \( u \in (0,1) \) and \( n \) large

\[
n^{1/2} \left( n^{l-1} \sum_{j=0}^{[nu]} h(T_j) - n^2uh(0) - uh^{(l)}(0) \right)
\]

\[
\mathcal{O} \left( \frac{h^{(l)}(0)}{l!} k_n(u;2) + \mathcal{O}(n^{-1/2}\log n) \right) \hfill (3.15)
\]

Consequently (cf. (2.17) and (2.20)), uniformly in \( u \in (0,1) \)

\[
n^{1/2} \left( n^{l-1} \sum_{j=0}^{[nu]} h(T_j) - n^2uh(0) - uh^{(l)}(0) \right)
\]

\[
\mathcal{O} \left( \frac{h^{(l)}(0)}{l!} \left( \lambda_1(u) \Psi(u) + \lambda_2(u) B(u) \right) \right) \hfill (3.16)
\]
Therefore, we have

**Theorem 3.1**

Let $T_0, T_1, \ldots, T_n$ be the uniform spacings on $[0,1]$ and let $h(\cdot)$ be a real valued function which satisfies condition (3.10). Then uniformly in $u \in (0,1)$, (3.15) for $n$ large and (3.16) hold true.

**Remark 3.1**

One disadvantage of $\sum_{j=0}^{[nu]} h(T_j)$ is that $h(0) \neq 0$, but if we can choose the function $h(\cdot)$ such that $h(0) = 0$, then we would have

**Corollary 3.2**

If in addition to all the conditions of Theorem (3.1), we also have $h(0) = 0$, then uniformly in $u \in (0,1)$ and $n$ large

\[
\sqrt{n} \left( \frac{n^{k-1} [nu]}{k!} \sum_{j=0}^{[nu]} h(T_j) - u h^{(k)}(0) \right)
\]

\[
= \frac{h^{(k)}(0)}{k!} \sum_{j=0}^{[nu]} h(T_j) - u h^{(k)}(0)
\]

\[
\xrightarrow{D} \mathcal{N}(0, \lambda_1^{(k)} w(u) + \lambda_2^{(k)} b(u))
\]

and (cf. (2.17) and (2.20)), uniformly in $u \in (0,1)$

\[
\sqrt{n} \left( \frac{n^{k-1} [nu]}{k!} \sum_{j=0}^{[nu]} h(T_j) - u h^{(k)}(0) \right)
\]

\[
= \frac{h^{(k)}(0)}{k!} \sum_{j=0}^{[nu]} h(T_j) - u h^{(k)}(0)
\]

\[
\xrightarrow{D} \mathcal{N}(0, \lambda_1^{(k)} \sum_{j=0}^{[nu]} h(T_j) - u h^{(k)}(0))
\]

\[
\xrightarrow{D} \mathcal{N}(0, \lambda_1^{(k)} w(u) + \lambda_2^{(k)} b(u))
\]
Remark 3.2

Another disadvantage of $\sum_{j=0}^{[nu]} h(T_j)$ is that it is not nuisance parameter free. To overcome this disadvantage we consider the following Theorem.

Theorem 3.2

Let $T_0, T_1, \ldots, T_n$ be the uniform spacings on $[0,1]$ and let $h(.)$ be a real valued function which satisfies condition (3.10). Then uniformly in $u \in (0,1)$ and for $n$ large

$$n^{1/2}(n^{1/2})^{-1} \sum_{j=1}^{[nu]} h\left(\frac{T_j}{n-1}\right) - un^* h(0) - uh^{(1)}(0)$$

$$D \frac{h^{(k)}(0)}{k!} K_n(u; \xi) + o\left(n^{-1/2} \log n\right) \quad (3.19)$$

and (cf. (2.17) and (2.20)), uniformly in $u \in (0,1)$

$$n^{1/2}(n^{1/2})^{-1} \sum_{j=1}^{[nu]} h\left(\frac{T_j}{n-1}\right) - un^* h(0) - uh^{(1)}(0)$$

$$D \frac{h^{(k)}(0)}{k!} \left(\lambda_1(u) W(u) + \lambda_2(u) B(u)\right) \quad (3.20)$$

If in addition, we have $h(0) = 0$, then uniformly in $u \in (0,1)$ and for large $n$
\[ n^{1/2} (n^{L-1} \sum_{j=1}^{[nu]-1} h \left( \frac{T_j}{n-1} \right) - uh^{(L)}(0) \right) ] \\
\]

\[ D \frac{h^{(L)}(0)}{x^L} k_n(u; L) + O \left( n^{-1/2} \log n \right) \]  \hspace{1cm} (3.21)

and, uniformly in \( u \in (0,1) \)

\[ n^{1/2} (n^{L-1} \sum_{j=1}^{[nu]-1} h \left( \frac{T_j}{n-1} \right) - uh^{(L)}(0) \right) ] \\
\]

\[ D \frac{h^{(L)}(0)}{x^L} (\lambda_1^{(L)} w(u) + \lambda_2^{(L)} b(u)) \]  \hspace{1cm} (3.22)

The proof of Theorem (3.2) is similar to that of Theorem (3.1), except that Theorem (2.2) will be used in place of Theorem (2.1), which has been used in proving Theorem (3.1).

**Remark 3.3**

By the same argument of Remark (2.2), we can easily see that

\[ h \left( \frac{T_j}{n-1} \right) , j = 1, 2, \ldots, n-1 \] are nuisance parameter free. Hence

\[ \sum_{j=1}^{T_j} \]

the statement of Theorem (3.2) is true provided that the random sample \( X_1, X_2, \ldots, X_n \) in the Theorem is coming from a uniform distribution
on some finite interval.

Imitating now Theorem (3.2), one can also state and prove

**Theorem 3.3**

Let \( T_1, T_2, \ldots, T_{n-1} \) be exponential spacings from the
exponential distribution function \( F(x) = \Phi_0 \left( \frac{x - \mu}{\sigma} \right) \), \( \Phi_0(x) = 1 - e^{-x} \),
\(-\infty < \mu < \infty ; \sigma > 0 \) are nuisance parameters. Let \( h(.) \) be a real
valued function which satisfies condition (3.10)*, then

\[
\sup_{0 < u < 1} \left| n^{1/2} \left[ n\frac{\xi - 1}{n} \sum_{j=1}^{n-1} h\left( \frac{F_0^{-1}(\xi)}{n} \right) \right] - \frac{h^{(\ell)}(0)}{\ell!} K_n(u; \xi) \right| \quad \text{a.s.} \quad o(n^{-1/2} \log n) \quad (3.23)
\]

If in addition, we have \( h(0) = 0 \), then

\[
\sup_{0 < u < 1} \left| n^{1/2} \left[ n\frac{\xi - 1}{n} \sum_{j=1}^{n-1} h\left( \frac{F_0^{-1}(\xi)}{n} \right) \right] - \frac{h^{(\ell)}(0)}{\ell!} K_n(u; \xi) \right| \quad \text{a.s.} \quad o(n^{-1/2} \log n) \quad (3.24)
\]
where \( q_n(1;1) \) is as in (1.7).

Proof

The proof is similar to that of Theorem (3.1), except that Theorem (2.3) will be used in place of Theorem (2.1), which has been used in proving Theorem (3.1).

4. Nuisance Parameter Free Goodness-Of-Fit Tests for the Uniform and Negative Exponential Families

The main task of this section is to introduce some new test statistics, based on uniform and exponential spacings, together with their asymptotic distributions. In addition, we will examine some known ones. We start with test statistics based on uniform spacings.

We consider the family of uniform density functions

\[ U(A,B) = \{ f(x;A,B) : f(x;A,B) = (B-A)^{-1}, A,B \in \mathbb{R}^+, A < B \} \tag{4.1} \]

Let \( X_1, X_2, \ldots, X_n \) (\( n > 2 \)) be i.i.d. rv with a density function \( f \) and, on the basis of this random sample, we wish to test the following composite null hypothesis

\[ H_0^{(1)} : f \in U(A,B) \quad , \quad A,B \in \mathbb{R}^+, A < B \] \tag{4.2}

Now, under \( H_0^{(1)} \), we have by Theorem (2.2), Remark (2.1) and Remark (2.2) that, uniformly in \( u \in (0,1) \),

\[ P_n(u;\alpha) \overset{d}{=} \lambda_1(u) W(u) + \lambda_2(\alpha) B(u) \] \tag{4.3}
where \( p_n(u;\alpha) \) is as defined in (1.4) and \( \lambda_1(\alpha) W(u) + \lambda_2(\alpha) B(u) \) is as defined in (2.20). Then in the light of (4.3), we also have

\[
\Psi(p_n(u;\alpha)) \overset{D}{\rightarrow} \Psi(\lambda_1(\alpha) W(u) + \lambda_2(\alpha) B(u))
\]

as \( n \to \infty \), for every continuous functional \( \Psi \) on the space of real valued functions on \([0,1]\) endowed with the supremum topology. In particular, we have that

\[
t_1(p,n) = p_n(1;\alpha) \overset{D}{\rightarrow} \lambda_1(\alpha) W(1), \quad (4.5)
\]

\[
t_2(p,n) = \sup_{0 < u < 1} |p_n(u;\alpha)| \overset{D}{\rightarrow} \sup_{0 < u < 1} |\lambda_1(\alpha) W(u) + \lambda_2(\alpha) B(u)|, \quad (4.6)
\]

and

\[
t_3(p,n) = \int_0^1 p_n(u;\alpha) \, du \overset{D}{\rightarrow} \int_0^1 (\lambda_1(\alpha) W(u) + \lambda_2(\alpha) B(u))^2 \, du, \quad (4.7)
\]

As to testing for \( H_0^{(1)} \) of (4.2), we should reject \( H_0^{(1)} \) when \( |t_1(p,n)| \) (alternatively, \( t_2(p,n) \) or \( t_3(p,n) \)) is too large whatever the value of \( \alpha \) might be.

As to testing for exponentiality, consider the family of exponential density functions.
\[ \text{EXP}(A,B) = \{ f(x;A,B) : f(x;A,B) = f_0 \left( \frac{x - A}{B} \right) = B^{-1} \exp(-\frac{x - A}{B}) \}, \]
\[ x \geq A \in \mathbb{R}, \quad B > 0 \]  
(4.8)

Let \( X_1, X_2, \ldots, X_n \) (\( n > 2 \)) be i.i.d. rv with a density function \( f \) and, in the light of this random sample, we wish to test the following composite goodness-of-fit null hypothesis

\[ H_0^{(2)} : f \in \text{EXP}(A,B), \quad A \in \mathbb{R}, \quad B > 0 \]  
(4.9)

Assuming \( H_0^{(2)} \), then by Theorem (2.3) we have, uniformly in \( u \in (0,1) \)

\[ J_n(u;\alpha) \overset{D}{\to} \lambda_1(\alpha) W(u) + \lambda_2(\alpha) B(u) \]  
(4.10)

where \( J_n(u;\alpha) \) is as in (1.7) and \( \lambda_1(\alpha) W(u) + \lambda_2(\alpha) B(u) \) is as (2.20). Then (4.10) imply

\[ \Psi(J_n(u;\alpha)) \overset{D}{\to} \Psi(\lambda_1(\alpha) W(u) + \lambda_2(\alpha) B(u)) \]  
(4.11)

as \( n \to \infty \), for every continuous functional \( \Psi \) on the space of real valued functions on \([0,1]\) endowed with the supremum topology. In particular, we have that

\[ t_1(J,n) = J_n(1;\alpha) \overset{D}{\to} \lambda_1(\alpha) W(1) \]  
(4.12)

\[ t_2(J,n) = \sup_{0 < u < 1} |J_n(u;\alpha)| \overset{D}{\to} \sup_{0 < u < 1} |\lambda_1(\alpha) W(u) + \lambda_2(\alpha) B(u)| \]  
(4.13)
and
\[ t_3(J,n) = \int_0^1 J_n^2(u;\alpha) \, du \]
\[ = \frac{1}{\beta} \int_0^1 (\lambda_1(\alpha) W(u) + \lambda_2(\alpha) B(u))^2 \, du \quad (4.14) \]

As to testing for \( H_0^{(2)} \) of (4.9), we may use any one of
\( t_i(J,n), \quad i = 1, 2, 3, \) and we should reject \( H_0^{(2)} \) when \( |t_1(J,n)| \)
(respectively \( |t_2(J,n)|, \quad t_3(J,n) \)) is too large, whatever the value
of \( \alpha \) might be.

5. On the Rates of Convergence

In the present section we consider the problem of rates of convergence. Our discussion will be confined to the case \( \alpha = 2 \)
for two reasons. First, as shown in Sethuraman and Rao (1970), the
statistics \( n^{\alpha-1} \sum_1^n T_j^\alpha \) has the maximum Pitman efficiency if \( \alpha = 2 \).
Second, the case \( \alpha = 2 \) is relatively simple to handle. An important
step is the following theorem.

**Theorem 5.1**

Let \( Z_1, Z_2, \ldots, Z_n \) be i.i.d. with distribution function
\( F_0(x) = 1 - e^{-x} \). If \( K_n(u;\alpha) \) is as in (2.14), then
\[ p \left( \sup_{0 < u < 1} \left| n^{1/2} \left( \frac{1}{n} \sum_{j=1}^{\lfloor nu \rfloor} Z_j^2 - 2u \right) - K_n(u; 2) \right| > \frac{L \log n + x}{n^{1/2}} \right) \leq D e^{-\delta x} + \frac{8 e^{-x/32}}{(2\pi (L \log n + x))^{1/2} n^{3/2}} + \sqrt{2/\pi} e^{-\frac{1}{n} \varepsilon^{2n/2}}, \quad (5.1) \]

where \( \varepsilon > 0 \) is arbitrary, \( L, D, \delta \) are positive absolute constants and \( x \in A^1, x < 32n - \log n \).

Proof:

By Theorem 4A (Komlós, Major, Tusnády 1976), for all \( x \in A^1 \), we have

\[ p \left( \sup_{0 < u < 1} \left| \frac{1}{n} \sum_{j=1}^{\lfloor nu \rfloor} Z_j^2 - \left( u T(1 + \alpha) + \frac{W(\alpha)(v^2(\alpha) nu)}{n} \right) \right| > \frac{A \log n + x}{n} \right) \leq B e^{-C\alpha x}, \quad \alpha = 1, 2, \quad (5.2) \]

where \( A, B \) and \( C \) are positive absolute constants.
Now,

\[
P = P \left\{ \sup_{0 < u \leq 1} \left| \frac{1}{n} \sum_{j=1}^{[nu]} Z_j^2 - 2u \right| - K_n(u; 2) \right| > \frac{L \log n + x}{n^{1/2}} \right\}
\]

\[
= P \left\{ \sup_{0 < u \leq 1} \left| \frac{1}{n} \sum_{j=1}^{[nu]} Z_j^2 - 2u \right| - \frac{1}{n} \sum_{j=1}^{[nu]} Z_j^2 - 2u \left( \frac{1}{n} \sum_{j=1}^{[nu]} Z_j \right)^2 \right| > \frac{L \log n + x}{n^{1/2}} \right\}
\]

\[
= P \left\{ \sup_{0 < u \leq 1} \left| \frac{1}{n} \sum_{j=1}^{[nu]} Z_j^2 - 2u \left( \frac{1}{n} \sum_{j=1}^{[nu]} Z_j \right)^2 \right| > \frac{L \log n + x}{n^{1/2}} \right\}
\]
\[
    - P \left\{ 1 - \left( \frac{1}{n} \sum_{i=1}^{n} z_j \right)^2 \sup_{0 \leq u \leq 1} \left[ \frac{1}{n} \sum_{i=1}^{n} z_j \right] \frac{n}{\left( \frac{1}{n} \sum_{i=1}^{n} z_j \right)^2} - 2u \right\} > \frac{L \log n + x}{2n} \right\}
\]

\[
    + P \left\{ \sup_{0 \leq u \leq 1} \left[ \frac{1}{n} \sum_{i=1}^{n} z_j^2 \right] - 2u \left( \frac{1}{n} \sum_{i=1}^{n} z_j \right)^2 - \frac{K_n(u;2)}{n^{1/2}} \right\} > \frac{L \log n + x}{2n} \right\}
\]

or

\[
    P' \leq P_1 + P_2
\]

As to \( P_2 \) of (5.3), we have

\[
P_2 = P \left\{ \sup_{0 \leq u \leq 1} \left[ \frac{1}{n} \sum_{i=1}^{n} z_j^2 \right] - 2u - 2u \left( \frac{1}{n} \sum_{i=1}^{n} z_j \right)^2 - 1 \right\}
\]

\[
\left. \frac{\hat{W}_2(20\,\nu)}{n} \right\} + 4u \left\{ \frac{\hat{W}_1(n)}{n} \right\} > \frac{L \log n + x}{2n} \right\}
\]

\[
P = P \left\{ \sup_{0 \leq u \leq 1} \left[ \frac{1}{n} \sum_{i=1}^{n} z_j^2 \right] - 2u - \frac{\hat{W}_2(20\,\nu)}{n} \right\}
\]

\[
- 2u \left( \frac{1}{n} \sum_{i=1}^{n} z_j \right)^2 - (1 + \frac{2}{n} \hat{W}_1(n)) \right\} > \frac{L \log n + x}{2n} \right\}
\]

\[
P' \leq P_{21} + P_{22}
\]
where

$$P_{21} = P \left\{ \sup_{0 < u < 1} \left| \frac{1}{n} \sum_{j=1}^{[nu]} Z_j^2 - 2u - \frac{1}{n} W_2^2 (20 \nu u) \right| > \frac{L \log n + x}{4n} \right\}$$

(5.5)

and

$$P_{22} = P \left\{ \left| \frac{1}{n} \sum_{j=1}^{n} Z_j \right|^2 - (1 + \frac{2}{n} W_1 (p))^2 > \frac{L \log n + x}{8n} \right\}$$

(5.6)

In order to estimate $P_{22}$ of (5.6), we argue as follows:

$$P_{22} = P \left\{ \left| \frac{1}{n} \sum_{j=1}^{n} Z_j \right|^2 - (1 + \frac{1}{n} W_1 (n) + \frac{1}{n} W_1^2 (n)) \right| > \frac{L \log n + x}{8n} \right\}$$

$$
< P \left\{ \left| \frac{1}{n} \sum_{j=1}^{n} Z_j \right|^2 - (1 + \frac{1}{n} W_1 (n))^2 \right| > \frac{L \log n + x}{8n} \right\} + P \left\{ \left| \frac{W_1^2 (n)}{n^2} \right| > \frac{L \log n + x}{16n} \right\}$$

$$
< P_{221} + P_{222} \right\}$$

(5.7)

where

$$P_{222} = P \left\{ \left| N(0,1) \right| > \frac{L \log n + x}{16}^{1/2} \right\}$$
\[
\frac{2}{\sqrt{2\pi}} \frac{4}{(L \log n + x)^{1/2}} e^{-(L \log n + x)/32} \\
\leq \frac{8}{\sqrt{2\pi}} \frac{e^{-x/32}}{(L \log n + x)^{1/2} \frac{L}{n}} \quad (5.8)
\]

On the other hand,

\[
P_{22L} = \Pr \left\{ \left\| \left( \frac{1}{n} \sum_{j} Z_j \right)^2 - \left( 1 + \frac{1}{n} W_{(1)}(n) \right) \right\| > \frac{L \log n + x}{16n} \right\}
\]

\[
= \Pr \left\{ \left\| \left( \frac{1}{n} \sum_{j} Z_j - \left( 1 + \frac{1}{n} W_{(1)}(n) \right) \right)^2 \right\| \right\}
\]

\[
+ 2 \left\| \left( 1 + \frac{1}{n} W_{(1)}(n) \right) \left\| \frac{1}{n} \sum_{j} Z_j - \left( 1 + \frac{1}{n} W_{(1)}(n) \right) \right\| \right\|
\]

\[
> \frac{L \log n + x}{16n} \right\} \leq \Pr \left\{ \left\| \frac{1}{n} \sum_{j} Z_j - \left( 1 + \frac{1}{n} W_{(1)}(n) \right) \right\| \right\}
\]

\[
> \left( \frac{L \log n + x}{32n} \right)^{1/2} \right\} + \Pr \left\{ \left| 1 + \frac{1}{n} W_{(1)}(n) \right| \right\}
\]
\[
\frac{1}{n} \sum_{j=1}^{n} Z_j - (1 + \frac{1}{n} W_{(1)}(n)) > \frac{L \log n + x}{64n}
\]

\[
\leq R_1 + R_2
\]

(5.9)

As to \( R_1 \) of (5.9), we have

\[
R_1 = P \left\{ \left| \frac{1}{n} \sum_{j=1}^{n} Z_j - (1 + \frac{1}{n} W_{(1)}(n)) \right| > \frac{L \log n + x}{32n} \right\}
\]

\[
\leq P \left\{ \left| \frac{1}{n} \sum_{j=1}^{n} Z_j - (1 + \frac{1}{n} W_{(1)}(n)) \right| > \frac{L \log n + x}{32n} \right\}
\]

provided that \( \frac{L \log n + x}{32n} \leq 1 \) or \( x \leq 32n - L \log n \).

As to \( R_2 \) of (5.9), we have for any \( \varepsilon > 0 \),

\[
R_2 \leq P \left\{ \left| 1 + \frac{1}{n} W_{(1)}(n) \right| \left| \frac{1}{n} \sum_{j=1}^{n} Z_j - (1 + \frac{1}{n} W_{(1)}(n)) \right| > \frac{L \log n + x}{64n} \right\}
\]

\[
\cap \left\{ \left| 1 + \frac{1}{n} W_{(1)}(n) \right| \leq 1 + \varepsilon \right\}
\]

\[
+ P \left\{ \left| 1 + \frac{1}{n} W_{(1)}(n) \right| > 1 + \varepsilon \right\}
\]
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\[
\begin{align*}
\leq P \left\{ \frac{1}{n} \sum_{j=1}^{n} Z_j^2 - (1 + \frac{1}{n} W(1)(n)) \bigg| > \frac{L \log n + x}{64(1 + \varepsilon)n} \right\} \\
+ P \left\{ |N(0,1)| > \varepsilon n^{1/2} \right\} \\
\leq R_{21} + R_{22}
\end{align*}
\]

(5.11)

where

\[
R_{22} \leq \frac{2}{\sqrt{2\pi}} \frac{1}{\varepsilon n^{1/2}} e^{-\frac{\varepsilon^2 n}{2}}
\]

(5.12)

Now, with A, B, C as in (5.2), we get for all \( x \leq 32n - L \log n \)
and with \( L \) large enough that

\[
P_{21} \leq B e^{-Cx/4}
\]

\[
P_{221} \leq R_{1} + R_{2} \leq B e^{-Cx/32} + B e^{-Cx/64(1+\varepsilon)}
\]

+ \[\sqrt{2/\pi} \frac{1}{\varepsilon n^{1/2}} e^{-\frac{\varepsilon^2 n}{2}}\]

(5.13)

Hence

\[
P_2 \leq B e^{-Cx/4} + \frac{8}{\sqrt{2\pi}} \frac{e^{-\frac{x}{32}}}{(L \log n + x)^{1/2} L/32}
\]

\[
+ B e^{-Cx/32} + B e^{-Cx/64(1+\varepsilon)} + \sqrt{2/\pi} \frac{1}{\varepsilon n^{1/2}} \cdot e^{-\frac{\varepsilon^2 n}{2}}
\]

(5.14)
In order to estimate $P_1$ of (5.3), we argue as follows:

$$P_1 = P \left\{ \left| \frac{1}{\frac{1}{n} \sum_{j=1}^{n} z_j^2} - 1 \right| \sup_{0 < u < 1} \left| \frac{1}{n} \sum_{j=1}^{[nu]} z_j^2 - 2u \left( \frac{1}{n} \sum_{j=1}^{n} z_j \right)^2 \right| \right\}$$

$$> \frac{L \log n + x}{2n} \right\}$$

$$\leq P \left\{ \left| \frac{1}{\frac{1}{n} \sum_{j=1}^{n} z_j^2} - 1 \right| \cdot \frac{(L \log n + x)^{1/2}}{n} \right\}^2$$

$$+ P \left\{ \sup_{0 < u < 1} \left| \frac{1}{n} \sum_{j=1}^{[nu]} z_j^2 - 2u \left( \frac{1}{n} \sum_{j=1}^{n} z_j \right)^2 \right| > \frac{1}{2} (L \log n + x)^{1/2} \right\}$$

$$\leq P_{11} + P_{12} \quad \text{(5.15)}$$

Now, since

$$\left| \frac{1}{\left( \frac{1}{n} \sum_{j=1}^{n} z_j^2 \right)^2} - 1 \right| \leq \left| \frac{1}{\left( \frac{1}{n} \sum_{j=1}^{n} z_j \right)^2} - 1 \right|^2 + 2 \left| \frac{1}{\left( \frac{1}{n} \sum_{j=1}^{n} z_j \right)^2} - 1 \right|,$$

then
\[ P_{11} \leq P \left\{ \left| \frac{1}{\frac{1}{n} \sum Z_j} - 1 \right| > \left( L \log n + x \right)^{1/2} \right\} \sqrt{2} \left( \frac{\log n + x}{n^{1/2}} \right) \]

\[ + P \left\{ \left| \frac{1}{\frac{1}{n} \sum Z_j} - 1 \right| > \left( L \log n + x \right)^{1/2} \right\} \frac{4n}{\log n + x} \] (5.16)

On the other hand, since

\[
\sup_{0 < u \leq 1} \left| \frac{1}{n} \sum_{i}^{[nu]} Z_j - 2u \left( \frac{1}{n} \sum_{i}^{n} Z_j \right)^2 \right|
\]

\[
\leq \sup_{0 < u \leq 1} \left| \frac{1}{n} \sum_{i}^{[nu]} (Z_j^2 - 2) \right| + 2 \left| \left( \frac{1}{n} \sum_{i}^{n} Z_j \right)^2 - 1 \right|
\]

\[
\leq \sup_{0 < u \leq 1} \left| \frac{1}{n} \sum_{i}^{[nu]} (Z_j^2 - 2) \right| + 2 \left| \left( \frac{1}{n} \sum_{i}^{n} Z_j \right)^2 - 1 \right|
\]

\[
+ 4 \left| \left( \frac{1}{n} \sum_{i}^{n} Z_j \right) - 1 \right|
\]

then

\[ P_{12} \leq P \left\{ \sup_{0 < u \leq 1} \left| \frac{1}{n} \sum_{i}^{[nu]} (Z_j^2 - 2) \right| > \left( L \log n + x \right)^{1/2} \right\} \frac{4}{\log n + x} \]
\[ P \left\{ \left| \frac{1}{n} \sum_{j=1}^{n} z_j - 1 \right| > \left( \frac{L \log n + x}{4} \right)^{1/4} \right\} + P \left\{ \left| \frac{1}{n} \sum_{j=1}^{n} z_j - 1 \right| > \left( \frac{L \log n + x}{32} \right)^{1/2} \right\} \]

(5.17)

By applying Chernoff's (1952) Theorem to the right hand side of (5.16) and (5.17), we get

\[ P_{11} \leq D^* e^{-\delta^* x} \quad \text{and} \quad P_{12} \leq D^* e^{-\delta^* x} \]  

(5.18)

where \( D^* \) and \( \delta^* \) are appropriate absolute positive constants.

Combining (5.14), (5.15) and (5.18), and by choosing \( L, D, \delta \) appropriately, we get

\[ P \leq D e^{-\delta x} + \frac{8}{\sqrt{2\pi}} e^{-x/32} \left( \frac{L \log n + x}{4n} \right)^{1/2} \left( \frac{L}{32} \right)^{1/2} e^{-\frac{1}{2} \varepsilon^2 n} \]  

(5.19)

This proves the required result.

Define

\[ I_n(u) = \begin{cases} \frac{1}{n} \left( \frac{[nu] - 1}{n} \right) & \text{if } \frac{2}{n} < u \leq 1 \
0 & \text{if } u < \frac{2}{n} \end{cases} \]  

(5.20)
and

\[
E_n(u) = \begin{cases} 
0 & \text{if } u < \frac{2}{n} \\
\frac{1}{n^{1/2}} \left( \left( \frac{1}{n} \right) \left( \frac{1}{Z_3^2} \right) - 2u \right) & \text{if } \frac{2}{n} \leq u \leq 1
\end{cases}
\]  
(5.21)

By Theorem (2.1) and Remark (2.1), we have

\[
I_n(u) \overset{D}{=} K(u; 2) \overset{D}{=} 2W(u) + (-2 \pm 2\sqrt{5}) \cdot B(u)
\]  
(5.22)

where \( K(u; 2) \) is as in (2.17), \( W(u) \) is a standard Wiener process and \( B(u) = W(u) - uW(1) \) is a Brownian bridge. Then in the light of (5.22) we also have

\[
\psi(I_n(u)) \overset{D}{=} \psi(2W(u) + (-2 \pm 2\sqrt{5}) B(u))
\]  
(5.23)

as \( n \to \infty \), for every continuous functional \( \psi \) on the space of real valued functions on \([0,1]\) endowed with the supremum topology. In particular, we have that

\[
t_1(I, n) = I_n(1) \overset{D}{=} 2W(1)
\]  
(5.24)

\[
t_2(I, n) = \sup_{0 < u < 1} |I_n(u)|
\]
\( \overset{D}{=} \sup_{0 < u < 1} |2W(u) + (-2 \pm 2\sqrt{5}) B(u)|
\]  
(5.25)
and

\[ t_3(I,n) = \int_0^1 I_n^2(u) \, du \quad \Omega \int_0^1 (2W(u) + (-2\pm 2\sqrt{5}) B(u))^2 \, du \quad (5.26) \]

In addition to (5.24), (5.25) and (5.26), from Theorem (5.1) we can also prove rates of convergence results for these convergence in distribution. Let \( V_{n,i}(x) \), be the distribution function of \( t_i(I,n) \), \( i = 1, 2, 3 \) and let

\[ V_1(x) = P \{ 2W(1) \leq x \} \]

\[ V_2(x) = P \{ \sup_{0 < u < 1} [2W(u) + (-2\pm 2\sqrt{5}) B(u)] \leq x \} \quad (5.27) \]

\[ V_3(x) = P \{ \int_0^1 (2W(u) + (-2\pm 2\sqrt{5}) B(u))^2 \, du \leq x \} \]

Then (5.24), (5.25) and (5.26) read, respectively

\[ \lim_{n \to \infty} V_{n,i}(x) = V_i(x) \quad , \quad i = 1, 2, 3 \quad (5.28) \]

Put

\[ \Delta_{n,i} = \sup_x |V_{n,i}(x) - V_i(x)| \quad , \quad i = 1, 2, 3 \quad (5.29) \]

The following three Lemmas are going to be used in proving Theorem (5.2).
**Lemma 5.1**

\( V_2(.) \) is differentiable and

\[
\sup_{0 < y < \infty} V_2'(y) < +\infty 
\]  
\( (5.30) \)

**Lemma 5.2**

\( V_3(.) \) is arbitrary many times differentiable and for an arbitrary integer \( p \), \( V_3^{(p)}(x) \rightarrow 0 \) as \( x \rightarrow \infty \).

**Lemma 5.3**

For any real \( p \geq 0 \) and integers \( q = 0, 1, 2, \ldots \) the function \( x^p V_3^{(q)}(x) \) is bounded on \((0, \infty)\).

**Remark 5.1**

\( V_3^{(a)} \) stands for the \( a \)th derivative of \( V_3 \), and \( v_3^{(a)} \) stands for the \( a \)th derivative of the density function \( v_3 = V_3' \).

**Remark 5.2**

The proofs of Lemmas (5.1)-(5.3) will not be given in the present thesis. They will be the subject of a further research.
Theorem 5.2

\[ \Delta_{n,i} = O(n^{-1/2} \log n), \quad i = 1, 2, 3. \]

Proof

First, we prove that

\[ \Delta_{n,1} = O(n^{-1/2} \log n). \quad (5.31) \]

By (2.5) we have

\[ V_{n,1}(x) = P \{ I_n(1) \leq x \} \]

\[ = P \{ E_n(1) \leq x \} \]

\[ = P \{ K_n(1; 2) \leq x - (E_n(1) - K_n(1; 2)) \} \]

\[ \leq P \{ K_n(1; 2) \leq x + |E_n(1) - K_n(1, 2)| \} \]

Now, by Theorem (5.1) after taking \( x \) of Theorem (5.1) to be \( \frac{1}{26} \log n \)

and writing \( \varepsilon_n = (L + \frac{1}{26}) \frac{\log n}{\alpha_n^{1/2}} \), we have for any \( \varepsilon > 0 \)

\[ V_{n,1}(x) \leq P \{ K_n(1; 2) \leq x + \varepsilon_n \} + D_n^{-1/2} \]

\[ \leq \left( \frac{8}{\sqrt{2\pi} (L + \frac{1}{26})^{1/2}} \frac{\log n}{\alpha_n^{1/2}} \right)^{1/2} n^{-1/2} + \frac{1}{64 \varepsilon_n^{1/2}} e^{-\frac{1}{2} \varepsilon_n^2} \]
\[ P \{ 2W(1) \leq x + \varepsilon_n \} + D_n^{-1/2} + e_n \]  
\[ (5.32) \]

where

\[ e_n = \frac{\varepsilon}{\{2\pi \left( L + \frac{1}{2\delta}\right)\}^{1/2} (\log n)^{1/2} \frac{2\delta L + 1}{n} 64\delta} \]

\[ + \sqrt{2\pi} \frac{1}{\varepsilon n^{1/2}} e^{-\frac{1}{2} \varepsilon_n^2} \]

\[ (5.33) \]

Hence

\[ V_{n,1}(x) \leq V_1(x + \varepsilon_n) + D_n^{-1/2} + e_n \]  
\[ (5.34) \]

Similarly, we have

\[ V_{n,1}(x) \geq V_1(x - \varepsilon_n) - D_n^{-1/2} - e_n. \]  
\[ (5.35) \]

Therefore

\[ \Delta_{n,1} \leq \sup_x P(x - \varepsilon_n \leq 2W(1) \leq x + \varepsilon_n) + D_n^{-1/2} + e_n \]

\[ \leq \sup_x \int_{x - \varepsilon_n}^{x + \varepsilon_n} \frac{1}{2\sqrt{2\pi}} e^{-t^2/2} dt + D_n^{-1/2} + e_n \]

\[ \leq \frac{\varepsilon_n}{\sqrt{2\pi}} + D_n^{-1/2} + e_n \]  
\[ (5.36) \]
Whence

\[ \Delta_{n,1} = O(n^{-1/2} \log n) \]

as claimed.

Second, we prove that

\[ \Delta_{n,2} = O(n^{-1/2} \log n) \]  \hspace{1cm} (5.37)

Again by (2.5) we have

\[
V_{n,2}(x) = P \{ \sup_{0 < u < 1} |I_n(u)| \leq x \}
\]

\[
= P \{ \sup_{0 < u < 1} |E_n(u)| \leq x \}
\]

\[
= P \{ \sup_{0 < u < 1} |(E_n(u) - K_n(u;2)) + K_n(u;2)| \leq x \}
\]

\[
\leq P \{ \sup_{0 < u < 1} |K_n(u;2)| \leq x - \varepsilon_n \} - D n^{-1/2} - \varepsilon_n \]  \hspace{1cm} (5.38)

where the last inequality follows by Theorem (5.1) and \( \varepsilon_n, \varepsilon_n \) are as in (5.32) and (5.33). Now

\[
V_{n,2}(x) > P \{ \sup_{0 < u < 1} |2W(u) + (-2-2/5) B(u)| \leq x - \varepsilon_n \}
\]

\[- D n^{-1/2} - \varepsilon_n \]
\[ V_2(x - \varepsilon_n) - D n^{-1/2} - \varepsilon_n \geq \]

Similarly we can prove that

\[ V_{n,2}(x) \leq V_2(x + \varepsilon_n) + D n^{-1/2} + \varepsilon_n. \]

Hence

\[ \Delta_{n,2} \leq \sup_x P \{ x - \varepsilon_n \leq \sup_{0<u<1} |2W(u) - 2(1+\sqrt{5}) B(u)| \leq x + \varepsilon_n \} + D n^{-1/2} + \varepsilon_n \]

\[ \leq \sup_x \int_{x-\varepsilon_n}^{x+\varepsilon_n} v_2(t) \, dt + D n^{-1/2} + \varepsilon_n \]

\[ \leq 2 \frac{\varepsilon_n}{n} \sup_{0<y<\varepsilon_n} v_2(y) + D n^{-1/2} + \varepsilon_n \]

\[ \leq C \frac{\varepsilon_n}{n} \]

where the positive absolute constant \( C \) exists, since \( \sup_{0<y<\infty} v_2(y) \) is finite by Lemma (5.1). Hence the proof of (5.37) is complete.

Third, we prove that

\[ \Delta_{n,3} = O(n^{-1/2} \log n) \quad (5.39) \]

The basic idea of the following proof is due to J.H. Venter (cf. Remark 3 of S. Csörgő (1980) and Theorem 1, Cotterill and M. Csörgő (1980)).
Let \( \omega_n = (t_3(I_n))^1/2 = \left( \int_0^1 I_n^2(u) \, du \right)^{1/2} \) and \( \omega(n) = \left( \int_0^1 k_n^2(y;2) \, dy \right)^{1/2} \).

Since the latter are norms, we have (this is the idea of J.H. Venter)

\[
|\omega_n - \omega(n)| \leq \left\{ \int_0^1 \left( I_n(y) - K_n(y;2) \right)^2 \, dy \right\}^{1/2} 
\leq \sup_{0 < y < 1} |I_n(y) - K_n(y;2)| = \delta_n
\]

Therefore

\[
V_{n,3}(x) = P \{ \omega_n^2 \leq x \} = P \{ \omega_n \leq x^{1/2} \} 
\leq P \{ \omega(n) \leq x^{1/2} + \delta_n \}
\leq P \{ \omega(n) \leq x^{1/2} + \varepsilon_n \} + D n^{-1/2} + e_n
= P \{ \omega^2(n) \leq (x^{1/2} + \varepsilon_n)^2 \} + D n^{-1/2} + e_n
= P \{ \omega^2 \leq (x^{1/2} + \varepsilon_n)^2 \} + D n^{-1/2} + e_n
= P \{ \omega^2 \leq (x^{1/2} + \varepsilon_n)^2 \} + D n^{-1/2} + e_n
= P \{ \int_0^1 (2\bar{w}(u) + (-2 - 2/5) B(u))^2 \, du \leq (x^{1/2} + \varepsilon_n)^2 \} + D n^{-1/2} + e_n
= V_{3}((x^{1/2} + \varepsilon_n)^2) + D n^{-1/2} + e_n
\]
where the third line of (5.40) follows from Theorem (5.1), with $e_n$, $e_n'$ are as in (5.32) and (5.33). Also, to get the fifth line of (5.40) we have used the following

$$
P \{ \omega^2 \leq a \} = P \left\{ \int_0^\infty K_n(y;2) \, dy \leq a \right\}
$$

$$
= P \left\{ \int_0^\infty K_n(y;2) \, dy \leq a \right\}
$$

$$
= P \{ \omega^2 \leq a \}
$$

where

$$
\omega^2 = \int_0^1 (2W(y) - 2(1+5)B(y))^2 \, dy
$$

Similar to (5.40), we can show that

$$
V_{n,3}(x) \geq V_3((x^{1/2} - e_n)^2) - D_n^{-1/2} - e_n
$$

Whence

$$
\Delta_{n,3} \leq \sup_x \{ V_3((x^{1/2} + e_n)^2) - V_3((x^{1/2} - e_n)^2) \}
$$

$$
+ D_n^{-1/2} + e_n.
$$

(5.41)

Now, if $\omega = \int_0^1 (2W(u) - (2+2\sqrt{5})B(u))^2 \, du)^{1/2}$ and if $f$ is the density function of $\omega$, then $f(y^{1/2}) = Zy^{1/2}V_3(y)$, where $V_3$ is
the density function of \( \omega^2 \), i.e., \( v_3 = V_3^1 \). Also

\[
\Delta_{n,3} \leq \sup_{x} P \{ x^{1/2} - \varepsilon \leq \omega \leq x + \varepsilon \} + D n^{-1/2} + e_n
\]

\[
\leq \sup_{x} \int_{x^{1/2} - \varepsilon}^{x^{1/2} + \varepsilon} y^{1/2} v_3(y) \, dy + D n^{-1/2} + e_n
\]

\[
\leq 2 \varepsilon \sup_{0 < y < \infty} y^{1/2} v_3(y) + D n^{-1/2} + e_n
\]

\[
\leq C_1 \varepsilon
\]

where the positive absolute constant \( C_1 \) exists, since by Lemma (5.3) \( y^{1/2} v_3(y) \) is bounded on \((0, \infty)\). Hence the proof of (5.39) is complete. This completes the proof of Theorem (5.2).

The same proof of Theorem (5.2), can be employed to obtain rates of convergence results for the processes \( p_{n^{-1}}(u;2) \) and \( J_{n^{-1}}(u;2) \) of (1.4) and (1.7) respectively. Let \( v_{n,1}^{(p)}(x) \) be the distribution function of \( t_1(p,n) \), \( i = 1, 2, 3 \), where \( t_1(p,n) \) are as in (4.5), (4.6) and (4.7). Also, let \( v_{n,1}^{(J)}(x) \) be the distribution function of \( t_1(J,n) \), \( i = 1, 2, 3 \), where \( t_1(J,n) \) are as in (4.12), (4.13) and (4.14). Then (4.5), (4.6) and (4.7) read, respectively

\[
\lim_{n \to \infty} v_{n,1}^{(p)}(x) = v_1(x), \quad i = 1, 2, 3
\]
and (4.12), (4.13) and (4.14) read, respectively

\[ \lim_{n \to \infty} v^{(j)}_{n, i}(x) = \tilde{V}_i(x) \quad , \quad i = 1, 2, 3 \]

where \( V_i(x) \), \( i = 1, 2, 3 \) are as in (5.27).

Put

\[ \Delta_{n, i}(p) = \sup_x |v^{(p)}_{n, i}(x) - V_i(x)| \quad , \quad i = 1, 2, 3 \]

and

\[ \Delta_{n, i}(J) = \sup_x |v^{(J)}_{n, i}(x) - V_i(x)| \quad , \quad i = 1, 2, 3 \]

Theorem (5.3)

(i) \( \Delta_{n, i}(p) = O(n^{-1/2} \log n) \quad , \quad i = 1, 2, 3 \)

(ii) \( \Delta_{n, i}(J) = O(n^{-1/2} \log n) \quad , \quad i = 1, 2, 3 \).
CHAPTER V

ON CLUSTERING

1. Introduction, Preliminaries and Definitions

In many applications it is useful to know if a set of observations can be split into two or more groups. Our task is to derive the asymptotic null distribution of a test for homogeneity corresponding to a standard clustering technique which partitions the observations into two groups so that the between-groups sum of squares is maximized.

Let \( F \) be a continuous distribution function with unknown location and scale parameters \(-\infty < \mu < +\infty \) and \( \sigma > 0 \) respectively, and assume that \( F \) is of the form \( F(x; \mu, \sigma) = F_0((x - \mu)/\sigma), \) \( x \) real, where \( F_0(\cdot) \) is a known distribution function with mean zero and variance one, i.e., \( F \in F \) of (1.1) of chapter II. Further, assume that \( F_0 \) satisfies

\[
\int_{-\infty}^{\infty} x \, dF_0 = 0, \quad \int_{-\infty}^{\infty} x^2 \, dF_0 = 1, \quad F_0\left(\frac{1}{2}\right) = 0
\]

and \( 2f_0(0) \) \( m_0 < 1 \), where

\[
m_0 = -2 \int_{-\infty}^{0} x \, dF_0
\]

(1.1)
Let

\[ V_0(1) = 1 - m^2_0 \]  \hspace{1cm} (1.2) 
\[ V_0(2) = \frac{1}{4} \int_{-\infty}^{\infty} x^4 f_0(x) \, dx - \frac{1}{4} \]

Suppose we are given \( n \) observations \( X_1, X_2, \ldots, X_n \), and we want to check the hypothesis that they are drawn independently from a common distribution function in \( F \), of (1.1) of chapter I, against the alternative that they come from at least two distinct distributions.

For any partition \( P = (P_1, P_2) \) of the set \( \{1, 2, \ldots, n\} \) into two sets, the corresponding between-groups sum of squares is given by

\[ B_p = n_1 n_2 (\bar{y}_1 - \bar{y}_2)^2 / n \]  \hspace{1cm} (1.3)

where \( n_i \) is the number of elements in \( P_i \) and \( \bar{y}_i = \frac{1}{n_i} \sum_{j \in P_i} x_j \) for \( i = 1, 2 \). Let \( B \) denote the maximum value of \( B_p \) taken over all partitions \( P \) and let \( T = \sum_{i=1}^{n} (X_i - \bar{X})^2 \). Our task is to derive the asymptotic null distribution of \( B / (T/n) \).

Assuming that \( F_0 \) is standard normal, estimated percentage points of the null distribution of \( B / (T/n) \), obtained by simulation, are given by Engelman and Hartigan (1969) and an empirical expression for the asymptotic distribution is given by Hartigan (1975). Moreover, Brillinger, Knott and Scott (1979) have studied the asymptotic distribution of \( B / \sigma^2 \) with \( \sigma = (T + s^2) / (n + v) \), where \( s^2 \) is an independent estimate of \( \sigma^2 \) which is normally available in applications of the AID program and in the analysis of variance. Assuming that \( vs^2 / \sigma^2 \sim \chi^2_v \).
for some \( \nu \), they have proved that \( [(B/\beta^2)^{1/2} - (2n/\pi)^{1/2}] \) is asymptotically normal with mean 0 and variance \( 1 - w/\pi \) when \( \nu/n + \rho \to \infty \), where \( w = (3 + 2\rho)/(1 + \rho) \). Applying their result to obtain the asymptotic distribution of \( B/(T/n) \), we get that

\[ [(B/(T/n))^{1/2} - (2n/\pi)^{1/2}] \]

is asymptotically normal with mean 0 and variance \( 1 - 3/\pi \).

For general \( F \), Hartigan (1978) has shown that the asymptotic distribution of the maximum \( F \)-ratio, \( F_{\text{max}} \), is normal where \( F \) maximum is the maximum value of \( B_i/(T_1 + T_2) \), where \( T_i = \frac{1}{P_i} \sum (X_j - \bar{Y}_i)^2 \) for \( i = 1, 2 \), taken over all partitions \( p \). In the following we summarize some of Hartigan's (1978) results in terms of our notation.

The quantile function \( Q \) for the distribution function \( F \) is defined by

\[ Q(p) = \sup \{ x : F(x) \leq p \} \quad 0 \leq p \leq 1 \]

The function \( Q \) is nondecreasing and right continuous. If \( U \) is uniformly distributed over \( [0,1] \), then \( Q(U) \) has distribution function \( F \).

Define the lower and upper means of \( Q \) at \( \rho \) by

\[ Q(p) = \frac{1}{p} \int_{Q(p)}^\infty q \, dq , \quad 0 < p < 1 , \]

\[ Q(p) = \frac{1}{1-p} \int_{Q(p)}^\infty q \, dq , \quad 0 < q < 1 . \]
The split function of $Q$ at $p$ is

$$B(Q, p) = p Q^2(p) + (1 - p) Q^2(p) - \left( \int_0^1 Q(q) \, dq \right)^2,$$

$0 < p < 1$.

For the case of two clusters $B(Q, p)$ corresponds to a between groups sums of squares. Define the ratio function.

$$R(Q, p) = B(Q, p)/\left( \int_0^1 Q^2(p) \, dp - B(Q, p) - \int_0^1 Q(p) \, dp \right)^2.$$

If $X_1, X_2, \ldots, X_n, \ldots$ is a sequence of independent observations from $F$ and if $X_{1:n}, X_{2:n}, \ldots, X_{n:n}$ denote the order statistics of $X_1, \ldots, X_n$ then the empirical random variable $Q_n^*$ is the quantile function of the empirical distribution function $F_n$ of the sample $Q(U_1), \ldots, Q(U_n)$, where $U_i = F(X_i)$, then

$$Q_n^*(p) = Q(U_{i:n}) \quad \text{for} \quad \frac{i - 1}{n} \leq p < \frac{i}{n}, \quad 1 \leq i \leq n,$$

where $U_{i:n} = F(X_{i:n})$. (We notice that the definition of $Q_n^*$ is slightly different from the definition of the sample quantile function $Q_n$ which is going to be given in (1.4)).

Let the sample split function $B(Q_n^*, p)$ have its maximum at the sample split point $p_n$.

**Theorem 5A (Hartigan (1978))**

Suppose that $X$ has finite fourth moment, and that $B(Q, p)$ has a unique maximum at $p_0$. Assume that $Q$ has a continuous derivative in the neighbourhood of $p_0$, and that $\left( d^2/dp^2 \right) B(Q, p)_{p=p_0} < 0$. Then
\[ n^{1/2}(P_n^* - P_o) \overset{D}{\sim} N(0, \sigma_p^2) \]
\[ n^{1/2}(B(Q_n^*P_n) - B(Q,P)) \overset{D}{\sim} N(0, \sigma_B^2) \]
\[ n^{1/2}(R(Q_n^*P_n) - R(Q,P)) \overset{D}{\sim} N(0, \sigma_p^2) \]

where \( \sigma_p^2 \), \( \sigma_B^2 \), \( \sigma_p^2 \) are given in (3) and (4) in Hartigan (1978).

Hartigan (1978) has applied the above results to the normal case to get

\[ P_n^* \sim N(0.5, \frac{1}{4n} + \frac{1}{n(2\pi - 4)}) \]

\[ B(Q_n^*P_n) \sim N(\frac{2}{\pi}, \frac{8}{\pi^3} (1 - \frac{2}{\pi})/n) \]

\[ R(Q_n^*P_n) \sim N(-\frac{2}{\pi - 2}, \frac{8}{\pi^2} (1 - \frac{3}{\pi})/(1 - \frac{2}{\pi^2})^4 n) \]

As a check on the asymptotic formulae, Hartigan (1978) has considered samples of size \( n = 10 \) and \( n = 100 \) from the normal distribution. "It is seen that the computed means and variances approximate the theoretical ones. Normal plots reveal that the quantities \( B(Q_n^*P_n) \) and \( R(Q_n^*P_n) \) are quite skew for small \( n \), so that the normal approximation is not too safe for \( n < 100 \). However \( B^{1/2}(Q_n^*P_n) \) and \( R^{-1/2}(Q_n^*P_n) \) were found by experimentation to be quite normal even for \( n = 5 \)" as quoted from Hartigan (1978).
To date, as far as we know, the asymptotic distribution of 
\( K = B/(T/n) \) was studied only for the quoted cases, and our own thoughts 
pick up from here. Our main result is that, under the conditions of 
our theorem (3.1), \( [k^{1/2} - (n m_0^2)_{1/2}] \) is asymptotically normal with 
mean zero and variance \( 1 - m_0^2 (1 + V_0(2)) \), where \( m_0 \), and \( V_0(2) \) are 
defined in (1.2). In particular, if we consider the case of \( F_0() = \phi() \), 
it is readily seen that the conditions of Theorem (3.1) are satisfied, 
and consequently \( [k^{1/2} - (2n\pi)^{1/2}] \) is asymptotically normal with mean 
zero and variance \( 1 - \frac{3}{\pi} \). This result agrees with that of Brillinger, 
Knott and Scott (1979). Moreover, just like Brillinger, Knott and 
Scott (1979), we have high hopes that the \( \chi^2 \) approximation of \( K \), 
given by corollary (3.2), which suggests approximating \( k \) by \( \chi^2 \) 
with \( c = 2(1 - m_0^2 (1 + V_0(2))) \), and \( V_0 = (n m_0^2/2c) + \frac{1}{2} \) where 
\( V_0(2) \) is as in (1.2), is going to work very well even for small \( n \). 

Suppose \( Y_1, Y_2, \ldots, Y_n \) are independent random variables 
with a continuous distribution function \( F(.) \). Let \( Y_{1:n} < Y_{2:n} < \ldots \) 
\ldots < \( Y_{n:n} \) denote their order statistics. Define the sample quantile 
function \( Q_n(y) \) as follows:

\[
Q_n(y) = Y_{k:n} \quad \text{if} \quad \frac{k - 1}{n} < y < \frac{k}{n}, \quad k = 1, 2, \ldots, n. \quad (1.4)
\]

In the sequel it will be always assumed that the underlying 
distribution \( F_0(.) \) satisfies conditions (3.4) (i)-(iii) of chapter 
II together with conditions (1.6) and (1.9) of Theorem 1A.
2. The Asymptotic Distribution of $B$

In this section we are interested in the large sample distribution of $B$, the maximum between-groups sum of squares. To do that we will consider first the large sample distribution of $M_n = (B/n)^{1/2}$.

Let

$$S_j = \sum_{1 \leq i \leq j} \frac{(Y_{i:n} - \bar{Y})}{\sqrt{j(n - j)}} \quad \text{for } j = 1, 2, \ldots, n-1 \quad (2.1)$$

Then it is straightforward to verify that

$$M_n = \sup_{1 \leq j \leq n-1} |S_j| \quad (2.2)$$

and that

$$S_j = \left(\frac{1}{n} \sum_{1 \leq i \leq j} Y_{i:n} - \frac{j}{n} \sum_{i=1}^{n} Y_{i:n}\right) / \sqrt{\frac{j}{n}\left(1 - \frac{j}{n}\right)} \quad (2.3)$$

Let $B_n(y)$ be the Brownian bridge of Theorem 1A and define

$$g(\theta) = -\int_0^\theta F_0^{-1}(y) \, dy / \theta^{1/2}(1 - \theta)^{1/2} \quad (2.4)$$

and

$$Z_n(\theta) = \left[-\int_0^\theta \frac{B_n(y)}{f_0(F_0^{-1}(y))} \, dy + \theta \int_0^1 \frac{B_n(y)}{f_0(F_0^{-1}(y))} \, dy\right]/\sqrt{\theta(1 - \theta)}, \quad (2.5)$$

for $0 < \theta < 1$. 

Lemma 5B (Brillinger, Knott and Scott (1979)).

For all \( \delta > 0 \) and for any \( \alpha_n = o(1) \), we have

\[
\sup_{j < n(1 - \alpha_n)} \frac{a_{j,j}}{\alpha_n} = o(\alpha_n^{1/2 - \delta})
\]

(2.6)

\( j < n \alpha_n \)

\( j > n(1 - \alpha_n) \)

In the following two Lemmas we suppose that \( \alpha_n = o(1) \), with \( \alpha_n^{-1} = o\left(\frac{n}{\log n}\right) \) as \( n \to \infty \).

Lemma 2.1

Assume that \( F_0 \) satisfies all the conditions of Theorem (3.1) of chapter II. Then

\[
\sup_{n \alpha_n < j < n(1 - \alpha_n)} |S_j| = \sup_{n \alpha_n < j < n(1 - \alpha_n)} \left[ g(j/n) + n^{-1/2} z_n(j/n) \right] + e_{in}
\]

(2.7)

where

\[
e_{in} \Rightarrow o\left(n^{-1/2} \alpha_n^{-1/2}\right)
\]

The proof follows by direct application of Theorem (3.1) of chapter II.
Lemma 5C (Brillinger, Knott and Scott (1979))

\[
\sup_{\alpha_n < j < n(1-\alpha_n)} \{ g(j/n) + n^{-1/2} Z_n(j/n) \} = \sup_{\alpha_n < \theta < 1-\alpha_n} \{ g(\theta) + n^{-1/2} Z_n(\theta) \} + e_{2n},
\]

where

\[
e_{2n} \xrightarrow{a.s.} O(n^{-1} \sigma^3 \log n). \]

Lemma 5D (Brillinger, Knott and Scott (1979))

If the \( F_0(.) \) is the distribution function of a standard normal and if \( \hat{\theta}(\alpha_n) \) maximizes \( g(\theta) + n^{-1/2} Z_n(\theta) \) over the range \( \alpha_n < \theta < 1-\alpha_n \), then

\[
|\hat{\theta}(\alpha_n) - \frac{1}{2}| \xrightarrow{a.s.} O\left(\frac{\log n}{n^{1/2}}\right) .
\]

Lemma 2.2

If \( F_0(.) \) satisfies the conditions of Theorem (3.1) of chapter II and if \( F_0(.) \) satisfies (1.1) such that \( g_n'(\theta) \) is a.s. continuous and \( g_n''(\theta) \) is continuous in a neighbourhood of \( \theta = \frac{1}{2} \). Then
\[ |\hat{\delta}(n) - \frac{1}{2}| \xrightarrow{a.s.} O\left(\frac{\log n}{n}^{1/2}\right) \quad (2.10) \]

**Theorem 2.1**

\[ n^{1/2}(M_n - m_0) \] is asymptotically normal with mean zero and variance \( 1 - m_0^2 \) where \( m_0 \) is as in (1.1).

**Proof**

Take \( \alpha_n = n^{-\varepsilon} \), where \( \varepsilon > 0 \) is sufficiently small. Then by (2.6), (2.7) and (2.9) we have

\[ M_n = \sup_{1 \leq j \leq n-1} |S_j| \xrightarrow{p} g(\hat{\delta}) + n^{-1/2} Z_n(\hat{\delta}) + o(1), \]

and it follows from Lemma (2.2) that

\[ g(\hat{\delta}) + n^{-1/2} Z_n(\hat{\delta}) = g\left(\frac{1}{2}\right) + n^{-1/2} Z_n\left(\frac{1}{2}\right) + \epsilon_{3n}, \]

where

\[ \epsilon_{3n} \xrightarrow{a.s.} o(n^{-1/2}) \]

Thus \( M_n \) has the same asymptotic distribution as \( g\left(\frac{1}{2}\right) + n^{-1/2} Z_n\left(\frac{1}{2}\right) \).

But \( g\left(\frac{1}{2}\right) = m_0 \), and \( Z_n\left(\frac{1}{2}\right) \) is a normal random variable with mean zero and variance \( 1 - m_0^2 \). Hence \( n^{1/2}(M_n - m_0) \) is asymptotically normal with mean zero and variance

\[ E \left[ Z_n^2\left(\frac{1}{2}\right) \right] = E \left\{ \int_0^1 \frac{B_n(y)}{f_0(F_0^{-1}(y))} \, dy - 2 \int_0^{1/2} \frac{B_n(y)}{f_0(F_0^{-1}(y))} \, dy \right\}^2 \]
\[
\frac{1}{2} \int f_0^{-1}(y) \left( \frac{B_n(y)}{B_n(x)} \right) dy dx = 4 \int \frac{1 - y}{f_0^{-1}(y)} \frac{1}{f_0^{-1}(x)} dx dy
\]

\[
= 1 - m_0
\]

To fill in the details, one should be aware of the following:

\[ E_0 X = 0 < \infty \] implies that \( \lim_{x \to \infty} x(1 - F_0(x)) = 0 \) and \( \lim_{x \to \infty} xF_0(x) = 0 \),

\[
\int_{-\infty}^{\infty} \frac{1}{2} (E_0 X)^2 = \int x f_0(x) \int y f_0(y) dy dx.
\]

3. The Asymptotic Distribution of \( B_n^- \)

In order to consider the general case, in which we are given \( n \) observations \( X_1, X_2, \ldots, X_n \) and we want to check the hypothesis that they are drawn independently from a common distribution function \( F \in F \), we first note that under the null hypothesis

\[
X_i = \alpha Y_i + \mu, \quad (i = 1, 2, \ldots, n),
\]

(3.1)

where the \( Y_i \) are i.i.d.rv with distribution function \( F_0 \).
Then it is straightforward to verify that

\[ n^{1/2} \left( \frac{M_n}{c} - m_0 \right). \quad (3.2) \]

is asymptotically normal with mean zero and variance \( 1 - m_0^2 \).

To find the asymptotic distribution of \( K = \frac{B}{T/n} \) it is
simpler to work with \( (K_n)^{1/2} = M_n / \sqrt{T/n} \). We begin with Lemma (3.4)

Lemma 5.6 (Csörgő and Révész (1979))

If in addition to (1.1) \( F_0 \) also satisfies:

\[ \lim_{y \to 0} y^{1/r} |F_0^{-1}(y)| = \lim_{y \to 1} (1 - y)^{1/r} F_0^{-1}(y) = 0, \quad (3.3) \]

for some \( r > 4 \), and

\[ \inf_{0 < y < 1} \frac{y^\delta}{f_0(F_0^{-1}(y))} > 0, \quad \inf_{0 < y < 1} \frac{y^\delta}{(1 - y)^\delta} > 0, \quad (3.4) \]

for some \( 1 < \delta < 3/2 \), then

\[ n^{1/2} \left( \frac{\sqrt{T/n} - c}{n} \right) = n^{-1/2} L_n + o_p(n^{-1/2}), \quad (3.5) \]

where

\[ L_n = n^{-1} \sum_{k=1}^{n} \rho_n \left( \frac{k}{n + 1} \right) f_0(F_0^{-1} \left( \frac{k}{n + 1} \right)) (F_0^{-1} \left( \frac{k}{n + 1} \right)), \quad (3.6) \]
where $\rho_n^0(.)$ is as in (1.9) of chapter II.

In addition to Lemma 1E, Csörgő and Révész (1979) have pointed out that

$$|1 - \int_0^1 B_n(y) z^{-1} d(F^{-1}_0(y))^2| < 0. \tag{3.7}$$

A direct, but rather tedious calculation yields that $0 \int_0^1 B_n(y) z^{-1} d(F^{-1}_0(y))^2$ is a normal random variable, with mean zero and variance

$$V_0(2) = \frac{1}{4} \int x^4 f_0(x)dx - \frac{1}{2} \int x^2 f_0(x) \int y^2 f_0(y)dy dx$$

$$= \frac{1}{4} \int x^4 f_0(x)dx - \frac{1}{2} \left( \frac{1}{2} (E_0 X^2)^2 \right)$$

$$= \frac{1}{4} \int x^4 f_0(x)dx - \frac{1}{4} \quad \tag{3.8}$$

In particular, if $f_0(x)$ is the density function of standard normal r.v., then $0 \int_0^1 B_n(y) z^{-1} d(F^{-1}_0(y))^2$ is a $N(0,1/2)$ r.v.

At this stage, we are able to introduce and prove our main result, namely

Theorem 3.1

If in addition to all the conditions of Lemma 5E and Lemma (2.2),
we also have that \( m_n / (T/n)^{1/2} \) and \((T/n)^{1/2}\) are independent, then

\[
K^{1/2} - (n m_0^2)^{1/2}
\]

is asymptotically normal with mean zero and variance \( 1 - m_0^2 (1 + V_o(2)) \).

Proof

Consider

\[
K^{1/2} - (n m_0^2)^{1/2} = n^{1/2} \left[ \frac{k_n}{n} \right]^{1/2} - m_0 = n^{1/2} \left[ \frac{N_n}{\sqrt{T/n}} - m_0 \right] = \sigma \left[ \frac{M_n}{\sigma} - m_0 \right] - m_0
\]

\[
= \frac{\sigma}{\sqrt{T/n}} \left\{ n^{1/2} \left[ \frac{M_n}{\sigma} - m_0 \right] - m_0 \right\} \left[ \frac{\sqrt{T/n} - \sigma}{\sigma} \right] \}
\]

from which we have

\[
n^{1/2} \left[ \frac{N_n}{\sqrt{T/n}} - m_0 \right] + m_0 \frac{\sigma}{\sqrt{T/n}} n^{1/2} \left[ \frac{\sqrt{T/n} - \sigma}{\sigma} \right] = \sigma \left[ \frac{M_n}{\sigma} - m_0 \right]
\]

\[
= \frac{\sigma}{\sqrt{T/n}} \left[ \frac{M_n}{\sigma} - m_0 \right] \]

Since

\[
\frac{\sigma}{\sqrt{T/n}} \overset{\mathbb{P}}{\rightarrow} 1
\]
and by (3.2), \( n^{1/2} \left( \frac{M_n}{\sigma} - m_0 \right) \) is asymptotically normal with mean zero and variance \( V_0(1) = 1 - m_0^2 \). Then the right hand side of (3.10) is asymptotically normal with mean zero and variance \( V_0(1) \).

Now, from (3.5) we have

\[
n^{1/2} \left( \frac{\sqrt{T/n}}{\sigma} - \frac{\alpha}{\sigma} \right) = \frac{1}{n} + o_p(1),
\]

and (3.7) and (3.8) imply that

\[
\frac{1}{n} \quad \stackrel{D}{=} \quad N(0, V_0(2)) \text{ r.v.}
\]

These facts together with (3.11) implies that

\[
\frac{\sigma}{\sqrt{T/n}} m_0 n^{1/2} \left( \frac{\sqrt{T/n}}{\sigma} - \frac{\alpha}{\sigma} \right) \quad \stackrel{D}{=} \quad N(0, m_0^2 V_0(2)) \text{ r.v.} \quad (3.12)
\]

By taking the characteristic function of both sides of (3.10), taking into account the assumption that the two r.v.'s of the left hand side of (3.10) are independent, then by proceeding to the limit, we get that the limiting characteristic function of

\[
n^{1/2} \left( \frac{M_n}{\sqrt{T/n}} - m_0 \right)
\]

is

\[
\exp - \frac{1}{2} t^2 (1 - m_0^2) / \exp - \frac{1}{2} t^2 m_0^2 V_0(2) \quad . \quad (3.13)
\]

Therefore \( n^{1/2} \left( \frac{M_n}{\sqrt{T/n}} - m_0 \right) \) is asymptotically normal with mean zero and variance \( 1 - m_0^2 (1 + V_0(2)) \). This completes the proof.
Remark 3.1

A sufficient condition for \( \frac{M_n}{\sqrt{T/n}} \) and \( \sqrt{T/n} \) to be independent is that \( (\bar{X}, T/n) \) are jointly complete sufficient for \( F(\cdot) \). Since the distribution of \( M_n/\sqrt{T/n} \) is functionally independent of \( (\mu, \sigma^2) \), then by Basu's Theorem (1955) we have that \( M_n/\sqrt{T/n} \) and \( T/n \) are independent random variables.

Corollary 3.1

If \( F(\cdot) \) was the distribution function of a \( N(\mu, \sigma^2) \) r.v., and consequently \( F_0(\cdot) = \Phi \), the distribution function of a standard normal r.v., then, by remark (3.1), \( M_n/\sqrt{T/n} \) and \( \sqrt{T/n} \) are independent. By Theorem (3.1), we have

\[
K^{1/2} - \left( \frac{2n}{\pi} \right)^{1/2} \overset{D}{\rightarrow} N(0, 1 - \frac{3}{n}) \text{ r.v.}
\]

since, for \( F_0(x) = \Phi(x) \), we have

\[
m_0 = \sqrt{T/n} \quad \text{and} \quad v_0(1) = 1 - \frac{2}{\pi}
\]

\[
v_0(2) = \frac{3}{4} - \frac{1}{4} = \frac{1}{2}
\]

Corollary 3.2

A comparison of (3.9), with the familiar result that
\((2\chi^2_v)^{1/2} - (2v-1)^{1/2}\) is asymptotically standard normal suggests approximating \(K\) by \(c\chi^2_v\) where

\[
c = 2(1 - \frac{m_0^2}{v_0}(1 + v_0^2(2)))\quad \text{and} \quad v_0 = (n \frac{m_0^2}{2c}) + \frac{1}{2}.
\]  

(3.16)

In particular, if \(F_0(x) = \Phi(x)\), then \(K\) can be approximated by \(c\chi^2_v\) with

\[
c = 2(\pi - 3)/\pi, \quad \text{and} \quad v_0 = \frac{n}{\pi - 3} + \frac{1}{2}.
\]

Remark 3.2

One way of interpreting Corollary (3.2) is in terms of robustness. Namely we can say that having assumed normality, our test statistic for clustering is going to be robust with respect to deviations from the latter to the extent the respective general constants \(c\) and \(v_0\) of (3.16) will differ from \(c = 2(1 - \frac{3}{\pi})\) and \(v_0 = \frac{n}{\pi - 3} + \frac{1}{2}\). Consequently, having assumed normality, our test statistic for clustering is going to be robust with respect to deviations from the latter to the extent the respective constants \(m_0\), of (1.1), and \(E_0\chi^4\) will differ from \(\sqrt{2/\pi}\) and 3.

Remark 3.3

Although this section is dealing with the asymptotic distribution of \(K = B/(T/n)\) which is a special case of \(K' = B/\tilde{C}\) with
\[ \theta = \frac{T + vs^2}{n + \nu}, \quad \text{where } s^2 \text{ is independent estimate of } \sigma^2 \text{ such that } \frac{vs^2}{\sigma^2} \sim \chi^2_\nu, \]

the proof of our Theorem (3.1) can be employed to deduce similar results concerning the asymptotic distribution of \( K' \). However there will be a little change in the proof subject to whatever information we might have about \( s^2 \) in the light of the kind of application one would be dealing with.
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