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Abstract

Modern health management approaches for gas turbine engines (GTE) aim to acquire precise information about the health state of the GTE components to optimize the maintenance decisions with respect to both the economy and safety. The task becomes more challenging for the GTE parts inaccessible to direct measurements with the available sensors of the GTE control system. This article-based thesis integrates a set of five coherent research work to address this problem.

A detailed nonlinear thermodynamic model for single shaft GTEs is developed to predict the expected cycle parameters for the GTE in the healthy condition. In reality, the measured cycle parameters gradually deviate from the prediction due to performance deterioration. Physics-based performance indicators are defined based on the deviations in the measured performance parameters, compared to the respective model predictions. The indicators can effectively monitor the GTE performance deterioration in both short-term and long-term regimes. In the next step, effect of the air humidity is taken into account to enhance the GTE model, and it is shown that the enhanced model can improve the performance monitoring by reducing the uncertainties.

In order to separate the effects of different fault modes, an inference-based model is developed to predict the short-term recoverable performance deterioration due to the compressor fouling under different ambient and operating conditions. For the long-term non-recoverable performance deterioration due to the degradation mechanisms in the turbine hot section, two steps are undertaken; 1) a state estimation framework is developed for nonlinear/non-Gaussian systems with non-uniform time steps to track a degradation symptom of the turbine, i.e., loss of isentropic efficiency, using the observable performance indicators, and 2) the state estimation framework is extended to multidimensional dynamical systems with stochastic inputs for simultaneous tracking of two degradation symptoms, i.e., loss of isentropic efficiency and increase of the mass flow, using the observable parameters, provided by the GTE operating system.

The developed techniques and frameworks are verified and validated, using a set of three-year operating data from an industrial GTE in a power plant.
Preface

This thesis is an integrated article-based thesis, consisted of the peer-reviewed journal articles and a conference paper, either published or currently under review.

In all of the work presented henceforth, Houman Hanachi was the principal contributor in all areas of conceptualization, methodology development, implementation and validation, computer code writing, data preprocessing and analysis, as well as manuscript composition, including tables and figures. Professor Jie Liu provided the guidance and supervision of the overall project as well as timely and constructive feedbacks to all the research work. Dr. Avisekh Banerjee provided his ideas and guidance regarding the work as well as editorial suggestions. Dr. Ying Chen provided supportive explanations on the details of gas turbine mechanism including design-point parametric values and the performance maps for off-design modeling. He also provided his ideas and guidance throughout the research. Dr. Ashok Koul provided his overall ideas, the guidelines and advices for the corresponding co-authored article.


A version of Chapter 5 has been published in Journal of Engineering for Gas Turbines and Power, [H. Hanachi, J. Liu, A. Banerjee and Y. Chen, "Effects of humidity

A version of Chapter 6 has been submitted to Mechanical Systems and Signal Processing and is currently under review.

Modifications have been made to the articles to meet the requirements of the integrated-thesis format and to maintain consistency of the thesis. In particular, introduction and conclusion sections of the papers have been shortened and revised, symbols of some parameters have been renamed to maintain uniformity of the symbols throughout the chapters of the thesis, a single list for the symbols has been included before Chapter 1, and a single list of references has been added at the end.

Permissions to use the published articles as chapters in this thesis have been obtained from the publishers, as indicated by the letters included along with the thesis manuscript. Readers who wish to cite the corresponding material should cite the original papers as per the citations mentioned above.
Acknowledgements

I would like to gratefully acknowledge the encouragement, advice and critique that my supervisor Professor Jie Liu has provided to me during the course of my PhD program. This work could not have been accomplished without the sincere support he provided with great patience.

I appreciate the support provided by the industry partner of this research, Life Prediction Technologies Inc., and the excellent people, Dr. Ashok Koul, Dr. Avisekh Banerjee and Dr. Ying Chen, for their great helps and guidance.

I thank my parents and siblings, and my wife’s family for all their encouragement and love. I thank my son Mohammad Ali for forgiving me for being away so much, and most of all, I thank my wife Marjan for her understanding and all she has sacrificed to support me through my study.
# Table of Contents

Abstract.......................................................................................................................... ii
Preface.............................................................................................................................. iii
Acknowledgements ........................................................................................................ v
List of Tables ................................................................................................................... x
List of Figures .................................................................................................................. xi
List of Symbols ............................................................................................................... xv

## Chapter 1: Introduction ............................................................................................... 1
1.1 Overview ..................................................................................................................... 1
1.2 Literature Review ....................................................................................................... 2
  1.2.1 Data Collection ................................................................................................... 2
  1.2.2 Data Processing ................................................................................................. 3
  1.2.3 GTE Fault Detection and Diagnostics ............................................................... 4
  1.2.4 Degradation State Estimation and Prognostics ............................................... 7
1.3 Thesis Objectives ....................................................................................................... 9
1.4 Experimental Data .................................................................................................... 10
1.5 Thesis Outline .......................................................................................................... 11

## Chapter 2: A Physics-Based Modeling Approach for Performance Monitoring in Gas Turbine Engines ........................................................................................................ 12
2.1 Overview ................................................................................................................... 12
2.2 Model Development ................................................................................................. 13
  2.2.1 The Thermodynamic Model for the Single Shaft GTE .................................... 13
  2.2.2 Performance Indicators from the Over-Determined Model ........................... 16
2.3 Model Implementation ............................................................................................... 18
<table>
<thead>
<tr>
<th>2.4</th>
<th>Analysis ..............................................................................................................</th>
<th>21</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.4.1</td>
<td>The Heat Loss Index Trend Analysis.................................................................</td>
<td>21</td>
</tr>
<tr>
<td>2.4.2</td>
<td>The Power Deficit Index Trend Analysis..............................................................</td>
<td>24</td>
</tr>
<tr>
<td>2.4.3</td>
<td>A comparative Study on the Performance Indicators...........................................</td>
<td>27</td>
</tr>
<tr>
<td>2.5</td>
<td>Summary................................................................................................................</td>
<td>29</td>
</tr>
</tbody>
</table>

**Chapter 3: Effects of Intake Air Humidity on the Gas Turbine Performance Monitoring**

<table>
<thead>
<tr>
<th>3.1</th>
<th>Overview ............................................................................................................</th>
<th>30</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.2</td>
<td>Gas Turbine Model with Humid Air ..................................................................</td>
<td>30</td>
</tr>
<tr>
<td>3.3</td>
<td>Inlet Air Cooling ...............................................................................................</td>
<td>36</td>
</tr>
<tr>
<td>3.4</td>
<td>Performance Evaluation .....................................................................................</td>
<td>37</td>
</tr>
<tr>
<td>3.4.1</td>
<td>$EH$ Calculation Model ....................................................................................</td>
<td>38</td>
</tr>
<tr>
<td>3.4.2</td>
<td>$EH$ Prediction Model .......................................................................................</td>
<td>41</td>
</tr>
<tr>
<td>3.5</td>
<td>Summary................................................................................................................</td>
<td>43</td>
</tr>
</tbody>
</table>

**Chapter 4: A Framework with Nonlinear System Model and Nonparametric Noise for Gas Turbine Degradation State Estimation**

<table>
<thead>
<tr>
<th>4.1</th>
<th>Overview ............................................................................................................</th>
<th>44</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.2</td>
<td>Development of the Performance Indicator .....................................................</td>
<td>44</td>
</tr>
<tr>
<td>4.2.1</td>
<td>Thermodynamic Model of the GTE for Performance Monitoring..........................</td>
<td>44</td>
</tr>
<tr>
<td>4.2.2</td>
<td>Turbine Degradation Symptom: the Internal State ..........................................</td>
<td>48</td>
</tr>
<tr>
<td>4.3</td>
<td>Sequential State Estimation for Nonlinear Systems with Non-Gaussian Noise ....</td>
<td>51</td>
</tr>
<tr>
<td>4.3.1</td>
<td>RAPF Problem Statement .....................................................................................</td>
<td>52</td>
</tr>
<tr>
<td>4.3.2</td>
<td>RAPF in Non-Uniform Time Steps and Redundant Measurements .....................</td>
<td>56</td>
</tr>
<tr>
<td>4.4</td>
<td>Performance Evaluation .....................................................................................</td>
<td>57</td>
</tr>
<tr>
<td>4.4.1</td>
<td>Benchmark Model with Non-Uniform Steps and Redundant Measurements ..........</td>
<td>58</td>
</tr>
<tr>
<td>4.4.2</td>
<td>Performance Evaluation on Gas Turbine Data ...................................................</td>
<td>59</td>
</tr>
</tbody>
</table>
4.5 Summary .................................................................................................................. 62

Chapter 5: Effects of Humidity Condensation on the Trend of Gas Turbine
Performance Deterioration .......................................................................................... 64

5.1 Overview .................................................................................................................... 64

5.2 Physics-based modeling ........................................................................................... 64

5.2.1 Performance Indicators ....................................................................................... 65

5.2.2 Humidity Condensation ....................................................................................... 67

5.3 Data-Model Fusion Framework .............................................................................. 69

5.3.1 Particle Filter ...................................................................................................... 70

5.3.2 Filtering the Performance Indicators ................................................................. 72

5.4 Effective Factors on the Rate of Performance Deterioration .................................. 73

5.4.1 Effects of Power and Condensed Humidity ....................................................... 74

5.4.2 Data-Driven Model Construction ...................................................................... 76

5.5 Performance Deterioration Modeling Using ANFIS .............................................. 76

5.5.1 Building ANFIS Structure and Training ............................................................ 77

5.5.2 Running the ANFIS Model ................................................................................ 79

5.5.3 Simulated Profiles .............................................................................................. 81

5.5.3.1 £H Variations Given $PW$ and $W_{con}$: ......................................................... 81

5.5.3.2 $ER$ Variations Given $PW$ and $W_{con}$: ....................................................... 83

5.5.3.3 £H Variations Given $W_{Ci}$ and $W_{con}$: ......................................................... 84

5.5.3.4 $ER$ Variations Given $W_{Ci}$ and $W_{con}$: ....................................................... 85

5.6 Summary .................................................................................................................. 86

Chapter 6: Sequential State Estimation of Nonlinear/Non-Gaussian Systems with
Stochastic Input for Turbine Degradation Monitoring ........................................... 87

6.1 Overview .................................................................................................................... 87

6.2 Sequential State Estimation for Nonlinear System with Stochastic Input (NSI) ...... 88

viii
6.2.1 Formulation of NSI State Evolution .................................................. 88
6.2.2 Application of PF .............................................................................. 89
  6.2.2.1 RPF ......................................................................................... 90
  6.2.2.2 APF ......................................................................................... 91
6.2.3 Performance Evaluation on Benchmark Model ................................... 93
  6.2.3.1 UNGM ..................................................................................... 94
  6.2.3.2 BNGM ..................................................................................... 95
6.3 Turbine Degradation Modeling ............................................................... 97
  6.3.1 Gas-path Model of the Degrading Turbine ....................................... 98
  6.3.2 Turbine Degradation Prediction Model ............................................ 102
  6.3.3 Degradation state estimation ............................................................ 105
6.4 Summary ............................................................................................... 107

Chapter 7: Contributions, Conclusions and Recommendations ................. 109
  7.1 Contributions and Impacts ................................................................. 109
  7.2 Summary and Conclusions ............................................................... 110
  7.3 Recommendations for Future Work .................................................... 113

Bibliography ............................................................................................... 115

Appendix ..................................................................................................... 130
List of Tables

Table 1.1. Basic technical specifications of the GTE at the design point.................. 10
Table 1.2. Available ambient and operating parameters........................................ 11
Table 2.1. Sample data from the compressor map.................................................. 19
Table 2.2. Sample data from the turbine map....................................................... 21
Table 2.3. Variation rate of the performance indicators in selected periods .............. 26
Table 2.4. Modeling error ......................................................................................... 29
Table 3.1. Function coefficients in segment 7............................................................. 42
Table 4.1. Efficiency loss and modeling error............................................................ 51
Table 4.2. RAPF technique with rejection of low likelihood corresponding particles.... 55
Table 5.1. RPF technique process flow ..................................................................... 72
Table 6.1. RPF-NSI technique.................................................................................. 91
Table 6.2. APF-NSI technique................................................................................... 93
Table 6.3. State estimation errors averaged over 100 simulations.............................. 97
Table 6.4. Prediction model parameters for $\rho_y$ and $\rho_w$.................................... 104
List of Figures

Figure 2.1. Schematic compressor map. ................................................................. 14
Figure 2.2. The model calculates both the heat loss index and the power deficit index.. 20
Figure 2.3. Variation of $EGT$ throughout the operating time: (a) the normalized measured $EGT$, and (b) the normalized expected $EGT$.................................................................................................................. 22
Figure 2.4. The heat loss index shows distinct short-term and long-term variation trends: (a) the original signal, and (b) the filtered signal.......................................................... 23
Figure 2.5. Variation of the GTE output power: (a) the normalized measured power, and (b) the normalized expected power.............................................................................. 25
Figure 2.6. The short-term, and the long-term variation trends are observable in the power deficit index: (a) the original signal, and (b) the filtered signal............................. 26
Figure 2.7. The short-term variation rate of the performance indicators fluctuate throughout the operating time................................................................................................. 28
Figure 3.1. Schematic turbine performance map. .................................................. 33
Figure 3.2. Model of the GTE with air humidity..................................................... 36
Figure 3.3. Variations of the ambient condition and the moisture content: (a) ambient temperature, (b) ambient relative humidity, and (c) specific humidity at the GTE inlet.. 40
Figure 3.4. Variations of the performance indicator: (a) $EH_a$, (b) $EH_h$, and (c) the difference: $\Delta EH$ ................................................................................................................ 40
Figure 3.5. Variations of $\Delta EH_n$ statistical characteristics: (a) standard deviation, and (b) mean value. .............................................................................................................. 41
Figure 3.6. $EH_h$ signal and the fitted model in segment 9. ................................... 42
Figure 3.7. Standard deviation ratio for the modeling errors........................................................................... 43

Figure 4.1. Process flow to calculate $ER$ indicator .......................................................................................... 46

Figure 4.2. Performance deterioration due to the short-term and the long-term degradations: (a) overall performance variation, and (b) Selected segments depicting short-term performance variation. ........................................................................................................... 48

Figure 4.3. Forward causality and backward inference in the GTE degradation. ........................................... 49

Figure 4.4. (a) Long-term performance deterioration: decline of $ER$ index, and (b) degradation of the turbine: ratio of the isentropic efficiency loss. ................................................................................................................................. 50

Figure 4.5. Performance of the state estimation techniques: (a) RAPF technique, (b) RPF technique .............................................................................................................................................................................. 59

Figure 4.6. Degradation model and modeling uncertainty pdf. ......................................................................... 60

Figure 4.7. Measurement likelihood empirical density in different steps......................................................... 61

Figure 4.8. Distribution of the state particles and corresponding weights........................................................... 61

Figure 4.9. Comparative results : (a) RAPF trajectories with 200 particles (green) and the expected trajectory (blue), compared with the expected RPF trajectory (red), and (b) Comparison of repeatability: standard deviation for 20 runs......................................................................................................................... 62

Figure 5.1. Performance deterioration during the operating life. (a) $EH$ performance indicator, and (b) $ER$ performance indicator. ........................................................................................................................................ 66

Figure 5.2. Humidity in inlet air: (a) total humidity, (b) condensed humidity, and (c) comparison in elected time window. ................................................................................................................................................. 69

Figure 5.3. RPF state estimation (red) on the performance indicator signals (blue): (a) $EH$ performance indicator, and (b) $ER$ performance indicator ................................................................. 73
Figure 5.4. Variation rates of the performance indicators do not constitute functions over $PW - W_{con}$ space: (a) variation rate of $EH$, and (b) variation rate of $ER$. ........................................ 75

Figure 5.5. ANFIS structure for system identification. Dashed line shows the use of output as input of the next step for profile simulation. ......................................................... 78

Figure 5.6. Training data points and the result of ANFIS model prediction: (a) $EH$ data and prediction, (b) $ER$ data and prediction, and (c) scarcity of data points in some regions of the domain. ................................................................. 80

Figure 5.7. ANFIS model simulated profiles for $EH$: (a) $EH$ profiles at constant power and humidity condensation rates, and (b) $EH$ profiles at $PW = 2400$ kW. .................... 82

Figure 5.8. $ER$ simulated profiles at $PW = 3500$ kW..................................................... 84

Figure 5.9. $EH$ simulated profiles at $W_{Ci} = 16.75$ kg/s. ................................................. 85

Figure 5.10. Lack of training data points for $ER$ simulation with $W_{Ci} - W_{con}$ data........... 85

Figure 6.1. (a) System input, and (b) Observed output ......................................................... 95

Figure 6.2. NSI state estimation by RPF and APF. ............................................................... 95

Figure 6.3. System input and output: (a) Input real part, (b) Input imaginary part, (c) Observed output real part, and (d) Observed output imaginary part. ......................... 96

Figure 6.4. Bivariate NSI state estimation (a) RPF real part, (b) RPF imaginary part, (c) APF real part, and (d) APF imaginary part................................................................. 97

Figure 6.5. Variation of typical $GPP$ vs efficiency decrease $\rho_\eta$ and mass flow increase $\rho_w$. Operating parameters are fixed at $T_{Ci}=15^\circ$C, $P_{Ci}=101$ kPa, $\phi_{Ci}=50\%$, $N=16500$ RPM, $PW= 4$ MW ........................................................................................................ 99

Figure 6.6. Measured operating parameters of the GTE: (a) Power, (b) EGT, and (c) fuel pressure. ........................................................................................................... 101
Figure 6.7. Variation of the turbine degradation symptoms during the operation, and corresponding prediction models: (a) $\rho_\eta$ symptom, and (b) $\rho_W$ symptom. .......................... 101

Figure 6.8. Degradation symptoms, sampled at time-step 1, 10 and 15; (a) distribution of $[\rho_\eta, \rho_W]$ in each sampling time-step, (b) Joint pdf of $[\rho_\eta, \rho_W]$ at each sampling time-step. ........................................................................................................ 102

Figure 6.9. Empirical joint distribution of the modeling error. ........................................... 105

Figure 6.10. State estimation results by RPF (blue) and APF (red) using 100 particles: (a) $\rho_\eta$ symptom, and (b) $\rho_W$ symptom. ........................................................................................................ 106
### List of Symbols

#### Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AI</td>
<td>artificial intelligence</td>
</tr>
<tr>
<td>ANFIS</td>
<td>adaptive neuro-fuzzy inference system</td>
</tr>
<tr>
<td>ANN</td>
<td>artificial neural network</td>
</tr>
<tr>
<td>APF</td>
<td>auxiliary particle filter</td>
</tr>
<tr>
<td>BNGM</td>
<td>bivariate nonstationary growth model</td>
</tr>
<tr>
<td>CBM</td>
<td>condition-based maintenance</td>
</tr>
<tr>
<td>DFA</td>
<td>detrended fluctuation analysis</td>
</tr>
<tr>
<td>GTE</td>
<td>gas turbine engine</td>
</tr>
<tr>
<td>HMM</td>
<td>hidden Markov model</td>
</tr>
<tr>
<td>ICA</td>
<td>independent component analysis</td>
</tr>
<tr>
<td>KF</td>
<td>Kalman filter</td>
</tr>
<tr>
<td>NF</td>
<td>neuro-fuzzy</td>
</tr>
<tr>
<td>NSI</td>
<td>nonlinear system with stochastic input</td>
</tr>
<tr>
<td>PCA</td>
<td>principal component analysis</td>
</tr>
<tr>
<td>PF</td>
<td>particle filter</td>
</tr>
<tr>
<td>PHM</td>
<td>prognostics and health management</td>
</tr>
<tr>
<td>pdf</td>
<td>probability density function</td>
</tr>
<tr>
<td>RAPF</td>
<td>regularized auxiliary particle filter</td>
</tr>
<tr>
<td>RPF</td>
<td>regularized particle filter</td>
</tr>
<tr>
<td>RUL</td>
<td>remaining useful life</td>
</tr>
</tbody>
</table>
SLAM simultaneous localization and mapping
TBO time between overhauls
UNGM univariate nonstationary growth model

Notation

\( A \) cross-sectional area
\( c_p \) specific heat capacity (kJ/kg K)
\( D \) dimension of state vector
\( DP \) design parameters
\( E[.\] expected value
\( EGT \) exhaust gas temperature (K)
\( EH \) excess heat ratio
\( ER \) efficiency ratio
\( F(.) \) state model
\( F(.) \) mathematical function
\( f \) fuel to air mass ratio
\( f(.) \) probability density
\( G(.) \) measurement model
\( GPP \) gas-path parameters
\( g(.) \) importance density
\( H \) enthalpy (kJ)
\( h \) specific enthalpy (kJ/kg)
\( \phi \) kernel bandwidth
\( I_{HL} \)  
heat loss index

\( I_{PD} \)  
power deficit index

\( i \)  
particle index

\( j \)  
index of sampled particle

\( K(.) \)  
kernel density

\( k \)  
time-step index

\( L \)  
state model constant parameter

\( LCV \)  
lower calorific value (kJ/kg)

\( Map \)  
mathematical function for performance map

\( m \)  
number of particles

\( N \)  
shaft rotational speed (RPM)

\( n \)  
number of time-steps

\( P \)  
total pressure (kPa)

\( P^*_w \)  
saturation vapor pressure (Pa)

\( PR \)  
pressure ratio

\( PW \)  
power (kW)

\( R \)  
specific gas constant (kJ/kg K)

\( SH \)  
specific humidity

\( STD \)  
standard deviation

\( s \)  
number of measurement samples

\( T \)  
total temperature (K)

\( t \)  
time (hour)

\( U \)  
input history
\( u \) system input

\( V \) velocity (m/s)

\( VA \) fuel valve angle

\( v \) specific volume (m\(^3\)/kg)

\( W \) mass flow (kg/s)

\( w \) probability weight threshold

\( x \) state

\( Y \) output history

\( y \) system output

\( \alpha \) state model coefficients

\( \beta \) auxiliary coordinate in performance map

\( \gamma \) specific heat ratio

\( \varepsilon \) state model error

\( \Delta t \) time length between the steps (hour)

\( \delta(.) \) Dirac delta function

\( \eta \) efficiency

\( \theta_{cp} \) correction parameter for \( c_p \) of product (kJ/kg K)

\( \kappa \) input noise

\( \lambda \) state model constant parameter

\( \mu \) representative state particle

\( \nu \) measurement noise

\( \rho \) degradation symptom

\( \tau \) process noise
\( \phi \) relative humidity
\( \psi \) logistic function of power
\( \omega \) probability weights

**Subscripts and Accents**

- \( A \) actual value
- \( a \) air
- \( am \) ambient
- \( b \) bleed
- \( C \) compressor
- \( Ch \) combustion chamber
- \( con \) condensed humidity
- \( cor \) corrected value
- \( D \) design point
- \( exh \) exhaust
- \( exp \) expected
- \( F \) fuel
- \( Fil \) filter
- \( h \) humid air
- \( I \) imaginary part
- \( i \) inlet
- \( L \) loss
- \( M \) modeled quantity
Mix  mixture
o   outlet
P   combustion product
R   real part
s   static
std standard atmosphere
T   turbine
w   water (liquid or vapor)
\bar{\cdot}   mean
\hat{\cdot} estimated by regression
Chapter 1: Introduction

1.1 Overview

Gas turbine engines (GTE) are widely used for power generation, ranging from stationary power plants to airplane propulsion systems. For GTE operating industries, availability, reliability and maintenance costs are of the main concerns, and maintenance strategies have constantly progressed to address such concerns. In conventional strategy, maintenance services are provided based on a pre-scheduled plan regardless of the health state of an individual GTE. Consequently, a GTE may be sent for maintenance service when it is still in a healthy condition or, on the other hand, it may fail before the scheduled service is due. GTE availability will drop and maintenance costs will increase with conventional maintenance strategy as a result. Condition-based maintenance (CBM) is an effective strategy to improve engine availability and reduce maintenance costs and failure hazards. In this strategy, GTE health information is collected from diagnostic and prognostic analyses [1]. This is the basic idea of prognostics and health management (PHM) systems, which takes the following steps in its implementation: 1) The GTE is monitored using sensors in critical points of the machine. The sensors measure physical parameters, e.g., temperature, pressure, rotary speed and vibration. 2) The next step is to extract features from the measurements and to identify anomalies among the extracted features. 3) Future health state of the GTE is estimated using the current state of the system, and the remaining useful life (RUL) is predicted [2].

The performance of a GTE gradually deteriorates during the operation. There are two major mechanisms contributing to this phenomenon. A rapid deterioration takes place due to fouling and congestion of the air particulates mostly in the upstream sections of the gas turbine. The performance can be restored if the congested material is removed by washing [3]. At the same time, a slower performance deterioration occurs due to structural degradation of the parts such as erosion and corrosion processes. This cannot be recovered, unless the defective parts are repaired or replaced [4]. Development of an effective PHM system for the GTEs entails a comprehensive knowledge on the trend of performance deterioration, both on the short-term and the long-term regimes, respectively caused by recoverable and non-recoverable degradation mechanisms. It becomes more
complicated when there is no measurements available from the internal gas path parameters, which is the case for most of the GTEs in service. To address this shortcoming especially for the huge fleet of the conventional GTEs, this thesis is focused on the development of techniques for quantitative performance assessment of the GTEs and distinctive performance prediction in long-term and short-term regimes in subsystem level.

1.2 Literature Review

This thesis is an integrated article based work, and the literature review section covers the background literature on the overall field of gas turbine degradation monitoring including: data collection, data processing and performance deterioration modeling. Specific literature review pertaining to the topics of each chapter is provided in the corresponding overview sections.

1.2.1 Data Collection

Data collection is the first step required in a PHM system. It is the process of collecting and storing data from the monitored system for the purpose of PHM. There are two main types of data collected for PHM application. The first type is called event data, which is the descriptive information on the pertaining events and the provided services, e.g., installation, overhaul, failures and description of maintenance services. The second type; the condition monitoring data are quantitative records on the system parameters and variables related to the health condition of the machine [5].

As a standard setup, GTEs are equipped with a set of sensors to measure the operating parameters of the machine and transmit the corresponding data to the GTE operating system for monitoring and control purposes. Gas path measurements including rotary speed, intake air temperature and exhaust gas temperature (EGT), as well as vibration amplitude data are examples of measured parameters by the GTE primary sensors [6]. In some modern GTEs, tip clearance of the blades is constantly measured for health monitoring [7, 8]. Such data are readily available in real-time from the operating system of the GTE. In special cases where particular parameters are required to be measured, external instrumentations are employed for data acquisition. This method usually applies
for case studies, investigations and R&D purposes. Exhaust gas composition, debris contents of the lubricant oil and acoustic spectrum signals are examples of measurements by such method [9, 10].

Most of the fault modes in degradation of the GTE components manifest their symptoms as changes in the gas path measurements [11]. As a result, development of a PHM system that makes use of gas path data from the GTE operating systems can find broader application, especially for the huge fleet of the GTEs already in service. In this research, the gas path data from the GTE operating system are adopted for further processing.

1.2.2 Data Processing

Before further processing, the data should be cleaned at the first step. Data cleaning alleviates the risk of using erroneous data in the analysis and modeling. Different factors including human mistakes and sensor faults can contribute to data errors [5]. An effective strategy to clean erroneous data is sensor validation. In this strategy, the integrity of sensed data is checked before it is passed to the next processing modules. Generic signal processing, neural network and fusion models are utilized for sensor validation to ensure the highest possible sensor fault detection with minimal false alarms [12]. Graphical tools are also useful and effective to find and remove data errors [13]. However, it should be noted that there is no general algorithm to clean the data.

The GTE operating system measurements are usually value type data, which are recorded as time series. Even vibration amplitude, which are usually measured by GTE operating systems, are single RMS values and are not considered waveform type data. In practice, some of the measured variables have no meaningful correlation with the other variables in the study. Sensitivity analysis is an effective process to find and eliminate the variables with no correlations and reduce the dimension of data to the meaningful components [14]. Multivariate analysis techniques such as principal component analysis (PCA) and independent component analysis (ICA), which is an extension of PCA, are useful techniques to handle data with complicated correlation structure [15]. Project pursuit is another dimension reduction technique for systems with large number of variables [15, 16].
The next step is feature extraction, i.e., the procedure of extracting useful information from the remaining variables in raw measurements. There are two main approaches for feature extraction, i.e., the statistical approach and the physics-based approach. In the statistical approach, mathematical and statistical techniques are used to find correlations among the elements of the measurement vector time series. Trend analysis techniques such as regression analysis and time series modeling are commonly used for feature extraction in value type data [17]. Detrended fluctuation analysis (DFA) is another useful technique intended to detect the autocorrelations in noisy and non-stationary time series [18]. Linear, polynomial and logistic regression and ARMA models are other statistical techniques to analyze GTE data for feature extraction [19-22].

In physics-based approaches, functional relations are established between the elements of measurement vectors based on the physics laws. When processing the gas path data, laws of thermodynamics are utilized to construct a physics-based model, also known as heat balance model. Depending on the accessible parameters and available computational resources, such models range from linear lumped models [23] to three-dimensional nonlinear simulations [24]. Once the model is calibrated, it provides a quantitative relation between the measured and unmeasured gas path parameters, and desired thermodynamic parameters from the model can be extracted as features [25, 26]. The advantage of this approach is that the extracted feature can be defined with an insightful physical meaning in connection with GTE degradation.

1.2.3 GTE Fault Detection and Diagnostics

Degradation of the components manifest different symptoms in the GTE performance parameters. Once the useful features are extracted from the performance data, a decision making process can be set up to classify and quantify the invisible faults through their footprints in the features. Feature extraction is performed by the use of appropriate signal processing techniques, explained in section 1.2.2. The decision-making, referred to as diagnostics, is the procedure of mapping the extracted features from the feature space to the machine faults in the condition space.

The traditional approach of fault diagnostics is based on human expertise to observe the extracted features and conclude about the faults. This approach is usually time-
consuming and unreliable, especially when multiple features are involved in diagnostics and the data are noisy [27]. A more advanced alternative is to use automatic diagnosis. Many automatic diagnostic techniques have been developed and utilized, which can be categorized into two main classes: model-based [28] and data-driven diagnostic methods [29]. Between the mentioned methods, there is a hybrid approach, which fuses both model-based mathematical models and data-driven models [30, 31]. Fusion methods aim to integrate the strengths of the model-based and the data-driven approaches at the same time, while alleviating their limitations.

Model-based methods typically involve building mathematical models to describe the state of the system and failure modes; they incorporate physical and behavioral understanding of the system into the estimation of system state [32]. Model-based approaches can be more effective than model-free approaches if an accurate model can be constructed [33]. However, explicit mathematical modeling may not be feasible for complex systems such as GTE, since it would be difficult to build an accurate mathematical model for such a system. Model-based approaches, also, may not be suitable for the industrial applications where the physical parameters and fault modes may vary under different operation conditions [34].

Data-driven methods include pattern recognition techniques and inference-based classifiers. The pattern recognition techniques include statistical classifiers, geometric methods, and polynomial classifiers [35], which have been implemented in various GTE diagnostic applications [36-39]. Many statistical classification approaches have been introduced that separate feature signals and group them into different fault categories or into healthy condition. A primary way for signal grouping is based on a defined distance measure or similarity measure between two signals. Such measures can be derived from a discriminant function in statistical pattern recognition [40]. Commonly used distance measures are Euclidean distance, Mahalanobis distance, Kullback–Leibler distance and Bayesian distance [41-44]. A powerful classification technique is called support vector machine (SVM), that constructs a decision hyperplane as the boundary between classes of given data by maximizing the distance of the closest point to the boundary [45]. SVM has found application in various diagnostic systems including GTE [46-52]. Hidden Markov model (HMM) can also be used for fault classification. HMM has been used to
represent the evolution of the component's health condition by hidden states, using the features extracted from the measurement data [53].

Inference-based diagnostic classifiers employ artificial intelligent (AI) tools such as artificial neural networks (ANN) including multilayer, radial and dynamic ANN [54-57], fuzzy logic [58-60], and synergetic schemes [61, 62]. Classifiers using ANN have been broadly utilized for machine fault diagnosis. After being trained on available data, ANN can establish complex functional relations between inputs and outputs of a system, which are the features and the diagnosed faults in this case. However, their disadvantages are that their internal layers are obscure to the users, and there is no guarantee for their convergence during the training process [63]. Fuzzy logic classifiers mimic human reasoning to deal with the complexities of the system under study [64]. Fuzzy logic classifiers start with identification of structure of the problem and then utilize the expert knowledge formulated in a linguistic format. Diagnosis by fuzzy classifiers is conducted through sufficient number of fuzzy operations [65]. Fuzzy classifiers have found broad applications in machinery diagnostics including GTEs due to their effectiveness and concise form [60, 66-69]. The disadvantages with fuzzy systems are that they do not have effective learning capability and it is difficult to establish optimal inference rules when there are too many input variables [63]. The qualitative approach of the fuzzy models and the adaptive capability of ANN were combined into synergism schemes, known as neuro-fuzzy (NF) systems in early 1990s [70]. NF systems such as adaptive neuro-fuzzy inference system (ANFIS) benefit from an internal adaptation mechanism to adjust the fuzzy rule parameters through the training phase without a need to the expert knowledge required to design the conventional fuzzy systems [71]. Due to its advantages and effective performance, NF systems and ANFIS in particular have found many applications in GTE diagnostics [72-77].

Through the sequential fusion of the model-based and the data-driven methods, the hybrid method attempt to incorporate advantages of both, while alleviating their cons [78, 79]. In particular, physics-based models are usually constructed to connect the measurement parameters with the internal degradation state, while the state prediction model may be constructed on the physics of failure [80], or based on any mathematical model fitting [81-83]. The dynamic parameters of the system are then sequentially
updated upon receiving new observations.

A number of model-data fusion frameworks were developed in various disciplines and some were applied to GTEs for degradation monitoring. For linear/Gaussian systems, Kalman filter (KF) has gained extreme publicity for its statistically optimal estimate in closed form [84]. More developments on KF have extended its application into nonlinear systems [85], and non-Gaussian noise distributions [86]. KF and its variants have been extensively used for performance monitoring and diagnostics [87, 88], however, their effectiveness is limited due to the need to linear/linearized state models and measurement models with known Gaussian structure for uncertainties and noise respectively. By emersion of powerful computational resources, particle filter (PF) was introduced for state estimation with no limitation for nonlinearity of the model or noise distributions. PF is a numerical method for sequential state estimation that applies on Monte Carlo sequential method to estimate the posterior distribution of the evolving state by a set of sample scenarios, which are represented by a set of particles and their corresponding assigned weights [89]. Some PF variants have been developed to improve the filtering performance [90-92], and this scheme is finding increasing number of applications for state estimation in nonlinear/non-Gaussian systems, including degradation monitoring and prognostics in GTEs [93-98].

Each of the aforementioned diagnostic techniques, however, has its own benefits and limitations and may outperform the others in particular applications [99]. When any diagnostic system is chosen for GTE health monitoring, the paramount issue is its reliability. Unreasonably missed positive (also called missed fault: i.e., the discriminator cannot detect an existing fault) and false positive (also called false alarm: i.e., the discriminator detects a non-existing fault because of the noise or other errors) can seriously mitigate the system’s reliability [100].

1.2.4 Degradation State Estimation and Prognostics

GTE prognostics entails the use of current and previous machine conditions to predict the future health state of the system. There are two main prediction types aimed for prognostics. The first type, which is more widely used, is to predict how much time is left before a failure occurs, considering the current condition and past operation records. The
time left before observing the next failure, i.e., the RUL is mathematically stochastic. Machine prognostics aims to figure out the distribution of RUL with this type of prediction [101, 102]. In some situations, especially when a failure is catastrophic, a second type of prediction is utilized, which is to predict the chance that a machine will operate without a failure until a given time in future. In this type of prediction, the target is to find joint distribution of the health state indices, given the current machine condition and past operation records [5, 103, 104].

From methodological point of view, prognostic techniques can be categorized in two main groups: physics-based methods and data-driven methods. Physics-based methods make use of physics laws to establish a time-based model to predict the growth of a fault [105]. The most commonly developed physics-based methods for prognostics are for crack propagation prediction [106, 107]. Another physics-based method studies the physics of failure using failure mechanism models to quantify the amount of damage incurred by the surrounding conditions on a component [80, 108]. Life consumption models employ underlying microstructural degradation models in GTE component level to predict RUL of the component and find consumed life of the system as a result [109, 110]. Although the failure mechanisms are known to be rooted in the degradation process of the component [111], it is usually impractical to directly measure such degradations. State estimation techniques are therefore required to estimate degradation of the parts by measuring their surrounding conditions, e.g., pressure, temperature, vibration and oil debris [112]. The measurement signals, which include the degradation symptoms will then be attributed to the root cause faults and the corresponding intensities [113]. In general, physics-based methods are limited to the cases where the degradation mechanism can be quantified at component level. The method cannot be easily used for complex systems where internal parameters are inaccessible for direct measurements by the available sensors.

Data-driven methods attempt to develop models based on the current and the past observed data from a system to predict future performance and RUL without relying on the physics laws describing failure mechanisms [114]. The observed data are deemed to contain valuable information about the unobservable degradation process with statistical correlations [78]. Directly observed data or indirectly inferred information can be used as
features to quantify system degradation state as explained in section 1.2.2. The features may be a physical quantity such as the length of a crack in a blade [115], or only a calculated index from the measurements with no definite physical meaning, such as wavelet coefficients for time of arrival signal of the blades [116]. The future degradation state can then be predicted by identification of a degradation model. Data-driven methods can be categorized in two main groups: statistical methods, and artificial intelligence (AI) tools [78]. The classical approaches for nonlinear time series predictions make use of statistical methods and stochastic process techniques such as the autoregressive (AR) model [117], the threshold AR model [118], the multivariate adaptive regression splines [119], the bilinear model [120], the Volterra series expansion [121], and the projection pursuit [122]. These approaches have found applications in machinery prognostics; however, it is usually difficult to develop an accurate statistical model for a complex mechanical system [123]. Recent interests in time series prediction have focused on the use of flexible AI tools, such as ANN [124-127] and fuzzy systems [128]. As stated in section 1.2.3, fuzzy systems lack a learning capability, and with increasing the number of input variables, it gets more difficult to establish the fuzzy forecasting inference rules. An effective solution to tackle this limitation is to use synergetic systems such as ANFIS where a forecasting operation is performed by fuzzy logic, and fuzzy system parameters are adjusted through training by ANN-based algorithms. Prediction schemes based on ANFIS were implemented for time series prediction and the simulation results demonstrated higher forecasting accuracy compared to those based on classical AR models, feed forward ANN and recurrent ANN [129-132].

Despite notable achievements in dynamic systems state prediction, the non-stationary operating condition of GTEs and diversity of the degradation mechanisms demand for more accurate holistic prognostic schemes.

1.3 Thesis Objectives

Structural complexity, non-stationary operating conditions and various recoverable and non-recoverable degradation mechanisms in the GTEs create an intricate prognostics problem, especially for the GTEs with no measurements available from their gas path parameters. To address the challenges, an advanced prognostic scheme, considering both
the short-term and the long-term deterioration regimes is developed in this thesis with the following objectives:

1- To develop a novel physics-based modeling approach for GTE signal processing and feature extraction. The focus will be on performance deterioration monitoring in the GTEs with limited measurements available only from the operating systems with no additional instrumentation.

2- To develop time-variant state prediction models for both recoverable and non-recoverable degradation under variable ambient conditions and operating profiles.

3- To develop system identification tools for nonlinear dynamical systems, e.g., GTEs, with stochastic inputs and outputs, in order to estimate unobservable degradation states.

1.4 Experimental Data

The experimental data used in this thesis have been collected from a 5 MW single shaft GTE, which was in service for power generation in a local community for three years corresponding to the operating period between two major overhauls. Table 1.1 shows the basic technical specifications of the GTE in this study.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal power</td>
<td>5 (MW)</td>
</tr>
<tr>
<td>Shaft speed</td>
<td>16500 (RPM)</td>
</tr>
<tr>
<td>Thermal efficiency</td>
<td>30.2 (%)</td>
</tr>
<tr>
<td>Pressure ratio</td>
<td>14.0</td>
</tr>
<tr>
<td>Exhaust gas temperature ((EGT))</td>
<td>785 (K)</td>
</tr>
</tbody>
</table>

Logging frequency from the GTE data was one reading every two hours during the entire working period. At each reading 44 parameters were logged from the GTE. The set of parameters comprises 3 control inputs, 22 measurements from the GTE accessory systems and 19 measurements from the gas path parameters. For the same period of time
and the same location, the ambient condition data including air temperature, pressure and relative humidity have been received from Environment Canada, as shown in Table 1.2.

<table>
<thead>
<tr>
<th>Source</th>
<th>GTE operating system</th>
<th>Environment Canada</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
<td>Power</td>
<td>Shaft speed</td>
</tr>
<tr>
<td>Count</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

### 1.5 Thesis Outline

A physics-based modeling approach for GTE is presented in Chapter 2 to process gas path measurement signals and to extract features, i.e., health indicators, with insightful physical meaning. The results clearly demonstrate the effectiveness of the developed approach, as well as the introduced indicators for GTE health monitoring.

Chapter 3 presents an enhancement in GTE physics-based model with taking into account the effects of air humidity. The results show improvements in the resulting indicator signal by reducing the noise and increasing the prediction accuracy.

In Chapter 4, a nonlinear/non-Gaussian data-model fusion framework is presented for long-term degradation state estimation of GTEs. The developed framework outperforms the existing regularized particle filter through simulation on a benchmark model, and by utilizing the real data from a GTE measurements.

An NF-based modeling approach is taken in Chapter 5 to construct a prediction model for short-term performance deterioration of the GTE due to compressor fouling. The results quantitatively describe the complex effects of humidity condensation rate on the GTE performance deterioration.

In Chapter 6, the nonlinear/non-Gaussian state estimation framework is extended to multivariate degradation state space, while the effects of stochastic inputs of the system are appropriately addressed in the mathematical model. The results demonstrated the effectiveness of the developed technique to extract two well-known non-recoverable degradation symptoms in the hot section of the GTE.
Chapter 2: A Physics-Based Modeling Approach for Performance Monitoring in Gas Turbine Engines

2.1 Overview

For a complex system like a GTE, the generic gas path analysis is an effective method for health monitoring and diagnostics using thermodynamic governing laws, however, most of the internal cycle parameters are hard to access and complex instrumentation is required for such measurements, which is not practically viable for typical operating ranges. It is desirable to develop diagnostic techniques, which take into account the effective parameters calculated from the measurement signals of the operating data for the GTE rather than the inaccessible internal parameters. For example, Sun et al. presented a weighted average indicator from sensor signals of the operating system to characterize the hidden health state of the system [105]. Despite many research works in this field, the effective methodologies are still needed to acquire reliable performance indicators from the signals available from GTE operating system. To develop such methods, it is important to consider that no single parameter can effectively indicate the degradation process of the entire system and many of the measured parameters convey no useful information about the degradation level. Through the use of physics-based modeling, this chapter aims to incorporate all the meaningful measured operating data from the GTE under typical service usage, while excluding the signals with no contribution. The objective of this chapter is to develop a physics-based performance deterioration monitoring approach that can clearly show the trends of short-term and long-term performance deterioration regardless of the operating conditions; the goal is to provide GTE operating industries with an effective tool to keep track of the degradation of their GTE for CBM without a need for additional hardware. The proposed technique is new in that it incorporates the following aspects: 1) the performance indicators introduced in the proposed approach are physically interpretable quantities that are

directly linked to the performance of the GTE as a system; 2) the indicators are applicable regardless of the ambient conditions and the operating profile of the GTE; 3) only the external parameters, which are readily available in every GTE operating system are utilized in the technique, and therefore no extra sensors are required; and 4) both recoverable and non-recoverable performance deteriorations can be characterized and addressed by the same indicators through appropriate trend analyses.

2.2 Model Development

The operating parameters measured from a GTE during service are interdependent in the way that variations in one parameter affect the others. GTE operating condition is a multivariate vector and the performance maps (if available) cannot easily cover all working scenarios to describe the relation between the operating parameters. A physics-based heat balance model is therefore a useful tool to simulate all working conditions using the governing thermodynamic laws. Heat balance modeling is an effective approach at GTE system level and can be applied for GTEs with different layout designs. To construct and calibrate such a model, some design parameters of the GTE gas path and operating data of a freshly built GTE are required. This will enable the performance model to always simulate performance of a brand-new GTE and provide a baseline performance under varied operating scenarios. The deviation of the measured and predicted baseline performance can be further analyzed to monitor the performance deterioration with the indicators that provide physical insight into such changes. The more number of gas path parameters are available in the GTE measurements, the more number of indicators can be defined consequently for performance monitoring.

2.2.1 The Thermodynamic Model for the Single Shaft GTE

A single shaft GTE gas path comprises three main modules, the compressor, the combustion chamber(s) and the turbine. The basics of the gas path thermodynamic equations are available in the literature [133, 134]. In this part, the GTE gas path thermodynamic model is constructed by making a separate model for each module. The adjacent modules experience the same cycle parameters at their interface, e.g., the cycle
parameters at the outlet of the compressor are equal to the inlet of the combustion chamber. The following steps show the procedure of the modeling.

The type and the design parameters of a compressor define its performance, i.e., the relation between corrected mass flow, corrected shaft speed, pressure ratio and isentropic efficiency, which are reflected in the compressor map. In order to facilitate the process of finding the map data, auxiliary coordinates, called beta lines are used. In the plane of the corrected mass flow and the pressure ratio, the beta lines are drawn between the choke line and the surge line with a proportional distance to each [9], as appear in Figure 2.1.

![Figure 2.1. Schematic compressor map.](image)

Given the intake air temperature and the shaft speed, and assuming an arbitrary beta line, the map returns the mass flow $W_C$, the pressure ratio $PR_C$ and the isentropic efficiency $\eta_C$ of the compressor, as pointed in Figure 2.1.

\[
[W_C, PR_C, \eta_C] = Map_C(N_{cor}, \beta),
\]  

(2.1)

where $N_{cor} = \frac{N}{\sqrt{T_{ci}/T_{std}}}$ is the corrected shaft speed used in the map. Using the isentropic efficiency, the compressor outlet temperature is calculated from the inlet temperature and the compression ratio,

\[
T_{co} = T_{ci}\left(\left(PR_C^{(\gamma_{Air}^{-1})/\gamma_{Air}} - 1\right)/\eta_C + 1\right),
\]

(2.2)

and by using the mass flow, the required power of the compressor is given by,
\[ PW_C = W_C c_{p_{Air}} (T_{co} - T_{ci}). \] (2.3)

The specific heat capacity and heat capacity ratio are temperature dependent gas properties that are usually estimated by polynomials [135]. In a thermodynamic process, the average values of the mentioned parameters should be used in the respective equations.

In a GTE, the bleed flow \((W_b)\) is assumed to be a definite percentage of the compressor mass flow that bypasses the combustion chambers for cooling the nozzle and the blades of the turbine. The rest of the compressor mass flow enters the combustion chambers and mixes with the fuel with the ratio of \(f = W_F/W_{ch}\), where \(W_{ch} = W_C - W_b\) and \(W_F\) is the fuel mass flow. The temperature of the combustion product from the first law of thermodynamics is

\[ T_{cho} = f \left( c_{p_f} (T_F - T_{co}) + LCV \right) / \left( (1 + f) c_{pp} \right) + T_{co}, \] (2.4)

where \(LCV\) is the lower calorific value of the fuel and \(c_{pp} = c_{p_{Air}} + f/(1 + f)\ \theta_{cp}\) is the specific heat capacity of the combustion product [136, 137].

At the nozzle and the turbine blades, the cooling air dilutes the combustion product and lowers the temperature to

\[ T_{ti} = (W_{ch} c_{p_f} T_{cho} + W_b c_{p_{Air}} T_{co}) / (W_{ch} c_{pp} + W_b c_{p_{Air}}). \] (2.5)

Equation (2.5) is valid when the turbine has more than one stage, and the energy of the cooling air of the first stage can be extracted in the next stages. This applies for the subject turbine in this research. The turbine pressure ratio is calculated from the compressor pressure ratio and the pressure drop ratios in the intake filter, the combustion chamber and the exhaust duct:

\[ PR_T = PR_C PR_{fil} PR_{ch} PR_{exh}. \] (2.6)

The turbine map defines the relations between corrected mass flow, corrected shaft speed, pressure ratio and isentropic efficiency. Taking the same shaft speed of the compressor, the turbine map returns the mass flow and the isentropic efficiency:

\[ [W_T, \eta_T] = Map_T(T_{ti}, P_{ti}, N, PR_T), \] (2.7)

where,
\[ P_{Ti} = P_{Cl}PR_{C}PR_{Ch} \] (2.8)

is the pressure at the turbine inlet.

The system of equations from (2.1) to (2.8) should be solved through iterations by revising \( \beta \) in (2.1), until the mass conservation equation holds, i.e., \( W_T = W_C + W_F \).

With the acquired mass flow and isentropic efficiency of the turbine, the outlet temperature and the power of the turbine are calculated:

\[ EGT = T_{Ti}(\eta_T(PR_T^{(1−γ_{Mix})/γ_{Mix}} − 1) + 1), \] (2.9)

\[ PW_T = W_Tc_{p_{Mix}}(T_{Ti} − EGT), \] (2.10)

where \( γ_{Mix} \) is the heat capacity ratio and \( c_{p_{Mix}} \) is specific heat capacity of the mixture of the combustion product and the cooling air.

A portion of the turbine power runs the compressor. The net output power of the GTE is therefore:

\[ PW_{GTE} = PW_T - PW_C - PW_L, \] (2.11)

where \( PW_L \) is the sum of the internal losses that is estimated about one percent of the compressor power [133].

Equations (2.1) to (2.11) constitute the thermodynamic model of the single shaft GTE, which can be expressed in the following compact form using the external parameters of the GTE:

\[ Map_{GTE}(T_{Cl}, P_{Cl}, N, PW_{GTE}, EGT) = 0. \] (2.12)

Mathematically, the system of equations is determined when as many as four independent cycle parameters are known. In other words, in a given ambient temperature and pressure, the developed thermodynamic model can determine all the unknown GTE cycle parameters using only two known cycle parameters in (2.12).

### 2.2.2 Performance Indicators from the Over-Determined Model

The operating data measured in an industrial GTE often include the shaft speed, the power and \( EGT \). As explained in 2.2.1, two of the measured parameters are sufficient to determine the output of the proposed model using (2.12), and so the additional
parameters over-determine the model. In a GTE with normal performance, the expected $EGT(EGT_{Exp})$ can be calculated from (2.12) when the shaft speed and the output power are available:

$$EGT_{Exp} = EGT_{Exp}(T_{Cl}, P_{Cl}, N, PW_{GTE})$$  \hspace{2cm} (2.13)

$$= E[EGT|F_{GTE} = 0].$$  \hspace{2cm} (2.14)

There are different degradation mechanisms such as changes in blade surface due to erosion or fouling and changes in clearances due to abrasion that cause performance deterioration in the GTE [138]. In such conditions, the actual gas path geometry deviates from the ideal design condition and (2.14), which is based on brand-new design parameters becomes less accurate. In fact, when the performance of the GTE deteriorates, it becomes unable to extract the heat energy as much as in the healthy condition, and the $EGT$ rises as the result. The magnitude of the $EGT$ rise depends primarily on the GTE degradation level, because the operating condition is accounted in the thermodynamic model. For the performance monitoring, we define the heat loss index ($I_{HL}$) as the ratio of the $EGT$ rise with respect to the design point $EGT$:

$$I_{HL} = (EGT - EGT_{Exp})/EGT_D.$$  \hspace{2cm} (2.15)

To acquire another performance indicator, one can solve (2.12) for the GTE expected power, using the shaft speed and the $EGT$ from the operating system:

$$PW_{Exp} = PW_{Exp}(T_{Cl}, P_{Cl}, N, EGT)$$  \hspace{2cm} (2.16)

$$= E[PW_{GTE}|F_{GTE} = 0].$$  \hspace{2cm} (2.17)

In a real working condition, the power gradually declines from the expected power of a healthy GTE due to the performance deterioration. The magnitude of the loss of power is primarily depended on the degradation level, because the thermodynamic model considers the operating condition. For the performance monitoring, the power deficit index ($I_{PD}$) is defined as the ratio of the power deficiency to the design point power:

$$I_{PD} = (PW_{Exp} - PW_{GTE})/PW_D.$$  \hspace{2cm} (2.18)

As explained earlier, the $EGT$ exceeds its expected value with the GTE performance deterioration, which leads to an increase in $I_{HL}$. Similarly, the performance deterioration
causes a deficiency in the GTE power, compared with the ideal condition. Consequently, $I_{PD}$ will rise as the result of the performance deterioration. In this regard, both indices have a positive correlation with the degradation process of the GTE.

2.3 Model Implementation

For complex engineering systems such as GTEs, the performance deterioration is a major concern that gets in the way of reliable and economical operation of the system. In order to ensure reliable and cost effective operation of a GTE, it is critical to identify the present and the future health state of the GTE by monitoring the performance deterioration and the underlying structural degradation. In the proposed physics-based performance monitoring approach, the performance indicators provide quantitative measures for the degradation process. To assess the effectiveness of the developed performance indicators for deterioration monitoring, a set of 3-year operating data with 12 readings per day from a 5 MW power generation GTE is used. At each reading 44 parameters were logged from the GTE including 19 measurements from GTE gas path parameters. There are a number of redundancies in the temperature measurement for the inlet air and the outlet exhaust gas. Eliminating the redundancies and using respective average values, the parameters $T_{Cl}$, $P_{Cl}$, $N$, $PW_{GTE}$ and the $EGT$ are the usable cycle parameters to find the thermodynamic based performance of the GTE using the developed performance indicators in 2.2.2.

In many occasions during the time between overhauls (TBO), the cycle parameters were not logged due to the GTE shut down for maintenance and service. Such time steps were left as blanks in the digitized data file. To eliminate the wrong entries in the data logging and the digitization, the graphical tool was employed and the outliers, which were physically unreasonable, were removed from the data.

To establish the physics-based relation between the cycle parameters, a computer code was written in MATLAB environment for the developed model discussed in section 2.2. The code is structured to employ the performance maps of the compressor and the turbine in tabular format as in the following.

- The performance map of the compressor is available in tabular format for the operating speed range and $\beta$ values. Table 2.1 shows some sample data from the GTE
compressor in this study.

Given the inlet air temperature and the shaft speed, the corrected speed ratio of the compressor is,

\[ \frac{N_{\text{cor}}}{N_D} = \frac{N}{(N_D \sqrt{T_{ci}/T_{\text{std}}})}, \]  

(2.19)

where \( T_{\text{std}} = 288.15 \text{ K} \) is the standard atmosphere temperature and \( N_D = 16500 \text{ RPM} \) is the shaft speed at the design point for the GTE in this study. Using a bilinear interpolation on the corrected speed ratio and an arbitrary \( \beta \), the table returns the corrected mass flow, the pressure ratio and the isentropic efficiency of the compressor.

With a known inlet pressure, the mass flow of the compressor is found by,

\[ W_C = W_{\text{cor}} (P_{ci}/P_{\text{std}}) / \sqrt{T_{ci}/T_{\text{std}}}, \]  

(2.20)

where \( P_{\text{std}} = 101.325 \text{ kPa} \) is the standard atmosphere pressure. In this way, the compressor map provides its outputs as parameterized in (2.1).

<table>
<thead>
<tr>
<th>( \beta )</th>
<th>( \frac{N_{\text{cor}}}{N_D} )</th>
<th>( W_{\text{cor}} \text{ (kg/s)} )</th>
<th>( PR_C )</th>
<th>( \eta_C )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.85</td>
<td>13.689</td>
<td>6.191</td>
<td>0.8149</td>
</tr>
<tr>
<td>1</td>
<td>0.85</td>
<td>13.645</td>
<td>6.634</td>
<td>0.8208</td>
</tr>
<tr>
<td>2</td>
<td>0.85</td>
<td>13.588</td>
<td>7.168</td>
<td>0.8311</td>
</tr>
<tr>
<td>3</td>
<td>0.85</td>
<td>13.486</td>
<td>7.653</td>
<td>0.8386</td>
</tr>
<tr>
<td>4</td>
<td>0.85</td>
<td>13.428</td>
<td>8.074</td>
<td>0.8472</td>
</tr>
</tbody>
</table>

The performance map of the turbine is extracted from the performance table in a similar approach. Some sample performance data from the GTE turbine are shown in Table 2.2.

If the turbine inlet temperature and pressure, the shaft speed and the turbine pressure ratio are all given, the corrected speed ratio of the turbine is

\[ \frac{N_{\text{Tcor}}}{N_D} = \frac{N}{(N_D \sqrt{T_{ti}/T_{Tid})}}, \]  

(2.21)

where \( T_{Tid} = 1323 \text{ K} \) is the turbine inlet temperature at the design point. In a known pressure ratio, a bilinear interpolation on the corrected speed ratio and the pressure ratio provides the corrected mass flow and the isentropic efficiency of the turbine. The mass
flow is then calculated by

$$W_T = W_{T_{\text{cor}}} N_D \frac{(P_{T_i}/P_{\text{std}})}{(N_{T_{\text{cor}}} \sqrt{T_{T_i}/T_{\text{std}}})},$$  \hspace{1cm} (2.22)

Hence, the performance map data are extracted from the performance table as described by (2.7).

Once the performance maps are implemented into the code, the model equations can be solved in either forms of (2.13) or (2.16) depending on whether we are looking for the heat loss index or the power deficit index, respectively. Figure 2.2 depicts the flowchart of the modeling process, in which the path numbered 1 is taken to calculate $EGT_{\text{Exp}}$, when the heat loss index is required, and the path numbered 2 is the way that the code calculates $PW_{\text{Exp}}$, in order to find the power deficit index.

Figure 2.2. The model calculates both the heat loss index and the power deficit index.
The developed model has been verified using the set of data from the GTE operating system. It especially shows much reliable performance to predict the trend of variation of the operating parameters. This will be further discussed in the following section.

2.4 Analysis

2.4.1 The Heat Loss Index Trend Analysis

The average EGT was acquired from the temperature sensors at the GTE exhaust. As seen in Figure 2.3(a), EGT has been changing during the operating period due to the variation of the working condition, e.g., power demand and weather temperature. The values of $T_{CI}$, $P_{CI}$, $N$ and $PW_{GTE}$ were also logged for each time step. These parameters were used in the GTE model to calculate the expected EGT each time step as plotted in Figure 2.3(b). The discontinuities in the plots correspond to the periods when the GTE was shut down for maintenance.

An overall comparison between the plots depicts similar patterns for the whole operating time. The similarity is more observable in the trend of the plots rather than the absolute values, e.g., from day 500 to 600 and day 850 till 950, the expected EGT follows similar slump patterns as observed in the measured one. The slumps correspond to the summer times when the power demand from the GTE was lower. Nevertheless, a slight offset between the measured and the expected EGT is observable. That is because the generalized maps are used for the compressor and the turbine in the modeling. The maps are calibrated with the published cataloged design parameters of the GTE to reproduce the same behavior of the original compressor and turbine, however small mismatches in

Table 2.2. Sample data from the turbine map

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>$N_{T_{cor}}/N_D$</th>
<th>$W_{T_{cor}}$(kg/s)</th>
<th>$PR_T$</th>
<th>$\eta_T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>0.95</td>
<td>2.6518</td>
<td>11.401</td>
<td>0.8773</td>
</tr>
<tr>
<td>7</td>
<td>0.95</td>
<td>2.6516</td>
<td>12.552</td>
<td>0.8711</td>
</tr>
<tr>
<td>8</td>
<td>0.95</td>
<td>2.6534</td>
<td>13.636</td>
<td>0.8634</td>
</tr>
<tr>
<td>9</td>
<td>0.95</td>
<td>2.6541</td>
<td>14.787</td>
<td>0.8503</td>
</tr>
<tr>
<td>10</td>
<td>0.95</td>
<td>2.6549</td>
<td>15.916</td>
<td>0.8354</td>
</tr>
</tbody>
</table>

The similarity is more observable in the trend of the plots rather than the absolute values, e.g., from day 500 to 600 and day 850 till 950, the expected EGT follows similar slump patterns as observed in the measured one. The slumps correspond to the summer times when the power demand from the GTE was lower. Nevertheless, a slight offset between the measured and the expected EGT is observable. That is because the generalized maps are used for the compressor and the turbine in the modeling. The maps are calibrated with the published cataloged design parameters of the GTE to reproduce the same behavior of the original compressor and turbine, however small mismatches in
the maps can cause an offset in the GTE model behavior. Some experiments with different calibration parameters were conducted, which showed that in all cases the offset between the calculated and the measured parameters vary, while the self-relative ratios of $E_{GT_{Exp}}$ remain acceptably unchanged, which is promising for trend analysis.

![Figure 2.3. Variation of $EGT$ throughout the operating time: (a) the normalized measured $EGT$, and (b) the normalized expected $EGT$.](image)

From the measured $EGT$ and the expected $EGT$, the heat loss index was calculated for each time step. Figure 2.4(a) illustrates the variations of $I_{HL}$ during the operating time of the GTE. It shows that $I_{HL}$ is noise contaminated, though the trend of changes is clearly visible. This noise is attributed to the measurement noise with the sensors of the operating system and inevitable uncertainties in modeling the GTE. To eliminate the noise from the signal, a moving average on a window of 15 time steps is implemented. This window size is large enough to remove the spikes, yet small enough to show local variations. The filtered signal can better show the trend of changes as appears in Figure 2.4(b). Two distinct patterns are observable in the plot as explained in the following.

In the short-term, $I_{HL}$ ascends with a steep trend and then falls to almost its initial level. The saw-tooth behavior repeats in the intervals varying between 50 to 120 days. It implies that the GTE performance deteriorates in the short intervals, and then suddenly recovers at the end of each interval. The observation complies with the knowledge about performance variation due to compressor fouling and compressor wash [139]. By
investigating the service records of the GTE, it was found that the GTE compressor was washed at the same dates of the performance sudden changes. The extent of performance retrieval depends on two major factors. The longer the time between compressor washes, the more fouling material congests on the compressor blades. As a result, the performance retrieval depends on how long the compressor has worked since the last wash. In addition, the washing quality is the other effective factor in performance retrieval [140].

![Figure 2.4](image)

**Figure 2.4.** The heat loss index shows distinct short-term and long-term variation trends: (a) the original signal, and (b) the filtered signal.

For a GTE with selected air filter type, the rate of compressor fouling depends on the pollution intensity of the intake air and the mass flow rate [141]; therefore, the rate of the short-term variations in the heat loss index is not constant. To find the overall variation rate of $I_{HL}$, a linearized model is employed, which can be acquired by linear regression on the index values between two consecutive compressor washes:

$$\widehat{I_{HL}}_k = \alpha_0 + \alpha_1 t_k \quad k = m, ..., n,$$

(2.23)

where,

$$\alpha_1 = \frac{\sum_{m}^{n} (t_k - \overline{t})(I_{HL_k} - \overline{I_{HL}})}{\sum_{m}^{n} (t_k - \overline{t})^2},$$

(2.24)

$$\alpha_0 = \overline{I_{HL}} - \alpha_1 \overline{t}.$$

(2.25)
Equation (2.23) estimates $I_{HL}$ by a linear model, where $\alpha_1$ is the rate of variation between time steps $m$ and $n$. Table 2.3 gives the calculated variation rates of $I_{HL}$ in selected washing periods. The average short-term variation rate of the heat loss index equals $245 \times 10^{-6}$ units/day for the whole operating time. This rate can be interpreted as the GTE performance has been deteriorating about 1% per 40 days.

In the longer term, the average of $I_{HL}$ increases slowly throughout the operating time. It reflects the GTE performance deterioration because of different failure mechanisms in the GTE parts and sub-systems [142] related to irreversible structural degradation. To track the long-term changes of the heat loss index and eliminate the effects of compressor fouling, the data was sampled from the first three days after each compressor wash, when the compressor is presumably clean enough to not affect the performance results. Imperfect wash of the compressor does not fully remove the fouling, nor its effects on the performance. Such effects may appear as noise in the trend of the long-term performance variations. Similar to the short-term variations, to find the overall trend, a linear model for the long-term changes of $I_{HL}$ is assumed. It is known that the GTE was shut down between days 119 and 172, during which it has not been degrading. In this regard, only the working times of the GTE have been considered to find the regression model for the long-term trend. The result shows a growth rate of $29.2 \times 10^{-6}$ units/day for $I_{HL}$. This result means that the long-term increase of the heat loss index is about 8.4 times slower than the short-term one. The long-term changes of $I_{HL}$ correspond to non-recoverable structural degradations of the GTE components; and to retrieve the normal performance, the degraded parts should be repaired or replaced. That was the reason to replace the GTEs in each three-year period, and overhaul them in the supplier’s plant.

### 2.4.2 The Power Deficit Index Trend Analysis

Among the measured parameters by the GTE operating system, the values of $T_{Cl}$, $P_{Cl}$, $N$, and $EGT$ can be used in the model to find the expected GTE power using (2.16). The model predicts the value of the power output given the ideal performance condition of the GTE. At the same time steps, the measured value of the GTE power is included in the logs. Figure 2.5 depicts the measured power, and the expected power of the GTE, normalized with respect to their average values. The plots show an overall similarity in
the trends; however, a minor offset between the two plots is observed. Similar to the case of the EGT, the offset is caused by using the generalized maps for the compressor and the turbine.

In the course of the GTE operation, we expect to see performance deterioration compared to the baseline condition. In other words, the GTE is supposed to generate less power as it degrades further. Equation (2.18) quantifies the level of degradation using the power deficit index, which is the normalized difference between the actual and the expected power. The normalization is done with respect to the GTE rated power. Figure 2.6 depicts the variation of $I_{PD}$ during the operating time of the GTE. Similar to the heat loss index, the results clearly display a saw-tooth pattern for $I_{PD}$ variations.

The short-term variations of $I_{PD}$ happen in exactly the same time intervals as that of $I_{HL}$, i.e., the points of the sudden falls are the dates of compressor washes. Similar deficiencies in GTE power due to compressor fouling has been reported in the literature [143]. Assuming a linear model for the overall effect of the compressor fouling on $I_{PD}$ in short intervals, the trend of the fouling is quantified by linear regression on the index values using (2.23) for $I_{PD}$. As stated in Section 2.4.1, it is known that the fouling rate may vary depending on intake air pollution intensity and the mass flow rate. In Table 2.3, the variation rates of $I_{PD}$ in selected short-term periods are presented. On average, the
short-term variation rate of the index is $495 \times 10^{-6}$ units/day.

![Graph of Power Deficit Index](image)

**Figure 2.6.** The short-term, and the long-term variation trends are observable in the power deficit index: (a) the original signal, and (b) the filtered signal.

**Table 2.3. Variation rate of the performance indicators in selected periods**

<table>
<thead>
<tr>
<th>Time interval</th>
<th>$I_{HL}$ (10$^{-6}$ unit/day)</th>
<th>$I_{PD}$ (10$^{-6}$ unit/day)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Short-term</td>
<td></td>
<td></td>
</tr>
<tr>
<td>465 - 565</td>
<td>112</td>
<td>296</td>
</tr>
<tr>
<td>658 - 712</td>
<td>404</td>
<td>811</td>
</tr>
<tr>
<td>881 - 932</td>
<td>358</td>
<td>739</td>
</tr>
<tr>
<td>939 - 976</td>
<td>126</td>
<td>36</td>
</tr>
<tr>
<td>average</td>
<td>245</td>
<td>495</td>
</tr>
<tr>
<td>Long-term</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 – 1144</td>
<td>29.2</td>
<td>62.2</td>
</tr>
</tbody>
</table>

To investigate the long-term performance deterioration of the GTE, the data were sampled from the first three working days after each compressor wash, and only the working days of the GTE were considered for trend modeling. The variation rate of $I_{PD}$ was calculated through linear regression. The result shows a long-term growth rate of
6.2 \times 10^6 \text{ units/day} for the index. It shows that the long-term performance deterioration is about 8 times slower than the short-term one in the scale of $I_{PD}$. The results satisfactorily comply with the results of the $I_{HL}$ trend analysis.

### 2.4.3 A comparative Study on the Performance Indicators

Both the developed performance indicators demonstrate their effectiveness to display the track of the deterioration. Figure 2.7 compares the short-term average variation rates of the indices between two consecutive compressor washes by linear regression. The short-term variation rates of both indices periodically fluctuate throughout time, which implies that the fouling rate of the compressor speeds up and slows down sequentially. Noticing the GTE power variations in Figure 2.5(a), we observe that the compressor fouling rate follows a pattern similar to that of the power, i.e., the fouling happens faster when the GTE is generating higher power. This effect can be explained by the fact that more power generation by a GTE is associated with more air mass flow thorough the compressor, which results in a faster fouling of particles on the blades. There are two occasions where the variation rates of the indices do not agree: the variation rate of $I_{HL}$ implies that the compressor fouling becomes faster after the sixth wash (point i), and a bit slower after the 13th wash (point ii). However, the variation rate of $I_{PD}$ tells an opposite story for the same cases. Therefore, we should investigate which of the performance indicators is more reliable at each point.

The piecewise linear regressions of the indices provide time dependent models to estimate the performance deterioration. As appears in Figures 2.4 and 2.6, the data points are scattered around the regression lines. The error of the regression model for $I_{HL}$ at time step $k$ is

$$
\varepsilon_k = I_{HL_k} - \hat{I}_{HL_k}, \quad k = m, \ldots, n.
$$

The standard deviation of the errors provides a measure for overall modeling certainty [144]. When comparing the two different models, the normalized errors should be used to eliminate the scale of the measuring units:

$$
Modeling\ error_{HL} = \sqrt{\frac{\sum_{k=m}^{n} \varepsilon_k^2}{(n - m + 1) / I_{HL}}}
$$

(2.27)
The modeling errors calculated for the time segments between the consecutive compressor washes are plotted in Figure 2.7 for both indices. The normalization is done with respect to the average values of the respective indices in the same time intervals. For the two occasions (points i and ii), the modeling errors are slightly less with $I_{HL}$; therefore, when the linear model is adopted, the performance deterioration is more likely to follow the pattern described by this indicator.

![Figure 2.7. The short-term variation rate of the performance indicators fluctuate throughout the operating time.](Image)

Table 2.4 gives the average modeling errors for the short-term, and the long-term variation of the indices. The results suggest that both $I_{HL}$ and $I_{PD}$ can acceptably formulate the pace of performance deterioration; however, $I_{HL}$ shows slightly better accuracy in both cases. In addition, it shows that the linear regression on the indices can provide more accurate models for the short-term deterioration than the long-term. This difference can be caused by the fact that the quality of the compressor wash is dependent on the skill of the operators and their available time. If the compressor is not washed perfectly, the performance of the GTE will still be affected by the compressor fouling. This effect will appear as noise in the long-term deterioration trend, and reduce the modeling accuracy.
2.5 Summary

A physics-based model for single shaft GTE was developed in this chapter to calculate the performance parameters using typical measurements from the operating system. The model was calibrated with the performance of a freshly built GTE, and then utilized to calculate the baseline values of the exhaust gas temperature and the power of the GTE. Two performance indicators were proposed for GTE degradation monitoring, based on the deviation of the measured and the calculated performance parameters. The indicators have explicit physical interpretations, i.e., the heat loss index gives a measure of the excessive exhaust gas temperature, and the power deficit index gives the proportion of power deficiency caused by the GTE performance deterioration. The strength of the indicators is in that they are not functionally dependent on the operating points and the ambient conditions. The technique is especially advantageous in that it uses only the measurements from the GTE operating system without a need to additional sensors.

The developed method was verified using data from an industrial GTE. The results showed that both indicators could clearly reveal the short-term variation of the performance due to compressor fouling and consequent wash. They could also display the gradual degradation of the GTE during the operating time. The variation trends of the indicators and their occasional sudden changes were thoroughly in agreement with the background knowledge about the performance of GTEs and the information from the service logs of the machine in the study. The observations clearly show the effectiveness of the physics-based approach for performance monitoring using the limited measurements from the operating system.
Chapter 3: Effects of Intake Air Humidity on the Gas Turbine Performance Monitoring

3.1 Overview

In Chapter 2, a physics-based modeling approach was introduced to develop unified performance indicators, using the basic measurements from the GTE operating systems. The goal was to reflect the overall health level of a GTE with a single index, independent from its operating conditions. One factor in the ambient condition is the humidity of air. Although the mass ratio of the moisture to air is often less than 2%, due to the large difference between the thermodynamic properties of water vapor and air, the corresponding effects should be considered in the performance of the GTE [145]. To take into account the effects of the humidity, different methods such as dimensionless parameter groups for overall engine performance have been utilized by some researchers [9]. Our investigation showed that the mentioned simplified approach was not satisfactorily accurate to be used for the performance indicators. Some studies have taken into account the humidity effects in the component level, and found the percentage of deviations for selected performance parameters [146]. To improve performance monitoring accuracy with the performance indicator developed in Chapter 2, in this chapter a detailed thermodynamic model is constructed, which takes into account the effects of the humidity in each individual sub-assembly of the GTE. The objective is to provide GTE performance indicators, which have the highest achievable accuracy with regard to the available measurements from the operating system.

3.2 Gas Turbine Model with Humid Air

To study the performance of a GTE, in the previous chapter, a detailed thermodynamic model for the single shaft GTEs was developed and presented. In the developed primary model, the properties of dry air were utilized. The closed form of the developed model to predict the power ($PW$) and the $EGT$ were presented in the following forms:
\[ PW_{GTE_M} = PW_{GTE_M}(T_{Ci}, P_{Ci}, N, f), \]  
\[ EGT_M = EGT_M(T_{Ci}, P_{Ci}, N, f), \]

in which \( T_{Ci} \) and \( P_{Ci} \) are the temperature and the pressure of the intake air, \( N \) is the shaft speed and \( f \) is the fuel to air mass ratio. For a more accurate model however, the thermodynamic effects of the humidity of the intake air should be taken into account in the GTE model. A simplistic approach is to modify the overall engine model, using dimensionless parameter groups [9], where the dimensionless group for the power of a GTE, using a working fluid with the constant \( R \) and the specific ratio \( \gamma \) is: 
\[
\frac{PW}{(\gamma P_{Ci} \sqrt{\gamma R T_{Ci}})}.
\]
In practice, both the mass flow and the properties of the working fluid will change due to bypassing of the bleed air, addition of the fuel, and creation of the combustion products. Therefore, a detailed model is needed to take into account such variations in each part of the GTE.

**Compressor:** For the compressor, the map provides the corrected mass flow, the pressure ratio and the isentropic efficiency, given the corrected shaft speed and the auxiliary \( \beta \) line [25, 26]:
\[
\begin{bmatrix} W_{C_{cor}}, PR_C, \eta_C \end{bmatrix} = Map_C(N_{C_{cor}}, \beta).
\]  
(3.3)

The corrected shaft speed, when the intake air is humid with \( T_{Ci} \) temperature is [9]:
\[
N_{C_{cor}} = N\sqrt{\gamma_a R_a T_{std} / \gamma_h R_h T_{Ci}},
\]  
(3.4)

where \( T_{std} = 288.15 \) K is the standard atmosphere temperature. \( R_h \) and \( \gamma_h \) are the gas constant and the specific heat ratio for the humid air, and they can be found by:
\[
R_h = (R_a + R_w S_{H_{Ci}})/(1 + S_{H_{Ci}}),
\]  
(3.5)
\[
\gamma_h = c_{ph}/(c_{ph} - R_h),
\]  
(3.6)

where \( S_{H_{Ci}} \) is the specific humidity of the intake air, and \( c_{ph} \) is the specific heat capacity of the humid air, found from the following:
\[
c_{ph} = (c_{pa} + c_{pw} S_{H_{Ci}})/(1 + S_{H_{Ci}}).
\]  
(3.7)

For dry air \( R_a = 0.287 \) kJ/kg K, and for water vapor it is \( R_w = 0.462 \) kJ/kg K. The
specific heat capacities however are modeled as functions of temperature by polynomials [147]. From Equations (3.5) to (3.7), it is understood that $SH_{ci}$ affects the compressor performance by its effect on the corrected shaft speed $N_{cor}$. Using the isentropic efficiency and the pressure ratio of the compressor from Equation (3.3), the temperature of the compressed humid air at the outlet of the compressor is

$$T_{co} = T_{ci} \left( \left( PR_{c}^{(\gamma_{h}^{-1})/\gamma_{h}} - 1 \right)/\eta_{c} + 1 \right). \quad (3.8)$$

The mass flow in the compressor is calculated by its dimensionless group formula:

$$W_{c} = W_{cor}(P_{ci}\sqrt{T_{std} \gamma_{h} R_{a}})/(P_{std}\sqrt{T_{ci} \gamma_{a} R_{h}}), \quad (3.9)$$

where $P_{std} = 101.325$ kPa is the standard atmosphere pressure. As a result, the required power of the compressor can be found by:

$$PW_{c} = W_{c} c_{ph}(T_{co} - T_{ci}). \quad (3.10)$$

It should be noted that both $\gamma_{h}$ and $c_{ph}$ are temperature dependent, and the average of their respective values in the range of $T_{ci}$ and $T_{co}$ should be utilized in Equations (3.8) and (3.10). Equations (3.3) through (3.10) accomplish the model of the compressor when operating with humid air.

**Combustion Chamber:** For cooling the turbine nozzle and blades, a fraction of the compressed air ($W_{b}$) bypasses the combustion chamber. The rest of the compressed air undergoes the combustion process with the injected fuel, which has a mass ratio of $f = W_{f}/(W_{c} - W_{b})$. From the first law of thermodynamics, the temperature of the combustion product can be found as:

$$T_{cho} = f \left( c_{pf}(T_{f} - T_{co}) + LCV \right)/((1 + f) c_{pp}) + T_{co}, \quad (3.11)$$

where $LCV$ is the lower calorific value of the fuel, which is 47000 kJ/kg for natural gas in this study and,

$$c_{pp} = c_{ph} + f/(1 + f) \theta_{cp} \quad (3.12)$$

is the specific heat capacity of the combustion product with humid air. The specific heat capacities $c_{pf}$ and $c_{ph}$, and the parameter $\theta_{cp}$ are temperature dependent [136].


Therefore, the average of respective $c_{pp}$ in the range of $T_F$ and $T_{co}$ should be used in Equation (3.11). Likewise, the average of respective $c_{ph}$ and $\theta_{cp}$ in the range of $T_{co}$ and $T_{Cho}$ should be used in Equation (3.12). As a result, Equation (11) needs to be solved through iterations.

**Turbine:** The bleed air returns to the turbine for cooling the nozzle and the first stage blades. The effective temperature at the turbine inlet is therefore:

$$T_{Ti} = (W_{Ch}c_{pp}T_{Cho} + W_{b}c_{ph}T_{co})/(W_{Ch}c_{pp} + W_{b}c_{ph}).$$

where $W_{Ch}$ is the mass flow of the combustion products flowing out of the combustion chamber, which equals to:

$$W_{Ch} = W_{C} - W_{b} + W_{F}.$$  

(3.14)

The turbine map provides the rescaled corrected mass flow and the isentropic efficiency of the turbine versus the corrected shaft speed and the pressure ratio as shown in Figure 3.1.

$$[N_{Tcor}/N_{D} \times W_{Tcor}, \eta_{T}] = Map_{T}(N_{Tcor}, PR_{T}).$$

(3.15)

![Figure 3.1. Schematic dimensionless turbine performance map.](image)

Besides the temperature, the thermodynamic properties of the working fluid have to be taken into account to correct the turbine shaft speed through its dimensionless group
The corrected shaft speed for the turbine map is given by:

\[ N_{T_{\text{cor}}} = N \sqrt{\gamma_{\text{ap}} R_{a_D} T_{T_{iD}}} / \sqrt{\gamma_{\text{Mix}} R_{\text{Mix}} T_{T_i}} \]  

(3.16)

where \( T_{T_{iD}} \) is the turbine inlet temperature at its design point, which is 1323 K for the GTE in this study. \( R_{a_D} \) and \( \gamma_{a_D} \) are the constant and the specific heat ratio of air at the design point temperature. \( R_{\text{Mix}} \) and \( \gamma_{\text{Mix}} \) are the constant and the specific heat ratio of the mixture of the combustion product with the cooling air, and can be found through the weighted averaging:

\[ R_{\text{Mix}} = (W_{Ch} R_P + W_b R_h) / (W_{Ch} + W_b) \]  

(3.17)

\[ c_{p_{\text{Mix}}} = (W_{Ch} c_{pp} + W_b c_{ph}) / (W_{Ch} + W_b) \]  

(3.18)

and

\[ \gamma_{\text{Mix}} = c_{p_{\text{Mix}}} / (c_{p_{\text{Mix}}} - R_{\text{Mix}}) \]  

(3.19)

The gas constant for the combustion product in dry air condition is provided in [136]:

\[ R_{P\text{dry}} = R_a (1 + f (6.1848 \tilde{H} - \tilde{C})) / (1 + f) \]  

(3.20)

where \( \tilde{H} \) and \( \tilde{C} \) are the weight ratios of hydrogen and carbon in the fuel, respectively. By adding the effect of the humidity through weighted averaging, the gas constant of the combustion product in humid air condition is:

\[ R_P = \left( R_{P\text{dry}} (1 + f) + R_w S H_{Cl} \right) / (1 + f + S H_{Cl}) \]  

(3.21)

Equations (3.17) through (3.21) find the corrected shaft speed for the turbine map. The pressure ratio of the turbine equals to the pressure ratio of the compressor, reduced by the losses in the gas path:

\[ P R_T = P R_C P R_L \]  

(3.22)

The turbine map outputs are the corrected and rescaled mass flow and the isentropic efficiency. The mass flow of the turbine is therefore calculated by:

\[ W_T = W_{T_{\text{cor}}} (P_{Ti} N_D \sqrt{T_{\text{std}} \gamma_{\text{Mix}} R_a}) / (P_{\text{std}} N_{T_{\text{cor}}} \sqrt{T_{T_i} \gamma_{a} R_{\text{Mix}}}) \]  

(3.23)

where \( N_D \) is the GTE shaft speed at the design point, which equals 16500 RPM for the
GTE in this study, and \( P_{T_i} = P_{C_i} PR_{C} PR_{Ch} \) is the inlet pressure of the turbine. The turbine map in Equation (3.15) provides the isentropic efficiency of the expansion, and consequently, the \( EGT \) and the power of the turbine can be calculated:

\[
EGT_M = T_{Ti}(\eta_T(PR_T(1-\gamma_{Mix})/\gamma_{Mix} - 1) + 1), \tag{3.24}
\]

\[
PW_T = W_Tc_{pMix}(T_{Ti} - EGT_M). \tag{3.25}
\]

The heat capacity ratio and the specific heat capacity of the exhaust gas are temperature dependent and should be set to the average of their respective values in the range of \( T_{Ti} \) and \( EGT_M \).

**The overall system:** The models of the GTE sub-assemblies must be compatible at a time to build an integral model for the overall system. The principle of mass conservation requires \( W_T = W_C + W_F \), which should be achieved by readjusting \( \beta \) value in Equation (3.3). When the system of the equations from Equations (3.3) to (3.25) becomes consistent, the output power of the GTE can be found by:

\[
P_{W_{GTE}} = PW_T - PW_C - PW_L, \tag{3.26}
\]

where \( PW_L \) represents all the internal losses, which is usually assumed one percent of the compressor power [133].

Equations (3.3) through (3.26) model the gas path parameters of an operating single shaft GTE. In the closed form, the power and the \( EGT \) can be presented as the following:

\[
P_{W_{GTE}} = P_{W_{GTE}}(T_{Cl}, P_{Cl}, SH_{Cl}, N, f), \tag{3.27}
\]

\[
EGT_M = EGT_M(T_{Cl}, P_{Cl}, SH_{Cl}, N, f). \tag{3.28}
\]

Fuel to air mass ratio \( (f) \) is not available in the measurements of many turbines, including this study. In the next sections, it is explained how to handle the modeling without measurements on this parameter.

Equations (3.27) and (3.28) are the generalized form of Equations (3.1) and (3.2) considering the specific humidity of air, and they are expected to improve the modeling uncertainties in the primary model, caused by the humidity variations. Figure 3.2 depicts the modeling process flow at both the sub-assembly level and the system level.
3.3 Inlet Air Cooling

The humidity content in the GTE intake air may come from the natural humidity of the ambient or may be added by the inlet air cooling system between the air filter and the engine. In either case, all of the moisture content is taken into the engine with the intake flow and eventually undergoes the thermodynamic cycle, which was elaborated in the previous section. Therefore, the final specific humidity $SH_{Ci}$ is needed for modeling the performance of the GTE. In most cases, including the case in this study, the temperature of the engine inlet air is the only property available from this section, while the flow of the cooling water is unknown. Therefore, given the ambient temperature, pressure and relative humidity, we should identify the following relation for the specific humidity:

$$SH_{Ci} = SH_{Ci} (T_{am}, P_{am}, \phi_{am}, T_{cl}).$$  \hspace{1cm} (3.29)

Given the relative humidity of the ambient air ($\phi_{am}$), the specific humidity is found by
where \( P_w^* \) is the saturation vapor pressure at temperature \( T_{am} \), suggested by an empirical equations by Buck [149]. The inlet air cooler does not tangibly change the pressure, therefore we assume \( P_{Ci} \approx P_{am} \). The cooling water comes from an outdoor filtering chamber and it is assumed to have the same temperature of the ambient. From the first law of thermodynamic and mass conservation principle, the specific humidity after the cooler is:

\[
SH_{Ci} = (c_p a(T_{am} - T_{Ci}) + SH_{am}(h_{gam} - h_{fam}))(h_{g_{Ci}} - h_{fam}),
\]

where \( h_f \) and \( h_g \) represent the specific enthalpies of saturated liquid and vapor water in the respective temperatures.

As a numerical example, in an ambient condition with \( T_{am}=20^\circ C \), \( P_{am}=101 \) kPa and \( \phi_{am}=50\% \), if the temperature after the cooler drops to \( T_{Ci}=15^\circ C \), the respective specific humidity after the cooler reaches to \( SH_{Ci}=0.0094 \) that corresponds to \( \phi_{Ci}=88\% \).

Equations (3.30) and (3.31) together provide the specific humidity of air at the inlet of the machine, which is required for the enhanced modeling of the GTE with humid air, as specified in Equations (3.27) and (3.28). It should be noted that except for Equations (3.14) and (3.26), which refer to the laws of conservation of mass and energy, all other equations are approximations within the acceptable ranges of modeling accuracies.

### 3.4 Performance Evaluation

In Chapter 2, two physics-based performance indicators, i.e., excess heat and power deficit were introduced for GTEs performance monitoring. An extension on the concept of excess heat indicator is to take into account the extra enthalpy that is wasted through the exhaust due to performance deterioration of the GTE [25]. We define Excess Heat Ratio (\( EH \)) as the normalized value of the extra enthalpy discarded from a GTE exhaust, compared to the modeled as new conditions, i.e., the \( EGT \), predicted by a model that is calibrated with the newly commissioned GTE conditions.
\[ EH = \frac{(\dot{H}_T - \dot{H}_{T0m})}{PW_{GTE_D}} \]
\[ = W_T c_{pMix} (EGT - EGT_M)/PW_{GTE_D}, \]  
(3.32)

where \( PW_{GTE_D} \) is the power of the GTE at the design point and \( c_{pMix} \) is the average specific heat capacity of the exhaust gas in the range of the measured and the modeled temperatures. \( EGT_M \) represents the predicted exhaust gas temperature, given the modeled power of the GTE equals the measured power, i.e., \( PW_{GTE_M} = PW_{GTE} \). By this assumption, Equation (3.27) can be solved for \( f \), and \( EGT_M \) will then be found using Equation (2.28).

Similar to excess heat indicator, \( EH \) is robust to the variations of the ambient conditions and the operating scenarios even without modeling the humidity effects [25]. In this section, \( EH \) is recalculated, using the developed enhanced GTE model considering the humidity effects. Because the new model takes into account the effects of the humidity, it is expected to mitigate the modeling uncertainty and consequently reduce fluctuations in the computed performance indicator, compared to the case where the primary model is employed.

For the GTE in the study, figure 3.3 shows the ambient temperature, the relative humidity, and the specific humidity at the engine inlet throughout the operating period. The seasons are marked in Figure 3.3(c) where we see the moisture content of the air increases in the summers and decreases in the winters. There are two reasons for such phenomena: 1) the higher the air temperature, the more capacity it has to hold the moisture; 2) the cooling system adds more moisture to the intake air during the warm summer days. The moisture content reaches to around 2% of the intake flow during some days, which alters the thermodynamic properties of the working fluid and affects the GTE performance, and it needs to be considered by the enhanced model.

### 3.4.1 EH Calculation Model

\( EH \) is defined based on the difference between the actual exhaust losses and the modeled exhaust losses, calibrated with the brand-new design parameters. If the model can accurately predict the gas path parameters, any rise in \( EH \) will be attributed to the changes in the presumed design parameters, which take place due to various degradation
mechanisms. Any inaccuracy in the thermodynamic model affects the corresponding $EH$ value and will be interpreted as a performance change, while it is not caused by the actual degradation of the machine. Consequently, the modeling uncertainty leads to the growth of the noise in $EH$ signal. Figure 3.4(a) shows $EH_a$, which uses the primary model of the GTE in [25]. $EH_h$ is depicted in Figure 3.4(b), for which the enhanced GTE model is employed. The difference, i.e., $\Delta EH = EH_h - EH_a$, which is shown in Figure 3.4(c) corresponds to the noise in $EH_a$, due to the humidity-related modeling uncertainty. Figure 3.4(c) clearly shows that the absolute $\Delta EH$ increases when there is more moisture content in the intake air, which is the dominant case during the summers. Although the moisture content of the air is a positive value, we observe that its effect is not always in a single direction. In other words, $\Delta EH$ takes both positive and negative values, depending on the other parameters in the operating conditions. To find a quantitative relation between the humidity and $\Delta EH$, the normalized $\Delta EH$ with respect to the actual index value to be studied.

$$\Delta EH_n = \frac{(EH_h - EH_a)}{EH_h}. \quad (3.33)$$

Local variation of $\Delta EH_n$ is a measure of the uncertainty in the $EH$ calculation model. Figure 3.5 depicts the standard deviation and the mean value of $\Delta EH_n$ within a one-month moving window throughout the operating period, i.e., at each point, the plot shows the standard deviation and the mean of $\Delta EH_n$ signal in an interval from half a month before to half a month after the current point in time. The window size is chosen such that seasonal variations can be seen in $\Delta EH_n$ signal, while its local spikes are removed. As it is shown in Figure 3.5(a), the humidity-related uncertainty alters from 0.13% up to 1.4%, while the average $\Delta EH_n$ varies between -2% and 0.5%. Although the values may seem small at first glance, their importance should be noted considering the following points: 1) a cyclic variation is clearly observed in the standard deviation plot, which is in compliance with the variations of the specific humidity, shown in Figure 3.3(c). It is observed that whenever the specific humidity rises, the uncertainty of the calculation model of $EH_a$ increases; 2) on average, with the rise of humidity, the expected $\Delta EH_n$ decreases; and 3) even a small improvement in the performance indicator is a useful practice, when there is no information available about the other sources of uncertainties.
Figure 3.3. Variations of the ambient condition and the moisture content: (a) ambient temperature, (b) ambient relative humidity, and (c) specific humidity at the GTE inlet.

Figure 3.4. Variations of the performance indicator: (a) $EH_a$, (b) $EH_h$, and (c) the difference: $\Delta EH$. 

3.4.2 **EH Prediction Model**

There are two distinct trends in the variations of EH index as shown in Figure 3.4(a) and (b). The plot shows that EH varies with a saw-tooth pattern, which comprises a gradual growth and an abrupt drop in each segment, corresponding to two consecutive washes [141]. In the long-term, an overall ascending trend is observed in EH variations. Trend modeling provides a means to predict the future performance of a GTE. Modeling the trends with the linear regression was discussed in Chapter 2 and in [25]. In this part, double asymptotic exponential function is used for trend modeling and the accuracies of the established models on EH<sub>a</sub> and EH<sub>h</sub> signals are investigated and compared. To model the short-term performance deterioration between the consecutive compressor washes, the general form of the mentioned function is:

\[ EH_M = \alpha_1(1 - e^{\alpha_2 t}) + \alpha_3(1 - e^{\alpha_4 t}). \]  

(3.34)

The model is fitted to EH<sub>a</sub> and EH<sub>h</sub> signals in all segments and the corresponding coefficients of the function are found. Table 3.1 provides the coefficients of the fitted curve in segment 7 as an example, and Figure 3.6 shows EH<sub>h</sub> signal and the fitted curve in segment 9. The prediction modeling error at a single point is:
\[ \varepsilon = EH - EH_M. \] (3.35)

Similar to the section 3.4.1, the local standard deviation of the modeling error within a one-month window is taken as the measure of the prediction model uncertainty. To compare the two cases \((EH_a\) and \(EH_h)\), the local standard deviation of each signal is found, and the corresponding ratio is calculated as per Equation (3.36).

\[ STD_{ratio} = STD(\varepsilon_a)/STD(\varepsilon_h). \] (3.36)

**Table 3.1. Function coefficients in segment 7**

<table>
<thead>
<tr>
<th>Index</th>
<th>(\alpha_1)</th>
<th>(\alpha_2)</th>
<th>(\alpha_3)</th>
<th>(\alpha_4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(EH_a)</td>
<td>-1.76E-01</td>
<td>-6.95E+03</td>
<td>-1.88E-01</td>
<td>2.15E-03</td>
</tr>
<tr>
<td>(EH_h)</td>
<td>-2.10E-01</td>
<td>-2.09E+04</td>
<td>-2.89E-01</td>
<td>1.72E-03</td>
</tr>
</tbody>
</table>

**Figure 3.6.** \(EH_h\) signal and the fitted model in segment 9.

Figure 3.7 shows this ratio throughout the operating period. As the plot shows, the modeling uncertainty of the fitted curve on \(EH_a\) signal is slightly more than that of \(EH_h\) throughout almost the entire operating period. This means, variations of \(EH_h\) signal with respect to the fitted model are smaller, compared to \(EH_a\) index, i.e., \(EH_h\) is less noisy than \(EH_a\). As a result, when the humidity effect is taken into account, the local variations of the performance indicator is mitigated and the performance can be predicted with less uncertainty.
3.5 Summary

In this chapter, an enhanced thermodynamic model was developed for a single shaft GTE considering the humidity content of the intake air. The model uses the ambient condition data and the basic operating parameters from the operating system of the GTE, and predicts the gas path parameters. A separate thermodynamic model was developed for the inlet air cooler to estimate the moisture content of the GTE intake air. A unified physics-based performance indicator, i.e. excess heat ratio was defined as the normalized difference between the actual enthalpy of the exhaust gas, and the expected enthalpy of the exhaust gas, modeled for the brand-new GTE condition. The proposed indicator was calculated using two GTE models, i.e., the primary model and the enhanced model, and the resulting indicators were compared from two aspects: 1) the absolute values of the performance indicators from the primary and the enhanced models were compared and the point-to-point difference was found at each time step. The result shows that there is a clear correlation between the local variation of the mentioned point-to-point differences and the moisture content in the ambient air. It indicates that inclusion of the humidity effects in GTE modeling provides more accuracy to the performance indicator, especially when the moisture content of the intake air increases; 2) the double asymptotic exponential function was used to fit prediction models on each indicator signal, and the modeling error was calculated. The results suggest a better predictability with the performance indicator using the enhanced GTE model.
Chapter 4: A Framework with Nonlinear System Model and Nonparametric Noise for Gas Turbine Degradation State Estimation

4.1 Overview

Considering the complexity of the gas path thermodynamic models, degradation state estimation from the limited measurements of the GTE operating system is a great challenge. In this chapter, a model-data fusion framework is developed to sequentially use the operational measurement of a GTE and estimate loss of efficiency in the turbine section as the internal degradation symptom. Given the nonlinear GTE model and nonparametric measurement noise, a framework with regularized auxiliary particle filter (RAPF) is developed to manage non-uniform measurement sequences and redundant measurements, and the results are compared with another variant of particle filter (PF).

The developed framework applies the RAPF technique for GTE degradation state estimation for the first time. It is also new in that: there is no need for additional instrumentation, and the degradation state is estimated only from the measurements of the GTE operating system. This framework extends the RAPF technique to non-uniform time sequences, where the measurement noise has an unknown distribution.

4.2 Development of the Performance Indicator

The GTEs typically monitor a set of the operating parameters through their control console that are logged either manually or automatically on a regular basis. Such data can be utilized for gas path analysis, using thermodynamic models, and can provide valuable information about the performance of the GTE.

4.2.1 Thermodynamic Model of the GTE for Performance Monitoring

In Chapter 3 a comprehensive thermodynamic model for single shaft GTEs was developed. To predict the internal parameters of the GTE, the model was set up such that it only needs the external measurements on the GTE operating data that are readily available, i.e., intake air temperature ($T_{ci}$), pressure ($P_{ci}$) and relative humidity ($\phi$), shaft
speed \((N)\), power \((PW)\) and exhaust gas temperature \((EGT)\). Once the model is calibrated with the design parameters \((DP)\) of the newly installed condition, it will simulate the GTE operation for similar conditions. Namely, the model predicts the power and the exhaust gas temperature:

\[
P_{WGTE_M} = PW_{WGTE_M}(T_{ci}, P_{ci}, \phi, N, W_F, DP),
\]

\[
EGT_M = EGT_M(T_{ci}, P_{ci}, \phi, N, W_F, DP),
\]

where \(W_F\) is the fuel mass flow. By eliminating \(W_F\) from the equations and fixing the modeled exhaust gas temperature to the measured one, the power appears as a function of the available operating parameters:

\[
P_{WGTE_M} = PW_{WGTE_M}(T_{ci}, P_{ci}, \phi, N, EGT, DP).
\]

Given the lower calorific value of the fuel \((LCV)\), the predicted thermal efficiency of the GTE can be calculated:

\[
\eta_{GTE_M} = PW_{GTE_M} / (W_{FM} LCV).
\]

The actual thermal efficiency is more difficult to estimate, because the fuel mass flow is not directly measured. By fixing the \(EGT\) in the model, the actual thermal loss of the exhaust gas is well estimated by the model. Therefore, using the first law of thermodynamics, the model error to find the fuel energy is only attributed to the mismatch of the predicted and the actual power:

\[
(W_F - W_{FM}) LCV = PW - PW_{GTE_M}.
\]

Consequently, the actual thermal efficiency of the GTE is:

\[
\eta_{GTE} = PW / ((W_{FM} LCV) + PW - PW_{GTE_M}).
\]

In practice, the difference between the predicted parameters and the actual measurements usually grows due to internal degradation of the GTE components, and provides a measure for the deterioration in the GTE performance. We developed and tested a number of physics-based performance indicators using the difference between the predicted and the measured parameters. Eventually, the “Efficiency Ratio” \((ER)\) was selected as the optimum choice for performance monitoring. \(ER\) is defined the ratio
between the actual thermal efficiency ($\eta_{GTE}$) and the predicted thermal efficiency ($\eta_{GTE_M}$), modeled in the same operating conditions:

$$ER = \frac{\eta_{GTE}}{\eta_{GTE_M}}.$$ (4.7)

Since the model takes into account the operating conditions, any reduction in $ER$ value can be attributed to the structural degradation of the internal components that is yet to be detected through diagnostics tools. Figure 4.1 illustrates the process flow, though which the performance indicator is calculated from the operating data.

The performance of the GTEs deteriorates by time due to different degradation mechanisms of the components. The degradations are categorized in two different types: short-term degradation and long-term degradation. The former is mostly caused by fouling and congestion of the particulate matters on the gas path components. In
particular, the blades and the vanes of the first stages of the compressor are affected more by the fouling. The short-term degradation has a rather quick rate; however, it is fortunately reversible through appropriate washing and cleaning services, which retrieve the GTE performance. Long-term degradation of the GTE is a term, used to describe the slow and mostly non-recoverable types of the degradations, caused by wear and tear mechanisms in the GTE components. The parts in hot section of the GTE are more vulnerable to this type of structural degradation.

Both types of the degradation take place simultaneously and cause overall deterioration in the GTE performance, and it is difficult to isolate them and find the root cause of the deterioration. One way to separate the individual contribution of each type of degradation is through analyzing the trend of a performance indicator. For this purpose, the variations of the performance indicator are segmented according to the intervals in which the gradual changes followed by rapid retrievals are observed. One can assume that during the first days after washes, the compressor is still clean and free from the fouling effect. The performance indicator will consequently display the performance deterioration entirely caused by the non-recoverable structural degradations occurring during such periods.

To assess the effectiveness of the developed indicator and to observe the short-term and the long-term performance deteriorations, a set of data from the operating system of a single shaft simple-cycle industrial GTE has been utilized. In Figure 4.2 the variation of the proposed $ER$ indicator is shown, which is used to differentiate the short-term and the long-term performance deteriorations. Figure 4.2(b) shows the GTE performance quickly deteriorates in the short-term and then retrieves by the compressor wash, e.g., from 3864 to 5522 hours, $ER$ declines from 0.98 to 0.95, and then abruptly climbs to about the same initial performance after the consequent wash. However, the overall performance gradually deteriorates about 10% during the whole working period as appears in Figure 4.2(a). There are some gaps in the performance plot, e.g., from hour 1724 to hour 2982, due to the GTE downtime.
4.2.2 Turbine Degradation Symptom: the Internal State

The structural degradation mechanisms in the turbine section of a GTE appear with different fault modes: 1) The surface roughness of the blades and the vanes increase due to erosion and corrosion phenomena; 2) The geometry of the profiles may change due to major material removal, cracking and bowing, and 3) The tip clearance of the blades with the stator and the vanes with the rotor can increase due to abrasion [138].

The degradation mechanisms result in two major symptoms in the turbine, i.e., the isentropic efficiency of the turbine declines, and the through flow capacity increases. While the former is the result of all the three fault modes, the latter is associated with loss of profile, especially in the trailing edge of a profile [4]. The loss of the isentropic efficiency is therefore a symptom that provides a more holistic indication of the overall degradation in the turbine section. This symptom cannot be directly measured and has to be indirectly estimated. The aim of this work is to identify the long-term degradation of the turbine through the inference from the GTE performance variations to the symptom of “loss of isentropic efficiency”. Figure 4.3 shows the cause and the effect relation of the structural degradation and performance deterioration in the GTE and the inference process to identify the root cause.

Figure 4.2. Performance deterioration due to the short-term and the long-term degradations: (a) overall performance variation, and (b) Selected segments depicting short-term performance variation.
As stated in 4.2.1, the GTE performance in the early days after the compressor wash is not yet influenced by the fouling effects and can be used to estimate the long-term performance deterioration. On one hand, the scant data measured shortly after the washes do not provide a good statistical measure, and on the other hand, as the time window, during which the measurements are taken expands, the fouling effects decrease the quality of the data. After studying different bin sizes, we chose the data from the first five days after each wash, which comprises 60 readings. To avoid the effects of the outliers and to get representative values for each bin, the median of the samples in each bin is considered as a reliable value for the central tendency of the data [150]. Figure 4.4(a) shows the variations of the performance indicator, shortly after washes that represent the long-term performance deterioration.

The isentropic efficiency of the turbine extracted from the turbine map acts as a design parameter \( \eta_T \in DP \) in the GTE model Equation (4.3). To model the effects of the turbine degradation, we seed the fault in the form of a correction factor \( (1 - \rho) \) to adjust the isentropic efficiency, where \( \rho \) is the ratio of the isentropic efficiency loss in the turbine,

\[
\eta_{T\text{cor}} = (1 - \rho) \eta_T, \quad (4.8)
\]

such that the model results match the actual measurements, given the same ambient and operating conditions,

\[
\eta_{GTE}(\cdot; \eta_{T\text{cor}}) = ER \eta_{GTEM}(\cdot; \eta_T). \quad (4.9)
\]

There are different choices for the time-based model for degradation state prediction,
including physical model-based methodology, knowledge based methodology, and data-driven methodology [114]. Similar to many reported degradation models, an exponential behavior for fault symptom evolution can be assumed [151],

\[ \rho_M(t) = \alpha_1 (1 - e^{\alpha_2 t}), \]  

(4.10)

where \( t \) is the time in hours, and the coefficients of the model can be found through the best fit to the GTE measurement records: \( \alpha_1 = -0.0285 \) and \( \alpha_2 = 0.0257 \times 10^{-3} \) (hr\(^{-1}\)). Figure 4.4(b) shows the factor of the efficiency loss, i.e. the seeded fault, required to fit the model to the actual performance, and the efficiency loss modeled by Equation (4.10). There is apparently some modeling error,

\[ \varepsilon = \rho - \rho_M, \]  

(4.11)

which creates uncertainty in state prediction and should be managed appropriately. Table 4.1 provides the modeled state parameter and the error at each sequence.

![Figure 4.4. (a) Long-term performance deterioration: decline of ER index, and (b) degradation of the turbine: ratio of the isentropic efficiency loss.](image-url)
4.3 Sequential State Estimation for Nonlinear Systems with Non-Gaussian Noise

GTEs are nonlinear systems in both the structural state and the performance measurement models, i.e., the state prediction model ($\rho_M$) is nonlinear, and likewise is the measurement model, which establishes the relation between the internal degradation state ($\rho_M$) and the measurement indicator ($ER$). At the same time, the measurements are contaminated with random noise that cannot be accurately parameterized. Such conditions are challenging to identify the internal degradation state of the system, whereas most of state estimation frameworks show poor performance in nonlinear/non-Gaussian problems. There is no closed-form algorithm for such systems; however, availability of powerful computational resources facilitates handling the estimation problem numerically. Particle Filter is a numerical process applied on the sequential Monte Carlo method to represent the posterior distribution of the state by a set of weighted sample scenarios (particles), which recursively evolve upon receiving new observations [152]. There are different variants of PF developed to optimize the performance of the state tracking method with reduced computational expense. A recent development on PF is RAPF technique introduced for highly nonlinear/non-Gaussian

<table>
<thead>
<tr>
<th>Time (h)</th>
<th>$\rho_M(t)$ (%)</th>
<th>$\epsilon(t)$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0</td>
<td>0.335</td>
</tr>
<tr>
<td>3864</td>
<td>0.297</td>
<td>0.202</td>
</tr>
<tr>
<td>5566</td>
<td>0.437</td>
<td>0.099</td>
</tr>
<tr>
<td>8598</td>
<td>0.703</td>
<td>0.014</td>
</tr>
<tr>
<td>10010</td>
<td>0.833</td>
<td>-0.346</td>
</tr>
<tr>
<td>10940</td>
<td>0.922</td>
<td>0.097</td>
</tr>
<tr>
<td>12436</td>
<td>1.070</td>
<td>-0.354</td>
</tr>
<tr>
<td>14638</td>
<td>1.297</td>
<td>-0.147</td>
</tr>
<tr>
<td>15964</td>
<td>1.441</td>
<td>-0.180</td>
</tr>
<tr>
<td>17638</td>
<td>1.629</td>
<td>0.191</td>
</tr>
<tr>
<td>18458</td>
<td>1.724</td>
<td>0.077</td>
</tr>
<tr>
<td>19988</td>
<td>1.907</td>
<td>-0.315</td>
</tr>
<tr>
<td>20998</td>
<td>2.032</td>
<td>0.119</td>
</tr>
<tr>
<td>22340</td>
<td>2.203</td>
<td>-0.283</td>
</tr>
<tr>
<td>24754</td>
<td>2.525</td>
<td>0.532</td>
</tr>
</tbody>
</table>
systems [90]. RAPF framework is taken as the platform to develop GTE degradation state estimation with non-uniform time sequences and redundant measurements.

### 4.3.1 RAPF Problem Statement

We consider \( x_k \) the unobservable internal state of the system and \( y_k \) the last observation from the observation history \( Y_k \triangleq \{ y_1, y_2, ..., y_k \} \) at time steps: \( = 1, ..., n \). The state \( x_k \) is a Markov process with a known initial density of \( f_x(x_0) \), the probability transition density of \( f_x(x_k|x_{k-1}) \) and the marginal distribution of \( f_y(y_k|x_k) \). Assuming the density \( f_x(x_{k-1}|Y_{k-1}) \) is available, then the prior density of the state at the step \( k \) can be estimated as below:

\[
f_x(x_k|Y_{k-1}) = \int f_x(x_k|x_{k-1}) f(x_{k-1}|Y_{k-1}) \, dx_{k-1}.
\]

Bayes’ theorem provides the marginal filtering density correspondingly:

\[
f_x(x_k|Y_k) = \frac{f_y(y_k|x_k) f_x(x_k|Y_{k-1})}{f_y(y_k|Y_{k-1})},
\]

where the normalizing denominator is

\[
f_y(y_k|Y_{k-1}) = \int f_y(y_k|x_k) f_x(x_k|Y_{k-1}) \, dx_k.
\]

Equations (4.12) through (4.14) constitute the generic Bayesian recursive estimation problem. For the PF technique, at each time step, the posterior density \( f_x(x_k|Y_k) \) is numerically represented by \( m \) sample scenarios (particles) \( x^1_k, ..., x^m_k \) along with their corresponding weights \( \omega^1_k, ..., \omega^m_k \):

\[
f_x(x_k|Y_k) \approx \sum_{i=1}^{m} \omega^i_k \delta(x_k - x^i_k), \quad \left( \sum_{i=1}^{m} \omega^i_k = 1 \right)
\]

where \( \delta \) is the Dirac delta function, and the approximation becomes more accurate as \( m \to \infty \) [152]. Upon receiving a new observation \( y_k \), the particle weights \( \omega^i_k \) can be updated assuming an importance density \( g_x(x_k|x^i_{k-1}, y_k) \):

\[
\omega^i_k \propto \omega^i_{k-1} \frac{f_y(y_k|x^i_k) f_x(x^i_k|x^i_{k-1})}{g_x(x^i_k|x^i_{k-1}, y_k)}.
\]

To minimize the weight variance and increase the effective sample size of the particles,
the optimal importance density should be [153]:

\[ g_x(x_k|x_{k-1}, y_k) = \frac{f_y(y_k|x_k, x_{k-1}) f_x(x_k|x_{k-1})}{f_y(y_k|x_{k-1})}. \] (4.17)

Consequently,

\[ \omega_k^i = \omega_{k-1}^i \int f_y(y_k|x_k) f_x(x_k|x_{k-1}) \, dx_k. \] (4.18)

It is not possible to solve the above integral before knowing the posterior and consequently, it remains as a crucial design step for the PF to choose the importance density. Instead of Equation (4.17), a convenient choice for the importance density is the prior:

\[ g_x(x_k|x_{k-1}, y_k) = f_x(x_k|x_{k-1}), \] (4.19)

which is the case in generic PF as well as regularized particle filter (RPF) techniques. It reduces Equation (4.18) to:

\[ \omega_k^i = \omega_{k-1}^i f_y(y_k|x_k^i). \] (4.20)

In auxiliary particle filter (APF) the importance density is defined the joint density of \( f_{x,j}(x_k,j|Y_k) \), where \( j \) refers to the index of the particle in the previous step \( (k - 1) \). As a result, we can find the joint density from Bayes’ rule:

\[
f_{x,j}(x_k,j|Y_k) = f_y(y_k|x_k) \ g_{x,j}(x_k,j|Y_{k-1}) = \omega_{k-1}^j f_y(y_k|x_k) \ f_x(x_k|x_{k-1}).
\] (4.21)

As with Equation (4.18), the problem of the unknown posterior holds here. However, the choice of the \( j^{th} \) particle avails an approximation for the posterior, by evolving a representative value \( (\mu_k^j) \), e.g. mean, mode or a random draw from the prior. Therefore:

\[
f_{x,j}(x_k,j|Y_k) \approx \omega_{k-1}^j f_y(y_k|\mu_k^j) \ f_x(x_k|x_{k-1}).
\] (4.22)

Substitution of Equation (4.22) as the importance density in Equation (4.16) yields:
\[ \omega_k^i \propto \frac{f_y(y_k|x_k^i)}{f_y(y_k|\mu_k^i)}, \quad (4.23) \]

where, \( i \) is the particle index in the current step, while \( j \) refers to the index of the particle drawn from the previous step, given the measurements. Apparently, the proposal particles, which have a larger density \( f_j(j|y_k) \) based on their representative values (\( \mu_k^i \)) are prone to be more drawn, and consequently they constitute a greater importance density.

The RAPF technique attempts to mitigate the shortcomings of the APF in so-called loss of diversity and sensitivity to the outliers in the proposal particles. In conventional APF, the proposal particles \( x_{k-1}^j \) with a higher probability \( \omega_{k-1}^j \ f_y(y_k|\mu_k^j) \) will be drawn more frequently than the other particles from the discrete density function. Then the surviving particles evolve to the next step through the prior \( f_x(x_k|x_{k-1}^j) \). If the process noise (modeling uncertainty) is small, the selected particles will land in a/some narrow neighborhood(s), which cannot appropriately represent the distribution of the state. In RAPF technique this problem is addressed through regularizing the empirical density \( f_j(j|y_k) \) and redrawing the same population of samples from the continuous distribution. To build a continuous distribution from the proposal particles in the previous step \( x_{k-1}^j \) with \( \omega_{k-1}^j \) weights, rescaled Kernel density [154] is employed:

\[ f_x(x_{k-1}|y_k) \approx \sum_{j=1}^{m} \omega_{k-1}^j f_y(y_k|\mu_k^j) K_h(x_{k-1} - x_{k-1}^j), \quad (4.24) \]

where,

\[ K_h(x) = h^{-D} K(x/h) \quad (4.25) \]

is the rescaled Kernel density with \( h > 0 \) bandwidth with an optimal value \( h_{opt} \) for a \( D \) dimensional state vector \( x \). There are numerous choices for Kernel function \( K(\cdot) \) and Epanechnikov and Gaussian functions are two popular cases.

Equation (4.23) implies that the weight \( \omega_k^i \) can take very large values for the particles whose representative values have small likelihood \( f_y(y_k|\mu_k^i) \). This nullifies the other particles and impairs the state distribution. On the other hand, the particles with little
weights play no practical role in the state distribution, while they need the same computational effort as of the other particles. To address the above flaws, an algorithm is employed to control the variance of the weights by rejecting the bad particles, i.e., the particles with the weight: \( \omega^i_k > w \) or \( \omega^i_k < 1/w \), where the weight threshold \( w \) is a design parameter [90].

Equations. (4.23) and (4.24) provide the recursive structure of RAPF technique, where the proposal particles of step \( k - 1 \) are drawn from the density provided in Equation (4.24) given the observation in the next step: \( k \). The weights are consequently updated by Equation (4.23).

As mentioned earlier, to avoid the particles with very large or very small weights, an acceptance criteria is defined for the weights, and substitutive proposals have to be drawn until they comply. In practice, it is very hard to successfully draw proposal \( (x_k^i) \) with acceptable weight, given the same representative value for the particles \( (\mu_k^i) \), because the corresponding likelihood \( f_y(y_k|\mu_k^i) \) is small anyway. Consequently, a practical way to reject inappropriate proposals is to bound the likelihood of the representative values, as outlined in Table 4.2.

The RAPF technique outperforms RPF and APF in some nonlinear/non-Gaussian benchmark systems [90] and offers a competent potential for internal state estimation for a nonlinear system with noisy measurements, such as a GTE.

<table>
<thead>
<tr>
<th>Table 4.2. RAPF technique with rejection of low likelihood corresponding particles</th>
</tr>
</thead>
<tbody>
<tr>
<td>((x_k, \omega_k) = \text{RAPF}[(x_{k-1}, \omega_{k-1}), y_k])</td>
</tr>
<tr>
<td>- Estimate: ( \mu_k = E(x_k</td>
</tr>
<tr>
<td>- Find: ( \omega_{\mu_k} \propto \omega_{k-1} f_y(y_k</td>
</tr>
<tr>
<td>- Resample: ( (\mu_k, 1/m) = \text{Resample}(\mu_k, \omega_{\mu_k}) )</td>
</tr>
</tbody>
</table>
| - Reject the representative particle with low likelihood: \( f_y(y_k|\mu_k) \ll 1 \) and substitute from “Resample”.
| - Draw: \( x_k \sim f_x(x_k|\mu_k) \) |
| - Find: \( \omega_k \propto f_y(y_k|x_k) / f_y(y_k|\mu_k) \) |
| - Reject the proposal particle if corresponding \( \omega_k > w \) or \( \omega_k < 1/w \) and return to “Draw”. |
4.3.2 RAPF in Non-Uniform Time Steps and Redundant Measurements

The majority of sequential state estimation techniques, including PF variants work with uniform time series, i.e., the data collected in equal time segments. In some occasions, the data is not logged regularly due to any reason. In this study, the measurement data pertain to the limited hours after the compressor washes, which did not happen on a regular basis, as seen in table 4.1. The state model should consequently consider the time length of each segment. Assuming $x_{k-1}$ the state variable at the time $t_{k-1}$, the state at $t_k$ and the consequent observation can be termed as below:

$$x_k = F(x_{k-1}) + \tau_k,$$
$$y_k = G(x_k) + v_k,$$  \hspace{1cm} (4.26)

where $F(.)$ and $G(.)$ are the state and the measurement models respectively, and $\tau_k$ and $v_k$ are the process noise (modeling uncertainty) and the measurement noise respectively. For a time model as in Equation (4.10), assuming $\Delta t_k = t_k - t_{k-1}$ the variable time length in the $k^{th}$ segment:

$$\rho_M(t_k) = e^{b \Delta t_k} \rho_M(t_{k-1}) + a (1 - e^{b \Delta t_k}).$$  \hspace{1cm} (4.27)

The state model, using the actual internal state $\rho_R$ instead of $\rho_M$ is therefore

$$\rho(t_k) = e^{b \Delta t_k} \rho(t_{k-1}) + a (1 - e^{b \Delta t_k}) + \tau_k.$$  \hspace{1cm} (4.28)

Recalling $\varepsilon$ from Equation (4.11) and using Equations (4.27) and (4.28), the process noise is yielded:

$$\tau_k = \varepsilon(t_k) - e^{b \Delta t_k} \varepsilon(t_{k-1}),$$  \hspace{1cm} (4.29)

which can be numerically calculated as the representative values, using table 4.1. At each time step, the random noise of the process is consequently a draw from the following distribution:

$$f_\tau(\tau) = \sum_{k=1}^{n} \delta(\tau - \tau_k),$$

$$\approx \sum_{k=1}^{n} K_h(\tau - \tau_k).$$  \hspace{1cm} (4.30)

In typical sequential state estimation techniques, at each time step, a single
measurement is performed, which contains a noise with a definite statistical characteristics. Assume a system with unknown behavior of the sensors, where the sequential observation is performed on an indicator synthesized from multiple noisy signals in a complex mathematical structure. It is impractical to extract the noise characteristics of such a system analytically. The mentioned conditions hold for the GTE in the study and need to be addressed.

Assume $G(x_k)$ a deterministic monotonic function for measurement. From Equation (4.26), the measurement density is

$$f_y(y_k|x_k) = f_y(G(x_k) + v_k|x_k)$$

$$= f_v(v_k|x_k). \quad (4.31)$$

This implies that, if enough measurement samples in a given state are available, measurement noise can be empirically characterized by Equation (4.31). On this basis, at each time step $t_k$, we take $s$ consecutive samples, i.e., $ER(t_k)_l$, $(l = 1, \ldots, s)$, immediately after the compressor wash. It is reasonable to assume that during the short time of sampling, the degradation state of the system does not change and the variation of the samples roots only in the measurement noise. The likelihood density of the measurement is consequently

$$f_{ER}(ER(t_k)|\rho(t_k)) \approx \sum_{l=1}^{s} K(\rho(t_k) - ER(t_k)_l). \quad (4.32)$$

Using equations (4.28), (4.30) and (4.32) in the algorithm presented in Table 4.2, we employ the RAPF framework in non-uniform time sequences and redundant measurements of the GTE. Given the latest set of consecutive samples for $ER(t_k)_1:s$ becomes available from the GTE measurements at $t_k \approx$ present time, the developed framework will update the state estimation for real-time monitoring.

### 4.4 Performance Evaluation

In this section, the developed framework for state estimation is firstly examined by simulations based on a modified benchmark model and then applied on the actual GTE measurements. To evaluate its performance, the results are consequently compared with RPF technique in each case.
4.4.1 Benchmark Model with Non-Uniform Steps and Redundant Measurements

The following benchmark model is widely used for performance evaluation of sequential filters [155]:

\[ x_k = \frac{1}{2} x_{k-1} + \frac{25 x_{k-1}}{1 + x_{k-1}^2} + 8 \cos[1.2(k - 1)] + \tau_k, \]

\[ y_k = \frac{1}{20} x_k^2 + v_k, \]  

(4.33)  

(4.34)

where \( \tau_k \) and \( v_k \) are Gaussian white noise and the length of the time steps has no influence on the state model. We introduce the extend form of the benchmark model for non-uniform time step length as the following:

\[ x_k = \frac{1}{2} x_{k-1} \Delta t_k + \frac{25 x_{k-1} \Delta t_k}{1 + (x_{k-1} \Delta t_k)^2} + 8 \Delta t_k \cos[1.2(k - 1)] + \tau_k, \]

\[ y_k = \frac{1}{20} x_k^2 + v_k, \]  

(4.35)  

where \( \Delta t_k = t_k - t_{k-1} \) is the random time length between steps \( k - 1 \) and \( k \) with an arbitrary distribution, likewise is the distribution of the process noise \( \tau_k \). Assume the same measurement model of Equation (4.34), where there is no parameterized distribution for the measurement noise \( v_k \), and instead, there is a set of \( s \) redundant measurements: \( \{y_k^l\}_{l=1}^s \) at each step. To run the model for a test case, assume \( \Delta t_k \sim \mathcal{U}(0,2) \) and \( \tau_k \sim \mathcal{N}(0,5) \), which simulates a very noisy process. For the measurements, we generate 100 samples from a randomly weighted average of three different distributions, i.e., Normal, Gamma and Rayleigh, and the random weights are drawn from a uniform distribution. The parameters of the distributions are set such that:

\( E(y_k^l) = \frac{1}{20} x_k^2 \) and \( \text{Var}(y_k^l) = 10 \) at each step \( k \), which corresponds to a highly noised measurement. We generate a sample series of the state at 50 non-uniform time steps. To evaluate the performance of RAPF and RPF techniques, we run each of the state estimation techniques with 200 particles for 20 rounds. The results are shown in Figure 4.5(a) and (b) respectively. As it is seen in the plots, the RAPF technique shows a better repeatability compared to RPF. Quantitatively, the mean square of the standard deviation of the estimated states is 0.0747 for RAPF, compared to 0.0995 for RPF. In terms of the
absolute error, we compare the mean square errors of the results. RAPF shows an absolute error of 1.8940, while this error is 2.1325 for RPF. The overall performance of RAPF is superior, however, RPF may provide comparable estimations in some occasions, e.g. $t_8 = 7.96$, and $t_{24} = 24.17$. It should be noted that the state is a random variable as defined in Equation (4.35), and it may accidently be located in the vicinity of RPF prediction. As a result, a good performance can be observed occasionally for RPF at such instances.

![Figure 4.5. Performance of the state estimation techniques: (a) RAPF technique, (b) RPF technique.](image)

### 4.4.2 Performance Evaluation on Gas Turbine Data

The degradation state model of the gas turbine is presented in Equation (4.28) with parameters a and b, mentioned in section 4.2.2, and the process noise is characterized by Equation (4.30). Figure 4.6 shows the degradation model and its uncertainty, which is independent from the sequential measurements.

For the measurements, there are sets of redundant observation samples after each wash of the compressor (see Figure 4.4(a)). To assign the sample size, one should consider enough sample population to properly represent the likelihood. At the same time, the duration of sampling should be short enough to be not affected by the performance deterioration. For this reason, different sample sizes were examined and a size of 60 samples which is equivalent to 5 day data logging from the GTE operating system was
deemed to be optimal. Figure 4.7 shows the likelihood density of the measurements depicted with 200 sample particles in selected sequences.

Having the model and the measurement distribution, we apply RAPF to estimate the state of degradation. Figure 4.8 shows the state particles and their corresponding weights in the same selected sequences of the previous figure. We observe that particles associated with higher measurement likelihoods hold larger weights, while the density of the particles in such regions is acceptably high. This means, the particles are such distributed as to effectively represent the probability density.

Eventually, the trend of the estimated ratio of the isentropic efficiency loss (\( \rho \)), using 200 particles is provided in Figure 4.9(a). A quarter of the trajectories are shown in green and the trend of the expected \( \rho \) value is depicted in blue. The result shows a smooth growth trend, except for the steps 8 and 14, where there is a slight reduction in \( \rho \). Due to the non-recoverable degradation mechanisms in the turbine section, the retrieval of the isentropic efficiency ratio is not expected, unless a maintenance service is provided to the GTE in addition to the regular compressor wash. This can be further investigated, if the service logs of the GTE are available. The result shows that the isentropic efficiency of
the turbine section decreases about 3% during the entire time between overhauls (TBO) cycle, which is in the range of the losses reported in the literature [142, 156].

Figure 4.7. Measurement likelihood empirical density in different steps.

Figure 4.8. Distribution of the state particles and corresponding weights.
As a comparative result, RPF technique is applied on the same data and the result is plotted in red-dashed line. The RAPF technique shows a rather smoother trend. In addition, the technique shows a better repeatability through 20 times run on the same data. Figure 4.9(b) shows the standard deviation of the repetitive results at each time step, where RAPF shows a better repeatability in almost all the steps. As the overall result, the expected standard deviation of the state estimations is 0.0295 for RAPF, compared to 0.0370 for RPF.

![Graph showing comparative results](image)

Figure 4.9. Comparative results : (a) RAPF trajectories with 200 particles (green) and the expected trajectory (blue), compared with the expected RPF trajectory (red), and (b) Comparison of repeatability: standard deviation for 20 runs.

4.5 Summary

In this chapter, a physics-based performance indicator was introduced based on the thermodynamic model of a single shaft simple-cycle GTE. The developed indicator was able to represent the performance deterioration for both short-term and long-term degradations arising from the compressor fouling and the turbine structural degradation respectively. Ratio of the isentropic efficiency loss in the turbine section was defined as the internal degradation state for the turbine and its effect on the introduced performance indicator was formulated by the measurement model. To estimate the most probable
internal state in non-uniform time steps, where the measurement noise has unknown characteristics, a RAPF framework was developed for sequential state estimation. The effectiveness of the developed framework was examined on two cases: a benchmark model with known internal states, and on the operating data of a GTE during three years of operation. In both cases, the developed framework showed a superior performance in accuracy and repeatability, compared to the other framework based on RPF technique. For the GTE internal degradation state estimation, the technique could clearly track the ratio of the isentropic efficiency loss during the GTE operating time and showed near 3% loss after a three-year operating period.

The developed framework extends the application of RAPF technique to the non-uniform time steps and it manages the problems with an unknown measurement noise characteristic.
Chapter 5: Effects of Humidity Condensation on the Trend of Gas Turbine Performance Deterioration

5.1 Overview

An effective predictive maintenance plan entails a comprehensive knowledge about the trend of performance deterioration, especially the short-term regime, which is required for planning the sequential compressor washing. Various factors such as air pollution, intake air filter condition, and humidity of air are effective in the trend of short-term performance deterioration [141]. Stalder reported the humidity as a contributing factor to the deterioration rate, however, an inverse effect is sometimes observed, where the performance improves due to the humidity [157]. Despite a few studies mentioned above, there is still a vast unexplored area regarding the operating factors and the form of their effects on the GTE performance deterioration. Consequently, based on the available knowledge in the literature, the expected performance level of the GTE cannot be accurately predicted from the history of the operating and ambient conditions.

In this chapter, the dependency of the trend of the short-term performance deterioration on the operating and the ambient conditions of a GTE is investigated. The proposed study incorporates the following aspects: 1) the utilized performance indicators unify the health level of the GTE in a single value with an insightful physical meaning; and 2) the combined effects of the ambient and the operating conditions are studied, and the effect of the humidity condensation rate in the trend of performance deterioration is quantitatively investigated.

5.2 Physics-based modeling

A detailed thermodynamic model for the single shaft GTEs with humid air was developed in Chapter 3, which uses the operating parameters, i.e., intake air total temperature \( T_{ci} \), total pressure \( P_{ci} \) and specific humidity \( SH_{ci} \), shaft speed \( N \), and fuel to air mass ratio \( f \). By calibrating the model with the GTE design parameters, the model simulates the operating conditions and predicts the unknown gas path parameters \( GPP \):
\[ [GPP_M] = F_{GTE_M}(T_{CI}, P_{CI}, SH_{CI}, N, f). \] (5.1)

In many gas turbines, the specific fuel consumption \( f \) is not measured by the operating system. To adjust the model for such applications, \( f \) can be cancelled from the equations in two ways: 1) by setting \( EGT_M \) equal to the measured \( EGT \) and find the corresponding \( f \), which reduces Equation (5.1) to:

\[ PW_{GTE_M} = PW_{GTE_M}(T_{CI}, P_{CI}, SH_{CI}, N, EGT), \] (5.2)

and, 2) by setting \( PW_{GTE_M} \) equal to the measured \( PW \) and use the corresponding \( f \), which results:

\[ EGT_M = EGT_M(T_{CI}, P_{CI}, SH_{CI}, N, PW). \] (5.3)

### 5.2.1 Performance Indicators

Two unified physics-based performance indicators were developed in Chapters 3 and 4, which quantify the health level of the GTE using the mentioned operating data.

**Excess Heat Ratio:** Using Equation (5.3), excess heat ratio (\( EH \)) was defined in Chapter 3 as the normalized value of the extra enthalpy discarded from a GTE exhaust, compared to the ideal condition:

\[
EH = \left( \dot{H}_{To} - \dot{H}_{ToM} \right) / PW_{GTED}
\]

\[
= W_T c_{pMix}(EGT - EGT_M) / PW_{GTED}.
\] (5.4)

where \( W_T \) is the exhaust gas mass flow and \( c_{pMix} \) is the average specific heat capacity of the exhaust gas in the range of the measured and the modeled temperature. This indicator quantifies the ratio of the extra thermal energy, a GTE is losing, due to its performance deterioration.

**Efficiency Ratio:** In Chapter 4, efficiency ratio (\( ER \)) was introduced as another performance indicator and defined as the ratio of the actual thermal efficiency (\( \eta_{GTE_A} \)) and the thermal efficiency predicted by the model in the same operating conditions (\( \eta_{GTE_M} \)):
\[ ER = \frac{\eta_{GTE_A}}{\eta_{GTE_M}}. \]  

(5.5)

Thermal efficiency of the GTE is predicted by the model, given the lower calorific value of the fuel (LCV):

\[ \eta_{GTE_M} = \frac{PW_{GTE_M}}{(W_{FM}LCV)}. \]  

(5.6)

and it was shown that actual thermal efficiency of the GTE is:

\[ \eta_{GTE_A} = \frac{PW}{(W_{FM}LCV) + PW - PW_{GTE_M}}. \]  

(5.7)

This indicator provides a scale, showing how efficient is an actual GTE, compared to its ideal health condition.

Figure 5.1 shows the results of applying \( EH \) and \( ER \) performance indicators on the operating data of the gas turbine in the study. Accordingly, both indicators show the GTE performance steeply deteriorates in short-terms and then abruptly resumes close to the initial level. This pattern happens due to the fouling and consequent cold wash of the engine core. In the longer-term however, the gradual increasing trend of the indicators show the deterioration of the performance, which has not been recovered by washing services and can be accounted to the irreversible structural degradation of the engine parts.

![Figure 5.1](image-url)

Figure 5.1. Performance deterioration during the operating life. (a) \( EH \) performance indicator, and (b) \( ER \) performance indicator.
5.2.2 Humidity Condensation

To improve the performance of the gas turbines during the warm days, water is often sprayed into the intake air stream. The added water, plus the initial humidity content of air can lead the condition towards the dew point. At the same time, when air accelerates in the intake duct, its static pressure and temperature drop, and consequently, its capacity to hold the humidity in gaseous form decreases. If the total humidity content of the air exceeds the mentioned capacity limit, the extra humidity condenses as mist and enters the compressor. The mist can reach the first stages of the compressor and affect the circumstances, which contributes to the congestion of the foulants on the blades and vanes. To study this phenomenon, the rate of humidity condensation is to be determined.

Assuming that air accelerates from the stationary condition to the velocity $V_{Ci}$ at the inlet of the compressor, the change of the specific enthalpy using the first law of thermodynamics is

$$h_{am} - h_{Ci} = \frac{V_{Ci}^2}{2}.$$  \hspace{1cm} (5.8)

In small ranges of temperature variation, the specific enthalpy is an affine function of the temperature: $h_{am} - h_{Ci} = c_p (T_{am} - T_{sci})$. Where $T_{sci}$ is the static air temperature at the compressor inlet. The average velocity of air at the compressor inlet is $V_{Ci} = v_{Ci} W_{Ci} / A_{Ci}$, where $W_{Ci}$ is the inlet air mass flow, passing through a cross sectional area of $A_{Ci}$, and $v_{Ci}$ is the specific volume of the inlet air, which is a function of temperature for the isentropic process

$$v_{Ci} = v_{am} \left( \frac{T_{am}}{T_{sci}} \right)^{1/(1-\gamma)}.$$  \hspace{1cm} (5.9)

The specific volume for a perfect gas with the constant $R$ is: $v_{am} = R T_{am}/P_{am}$, and as a result, the implicit equation for static temperature of the compressor inlet flow, and corresponding static pressure will be found as

$$T_{sci} = T_{am} - \left( W_{Ci} R T_{am}^{\gamma/(\gamma-1)} T_{sci}^{1/(1-\gamma)} / A_{ci} P_{am} \right)^2 / (2 c_p),$$ \hspace{1cm} (5.10)

$$P_{sci} = P_{am} \left( \frac{T_{sci}}{T_{am}} \right)^{\gamma/(\gamma-1)}.$$ \hspace{1cm} (5.11)

The saturation vapor pressure in the air $P_{w}^* [\text{Pa}]$ is suggested as a function of the
temperature $T_s$ [$^\circ$C] by Buck [149].

$$P_w^* = 611.21 \exp((18.678 - T_s/234.5)(T_s/(257.14 + T_s))). \tag{5.12}$$

The maximum specific humidity at such saturation pressure is [148]

$$SH_{max} = 0.622 \frac{P_w^*}{(P_{sci} - P_w^*)}. \tag{5.13}$$

If the actual humidity content is more than the maximum limit, the extra humidity condenses as mist with a condensation rate of

$$W_{con} = W_{ci} (SH_{ci} - SH_{max}). \tag{5.14}$$

Equations (5.10) through (5.14) provide the condensation rate of the inlet air humidity as a function of the ambient temperature and pressure, specific humidity of the inlet flow, the mass flow and the cross sectional area of the inlet duct. For the gas turbine in the study, the cross sectional area of the compressor inlet is $A_{ci} = 0.11 \, m^2$. Using the ambient temperature and pressure from the logged data, and using the model results for the mass flow and its specific humidity in Chapter 3 [158], the condensation rate is calculated for the operating period of the gas turbine as shown in Figure 5.2(b). Figure 5.2(a) shows the total humidity in the inlet air after the cooler, and Figure 5.2(c) shows both total and condensed humidity in a selected period for comparison. The variation in the total humidity content is mainly due to the variation of the temperature. As it is seen, the humidity content rises in the summers, and as a result, extra humidity condenses with a larger rate in the inlet duct, compared to the cold seasons. Condensation rate varies from 0 to over 0.2 kg/s depending on the condition.
5.3 Data-Model Fusion Framework

The performance indicator signals are noisy as shown in Fig 5.1. An effective way for noise filtration is to utilize a data-model fusion technique, which estimates the state (here the signal) with a higher accuracy than the individual measurement or the model. Kalman Filter (KF) is a classic version of data-model fusion technique that provides a closed form solution for the state estimation. However, the inability to handle nonlinear and/or non-Gaussian systems limits its applications for the cases such as nonlinear fouling phenomena in this work [155]. Hence, a particle filter (PF) framework is being proposed in this work, which is capable of dealing with nonlinearity of the fouling as well as stochastic noise signatures [152].
5.3.1 Particle Filter

PF is the numerical simulation of the sequential Monte Carlo method for state estimation where the posterior distribution of the state variables are represented by a number of weighted particles. The estimated state distribution is evolved recursively as the weight of the particles are updated when a new observation becomes available [90]. Assume a Markov process where $x_k$ is the internal state with a known initial density of $f_x(x_0)$, and $y_k$ is the last observation from the observation history $Y_k \triangleq \{y_1, y_2, \ldots, y_k\}$ at time step $k$. Given the probability density of $f_x(x_k | x_{k-1})$ for transition process and the posterior density $f_x(x_{k-1} | Y_{k-1})$ at the previous time step, the prior density of the state will be

$$f_x(x_k | Y_{k-1}) = \int f_x(x_k | x_{k-1}) f_x(x_{k-1} | Y_{k-1}) \, dx_{k-1}. \quad (5.15)$$

The posterior density at the current step is then found by Bayes’ theorem given the marginal distribution density of the measurement $f_y(y_k | x_k)$:

$$f_x(x_k | Y_k) = f_y(y_k | x_k) f_x(x_k | Y_{k-1}) / f_y(y_k | Y_{k-1}), \quad (5.16)$$

where the normalization factor in the denominator is

$$f_y(y_k | Y_{k-1}) = \int f_y(y_k | x_k) f_x(x_k | Y_{k-1}) \, dx_k. \quad (5.17)$$

In PF, the state distribution is represented by $m$ sample particles $x_{k,1}, \ldots, x_{k,m}$ and their corresponding weights $\omega_{k,1}, \ldots, \omega_{k,m}$, therefore the posterior density will be

$$f_x(x_k | Y_k) \approx \sum_{i=1}^{m} \omega_{k,i} \delta(x_k - x_{k,i}), \quad (5.18)$$

where $\delta$ is Dirac delta function. By choosing the importance density of the particles equal to their probability density, the weights of the particles are updated

$$\omega_{k,i}' = \omega_{k-1,i} f_y(y_k | x_{k,i}), \quad (5.19)$$

which should be normalized to meet $\sum_{i=1}^{m} \omega_{k,i}' = 1$

$$\omega_{k,i} = \omega_{k,i}' / \sum_{i=1}^{m} \omega_{k,i}'. \quad (5.20)$$

A common problem after some iterations is the degeneracy phenomenon, where a few particles hold the major weights and the others practically remain with no weights.
avoid this phenomenon a re-sampling step can be added to the process right after updating the weights. To perform re-sampling in conventional PF, the posterior density is constructed by Equations (5.18) and (5.20) and redraw the particles from the discrete posterior density. In order to diversify the particles and not repeat drawing a single particle for several times, the posterior density can be reconstructed in a continuous form. This technique is called regularized particle filter (RPF) where the continuous posterior density is defined by a rescaled Kernel density rather than Dirac delta function

\[ f_x(x_k | Y_k) \approx \sum_{i=1}^{m} \omega_k^i \ K_\hat{h}(x_k - x_k^i), \]  \hspace{1cm} (5.21)

where,

\[ K_\hat{h}(x) = \hat{h}^{-D} K(x/\hat{h}) \]  \hspace{1cm} (5.22)

is the rescaled Kernel density with bandwidth \( \hat{h} > 0 \) and the optimal value \( \hat{h}_{opt} \) for a \( D \) dimensional state vector \( x \).

In a practical case, assume the state transition is modeled by a deterministic function \( F_k(.) \) with a random process noise of \( \tau_k \), with a known distribution

\[ x_k = F_k(x_{k-1}) + \tau_k, \]  \hspace{1cm} (5.23)

and the observation is also modeled by a deterministic model \( G_k(.) \). The observation always contains a noise component \( v_k \) with a presumed distribution:

\[ v_k = y_k - G_k(x_k). \]  \hspace{1cm} (5.24)

For an individual particle \( x_{k-1}^i \), Equation (5.23) predicts the state by drawing a random value for the process noise \( \tau_k^i \) from its distribution. To update the weight through Equation (5.19), Equation (5.21) is employed to find the likelihood

\[ f_y(y_k | x_k^i) = f_y(G_k(x_k^i) + v_k^i | x_k^i) = f_v(v_k^i | x_k^i). \]  \hspace{1cm} (5.25)

Assuming the measurement noise is independent from the state

\[ \omega_k^i = \omega_{k-1}^i f_v(v_k^i). \]  \hspace{1cm} (5.26)

Table 5.1 outlines the recursive RPF process.
Table 5.1. RPF technique process flow

\[(x_k^i, \omega_k^i) = \text{RPF}[(x_{k-1}^i, \omega_{k-1}^i), y_k], \quad i = \{1, \ldots, m\}\]

- Draw the process noises: \( \tau_k^i \sim f_\tau(\tau_k) \)
- Predict the next step particles: \( x_k^i = F_k(x_{k-1}^i) + \tau_k^i \)
- Find the measurement noises: \( \nu_k^i = y_k - G_k(x_k^i) \)
- Update the weights: \( \omega_k^i = \omega_{k-1}^i f_\nu(\nu_k^i) \)
- Normalize the weights: \( \omega_k^i = \frac{\omega_k^i}{\sum_{i=1}^{m} \omega_k^i} \)
- Construct the posterior density: \( f_x(x_k | Y_k) \approx \sum_{i=1}^{m} \omega_k^i K_h(x_k - x_k^i) \)
- Draw the new particles: \( (x_k^i, \omega_k^i = 1/m) \sim f_x(x_k | Y_k) \)

### 5.3.2 Filtering the Performance Indicators

There are fifteen time segments between consecutive compressor washes and each segment has a particular trend. By examining different functions, combination of linear logarithmic transform and an affine function is obtained to model the indicators in each segment

\[
F(t) = \alpha_1 + \alpha_2 \ln(\alpha_3 t + \alpha_4) + \alpha_5 t. \quad (5.27)
\]

For \( EH \) and \( ER \) indicators, the coefficients are found through least squares best fit in each segment and there is a modeling error at each time step: \( (t_{k'}) = x(t_{k'}) - F(t_{k'}) \). Assuming \( \Delta t \) the time length between the steps, the state model similar to Equation (5.22) is

\[
x(t_{k'}) = x(t_{k' - 1}) + \alpha_2 \ln(1 + \alpha_3 \Delta t / (\alpha_3 t_{k' - 1} + \alpha_4)) + \alpha_5 \Delta t + \tau(t_{k'}), \quad (5.28)
\]

where \( \tau(t_{k'}) \) is the representative of the process noise at each time step with the following value:

\[
\tau(t_{k'}) = \epsilon(t_{k'}) - \epsilon(t_{k' - 1}). \quad (5.29)
\]

There are \( n - 1 \) samples for the process noise found by Equation (5.29). In the state equation of the filter, the random noise of the process is therefore a draw from the consequent distribution
\[ f_k(\tau_k) \approx \sum_{j=2}^{n} K_\eta(\tau - \tau(t_j)). \]

In the constructed framework, the indicators are considered both the measurement signal and the state of the system. To visualize the performance of RPF state estimation, Figure 5.3 depicts the original signals, the prediction models and the filtered signals in selected windows.

![Figure 5.3. RPF state estimation (red) on the performance indicator signals (blue): (a) EH performance indicator, and (b) ER performance indicator.](image)

**5.4 Effective Factors on the Rate of Performance Deterioration**

As per section 5.2.1, three ambient conditions \((T_{Cl}, P_{Cl}, SH_{Cl})\) and three operating parameters \((N, PW, GTE)\) are used to calculate the performance indicators at each time step. It was shown that the short-term performance deterioration is the dominant part of the performance indicator [97]. As a result, the indicators can be effectively used to quantify the compressor fouling, and the corresponding variation rates of the indicators will indicate the rate of fouling.

Studies have shown a positive correlation between the fouling rate and the GTE
power [159]. It can be explained by ingestion of more particulates suspended in larger volume of airflow, when the gas turbine runs with a higher power. Some qualitative reports explain a twofold relation between the rate of condensed humidity of the intake air and the fouling rate, i.e., with a low rate of humidity condensation, combination of water droplets with the ingested particles deposit on the blades and vanes, which accelerates the fouling rate. With increase of the condensation rate beyond a certain level, the extra water will naturally wash the surfaces and decrease the fouling rate [157]. Two other effective factors in fouling rate are the air pollution and the filter design [141], which are not recorded in the available logged data used in this work. Consequently, this study on the effective factors on the fouling rate is limited to the ambient conditions and the GTE operating parameters.

5.4.1 Effects of Power and Condensed Humidity

The GTE power ($P_W$), the air mass flow ($W_{ci}$) and the rate of condensed humidity in the intake duct ($W_{con}$) are all effective in the rate of short-term performance deterioration. To quantify the rate of performance deterioration, the time derivative of the filtered signals of the indicators is represented as:

$$
\dot{EH}_k \approx \frac{(EH_{k+1} - EH_k)}{\Delta t},
$$

(5.31)

and similarly for $\dot{ER}_k$. To investigate the relation between the above mentioned factors and the variation rate of the indicators, the rates are plotted versus $P_W - W_{con}$ in Figure 5.4. As appears, the plotted points are scattered and do not lie on a single surface in either figure. In other words, there are many cases with almost equal operating conditions, i.e., $P_W - W_{con}$, which do not result in the same variation rates for the indicators. Examining the operating conditions with $W_{ci} - W_{con}$ pairs provide similar results. Consequently, the variation rates of the performance indicators depend on other factors at the same time. To tackle this problem, a state function for each indicator is suggested, which takes into account the past state to predict the next state.
\[ EH_{k+1} = F_{EH}(EH_k, PW_k, W_{con_k}), \]  
\[ ER_{k+1} = F_{ER}(ER_k, PW_k, W_{con_k}). \]  

Alternatively, one may use the air mass flow \( W_{Cl} \) instead of the GTE power for the state functions

\[ EH_{k+1} = F_{EH}(EH_k, W_{Cl_k}, W_{con_k}), \]  
\[ ER_{k+1} = F_{ER}(ER_k, W_{Cl_k}, W_{con_k}). \]  

Figure 5.4. Variation rates of the performance indicators do not constitute functions over \( PW - W_{con} \) space: (a) variation rate of \( EH \), and (b) variation rate of \( ER \).
There are over 11,000 time step data available from the GTE to build the above model. Considering the step number \( k \), there are four variables in each of the state equations, which makes it hard to visualize the effects of the inputs on the outputs. An effective practice to establish data-driven models on vector time series with large number of time steps is implementation of machine learning frameworks.

### 5.4.2 Data-Driven Model Construction

Effects of the inputs on the outputs in Equations (5.32) through (5.34) are only known qualitatively. This calls for system identification techniques that can extract unknown model structures. For such problems, various techniques have been practiced, ranging from multivariate polynomial regression to more advanced machine learning techniques, e.g.; artificial neural network (ANN), and adaptive neuro-fuzzy inference system (ANFIS) [160-162]. For this modeling problem, there are two main motivations to employ ANFIS data-driven scheme. Firstly, the number of membership functions can be adjusted for each input, based on the complexity expected from pertaining behavior. The adjustment is devised based on the expert knowledge. This is not the case for ANN, where the internal units are opaque to the users. Secondly, during several practices, ANFIS showed excellent repeatability when trained with a set of vector time series. The experiments with ANN showed much less repeatability when trained on the same set of data, which complies with some reported literature [163].

### 5.5 Performance Deterioration Modeling Using ANFIS

In early 1990s, Jang developed ANFIS, which combines the qualitative approach of the fuzzy models and the adaptive capability of the neural network to optimize the internal coefficients of the system to achieve the desired performance [70]. If sufficient input-output data are available, ANFIS adapts itself through the training phase without a need to the expert knowledge required to design the conventional fuzzy systems. In sections 5.5.1 through 5.5.3, an ANFIS framework is presented for system identification and model extraction.
5.5.1 Building ANFIS Structure and Training

Assuming the state function in Equation (5.32) at time step \( k \), the model receives four inputs, i.e., \( EH_k, PW_k, W_{con_k} \) and the count of the time step \( k \), which represents the time step number after the compressor wash. The model predicts the next step state \( EH_{k+1} \) as the output. Figure 5.5 shows the ANFIS structure used to estimate the mentioned function. A first-order Sugeno fuzzy model [164] is used for this structure.

- The first layer and the last layer correspond to the inputs and the output respectively.
- The input membership functions are in the second layer. In this layer, generalized bell-shaped membership functions are used. As mentioned in section 5.4.2., the number of membership functions is a design choice, which is based on the expected complexity of the input effects on the output. Considering the highly nonlinear effects of the condensed humidity mass flow on the performance deterioration rate [157], three membership functions are assigned for this input. For the other inputs, two membership functions are employed.
- The third layer corresponds to the fuzzy rules, assigned for all combinations of the membership functions. In this structure there are \( 2 \times 2 \times 3 \times 2 = 24 \) linear fuzzy rules.
- The fourth layer provides the normalized weights for the rules. The weights are resulted from multiplication of corresponding input membership functions.
- The output of the fuzzy rules from layer three are multiplied in the corresponding normalized weights from layer four. The results are then summed up in layer five to provide ANFIS output.

Once the model architecture is constructed, the training set of data is introduced to the model in order to tune the variable coefficients of the membership functions and fuzzy rules in layers two and three respectively. Because the model is designed to estimate the short-term performance deterioration, two adjustments are made in the training data set:

1) The count of the time step \( k \) is set back to “one” after each compressor wash. Table 5.2 shows the compressor wash times and the corresponding time step counts.

2) The fouling effect is majorly removed by compressor washing, and the value of the performance indicator after each wash is only attributed to the long-term degradation.

To eliminate this long-term deterioration effect from the performance indicator, the
average of the indicator in the first three days (36 time steps) after each wash is subtracted from the value of the performance indicator calculated for an entire segment.

Figure 5.5. ANFIS structure for system identification. Dashed line shows the use of output as input of the next step for profile simulation.

Hybrid learning algorithm is used as the training algorithm for the model, which applies a combination of the backpropagation gradient descent method and the least-squares method. To prevent over fitting to the training data, 10% of the data were separated for model validation, i.e., the training iterations were stopped when the modeling error on the validation data reached a plateau. Figure 5.6 shows the data points
in $PW$-$W_{con}$-$EH$ and $PW$-$W_{con}$-$ER$ spaces and the corresponding predictions by the ANFIS model. With respect to standard deviation of the corresponding indicator, the normalized modeling error for $EH$ is $2.29 \times 10^{-4}$, and for $ER$ is $3.60 \times 10^{-4}$ that shows an acceptable modeling accuracy for the ANFIS models.

5.5.2 Running the ANFIS Model

By training the constructed ANFIS, the model can estimate the next step state $EH_{k+1}$ at any step $k$, given $EH_k$, $PW_k$ and $W_{con_k}$. To run the model to estimate the performance profiles under different operating conditions, the following steps are taken:

1) $PW$ and $W_{con}$ are kept constant for each profile, to analyze the performance deterioration under a given operating condition.

2) Initial value of the indicator is set to zero, i.e., $EH_1 = 0$, to study the performance deterioration beginning right after a compressor wash.

3) The output of the $k^{th}$ step is taken as the input of the fourth node in step $k + 1$. This is shown with dashed lines in Figure 5.5.

4) The model is run up to 370 time steps, which simulates 740 hours of operation after the compressor wash. The step number is limited considering the shortest segment for which the training data is available, as given in Table 5.2.

Once a performance profile is acquired, the same steps will be repeated for other $PW$ and $W_{con}$ values within the domain of available training data, i.e., $2000 \text{ kW} \leq PW \leq 4500 \text{ kW}$, and, $0 \text{ kg/s} \leq W_{con} \leq 0.2 \text{ kg/s}$. As it is seen in Figure 5.6(c), at some powers, the humidity condensation rate does not fully cover the corresponding domain and no training data are available for those operating conditions. Consequently, the model cannot be used for performance prediction in such operating conditions.
Figure 5.6. Training data points and the result of ANFIS model prediction: (a) $EH$ data and prediction, (b) $ER$ data and prediction, and (c) scarcity of data points in some regions of the domain.
5.5.3 Simulated Profiles

The processes in sections 5.5.1. and 5.5.2. can similarly be repeated to construct ANFIS models based on state functions in Equations (5.33) to (5.35). In this section, the results of all trained ANFIS models are analyzed.

5.5.3.1 EH Variations Given PW and $W_{con}$:

The corresponding trained ANFIS model is run at constant $PW$ and $W_{con}$ to simulate $EH$ variations. Figure 5.7(a) depicts the extracted behavior of the system through the simulation within the operating domain. Each curve shows the variations of $EH$ at constant $PW$ and $W_{con}$ condition. As the power exceeds 3000 kW, the available data points become limited to less humidity condensation rates, and the ANFIS model cannot be used for such regions as stated earlier. That is why for higher power levels, simulated variations of $EH$ are limited to drier conditions. It is seen that regardless of the power level, there is a monotonic performance deterioration when the intake air is fully dry. By the growth of humidity condensation rate at any power level, the performance deterioration accelerates, in comparison with the dry condition. However, with the higher humidity levels, the growth of $EH$ tapers off and an inverse trend appears in the simulated $EH$.

At a fixed power like 2400 kW with an abundance of the training data points throughout the entire humidity condensation rates, Figure 5.7(b) shows the resulting $EH$ variations. When the inlet air is quite dry, $EH$ increases slowly and steadily, and reaches to 0.007 in 740 hours. With higher humidity condensation rates, the performance deterioration speeds up, such that under $W_{con} = 0.025$ kg/s, $EH$ reaches to 0.04 in 740 hours, which faster than that of the dry conditions. For performance deterioration profile under $W_{con} = 0.050$ kg/s, within the first 200 hours, $EH$ exceeds the domain of the available training data points for Equation (5.32). Therefore the simulation results of the ANFIS model will be no more valid, and it is truncated after $EH = 0.04$. Beyond $W_{con} = 0.075$ kg/s, two common behaviors are observable in the simulated profiles; the rate of performance deterioration is rapid in the beginning, such that $EH$ passes 0.01 within the
first 25 to 70 hours. After a certain time, depending on the humidity condensation rate, the performance does not deteriorate any further, and gradually and limitedly improves. With humidity condensation rates over 0.100 kg/s, the performance deterioration reaches to its maximum within the first 200 hours, after which an improvement takes place that can be accounted to a phenomena known as self-cleaning due to natural washing [141].

Figure 5.7. ANFIS model simulated profiles for $EH$: (a) $EH$ profiles at constant power and humidity condensation rates, and (b) $EH$ profiles at $PW= 2400$ kW.
Comparison between the profiles with different condensation rates provides the two following key results: 1) Although in the beginning of the profiles, the performance deterioration accelerates with the increment of the humidity condensation rate, beyond the condensation rate $W_{con} = 0.150 \text{ kg/s}$, the early deterioration slows down. 2) When the condensation rate exceeds $W_{con} = 0.150 \text{ kg/s}$, the self-cleaning takes place at lower $EH$ levels, e.g., it happens at $EH \approx 0.03$ for $W_{con} = 0.150 \text{ kg/s}$, while it hardly reaches to 0.016 when $W_{con} = 0.200 \text{ kg/s}$.

### 5.5.3.2 ER Variations Given $PW$ and $W_{con}$:

The ANFIS model is trained on the corresponding data points shown in Figure 5.6(b). Simulation results are shown in Figure 5.8 for $PW = 3500 \text{ kW}$, where there are relatively more training data points. Here, the smallest deterioration rates correspond to the condensation rate of 0.025 kg/s. The performance deterioration rate gets faster by the increment of the humidity condensation rate, however, by exceeding from $W_{con} = 0.100 \text{ kg/s}$, the deterioration rate slows down, and with the further condensation rates, an improvement due to self-cleaning could be observed in the profiles. In comparison with $EH$, the improvement seems take place earlier within the first 50 hours, and as the humidity condensation rate exceeds 0.100 kg/s, the performance indicator becomes limited to larger $ER$ values. For instance, for $W_{con} = 0.125 \text{ kg/s}$, the minimum $ER$ value reaches to 0.983, whilst with $W_{con} = 0.200 \text{ kg/s}$, the $ER$ value stays above 0.987. This means, with the higher humidity condensation rates, there will be more improvement in the performance.

Figure 5.6(b) shows the distribution of the training data is not as even as that of $EH$ in Figure 5.6(a), and the data points for $PW > 3000 \text{ kW}$ are accumulated above $ER \geq 0.95$. This lack of diversity leads to imperfect training of ANFIS model, and consequently in the resulting simulation for the first 740 hours, $ER$ variations are bounded to the values above 0.97.
5.5.3.3 *EH Variations Given* $W_{Ci}$ and $W_{con}$:

Intake air flow carries the unfiltered particulates, what contributes to the compressor fouling and leads to the short-term performance deterioration. This effect is expressed by Equation (5.33), and an ANFIS model is structured and trained with the corresponding data points. Figure 5.9 is resulted from the simulation by running the model in a region of abundant data points, i.e., $W_{Ci} = 16.75$ kg/s. The results are much similar to the case A, i.e., the rate of performance deterioration is minimal with the dry air and it shows an increasing trend with the increase in the condensation rate. Similarly, at the beginning of the profiles, the rate of performance deterioration increases with the condensation rate, however for the condensation rates over $W_{con} = 0.150$ kg/s, i.e., ~0.9% of the intake mass flow, the early performance deterioration slows down, and at the same time, the improvement due to self-cleaning takes place at smaller values of $EH$. For instance, for $W_{con} = 0.150$ kg/s, the performance improvement due to self-cleaning takes place after 230 hours, when $EH$ has reached to 0.32, while for $W_{con} = 0.200$ kg/s, it occurs after 150 hours, when $EH$ is 0.22.

![Figure 5.8. ER simulated profiles at $PW=3500$ kW.](image-url)
5.5.3.4 ER Variations Given $W_{Cl}$ and $W_{con}$:

Distribution of the training data points for the ANFIS model using Equation (5.35) is shown in Figure 5.10. There are large gaps in the data space, where there is no data for training, while most of the data points are concentrated in a particular region. Hence, the resulting simulation does not provide reliable output for the corresponding ANFIS model.

Figure 5.10. Lack of training data points for ER simulation with $W_{Cl}-W_{con}$ data.
5.6 Summary

Effects of the ambient and the operating conditions on the short-term performance variations of a GTE were studied in this chapter. To quantify the GTE performance, two physics-based performance indicators were obtained from the previous chapters. The effective parameters in the GTE performance deterioration were further investigated and the rate of humidity condensation, which is a known factor in the compressor fouling was then calculated at each time step. To estimate the health state of the system, a particle filter framework was devised to filter $EH$ signal. The output of the filter along with the GTE power and the rate of humidity condensation were considered for training an ANFIS model in order to extract the system behavior. The ANFIS model was then run under several scenarios of constant power - constant humidity condensation rate. The same procedure was repeated for constant intake mass flow – constant humidity condensation rate scenarios, and then repeated for $ER$ indicator. The resulting simulations clearly revealed the GTE deterioration behavior influenced by the mentioned ambient and the operating conditions. $EH$ exhibited superiority in comparison with $ER$ in that, the resulting simulation profiles could reasonably be explained by physics of the phenomena. The rate of humidity condensation shows a dual effect behavior in the short-term performance deterioration, i.e., increasing the humidity condensation rate may deteriorate or improve the trend of performance variation, depending on the conditions. The slowest performance deterioration takes place in the dry air. With the increment of the humidity condensation, the rate of deterioration increases in the beginning and gradually slows down. The GTE performance deteriorates the fastest, when the humidity condensation rate reaches to 0.150 kg/s, i.e., ~ 0.9% of the intake mass flow, after which the increase of the humidity condensation rate causes slower performance deterioration that can be accounted to the self-cleaning phenomenon.

The developed tool in this research and the corresponding results can be beneficial for two major applications; 1) the short-term performance variations and the expected health state of the GTE can be predicted by processing the ambient and the operating records; and 2) the optimum humidity condensation rate that leads to self-cleaning of the compressor can be estimated. The required humidity for such operating conditions can be accommodated by the inlet air wet cooler, available in many of the GTEs.
Chapter 6: Sequential State Estimation of Nonlinear/Non-Gaussian Systems with Stochastic Input for Turbine Degradation Monitoring

6.1 Overview

In the hot section of the gas turbine engines (GTEs), the components work in harsh operating conditions and are prone to various degradation mechanisms. Such mechanisms lead to different fault modes in the components. The dominant fault modes in the nozzle and the turbine section are known as: a) increase of the surface roughness in the nozzle vanes and the turbine blades [165], b) increase of the tip clearance in the turbine, and c) material removal and deformation of the profile [166, 167]. The fault modes manifest their symptoms as deviations in the turbine performance map, i.e., under a constant operating condition, all the fault modes lead to loss of isentropic efficiency in the turbine, whereas the tip clearance and material removal from the profile lead to increase of the mass flow [168-171]. When the GTE is running, the only directly measurable fault is the tip clearance using advanced instrumentation, while the other two fault modes remain inaccessible for direct measurement. Intensity of the faults therefore should be assessed indirectly through their symptoms in deviating the turbine performance, namely, loss of isentropic efficiency and rise of the mass flow. The fault parameters (the symptoms) are the parameters of the thermodynamic model of the GTE, and they should be estimated using the available measurements of the system [13, 105]. The GTE receives time-varying input, i.e., the control variables and the ambient conditions, and it generates the output. The corresponding signals of the input / output are always noisy, while the noise structure is statistically unknown in most cases. From this prospect, GTE degradation phenomenon translates into a system identification problem, where the system internal parameters are the evolving state of the dynamical system with the following specifications:

- The fault symptoms are considered the parameters of the degrading system.
- Measurement signals on the input / output of the system are accessible.
- Both the input and the output signals are noise contaminated.
- Noise structure is statistically unknown.
A dynamical system in its general form receives time-variant input; however, inclusion of the input in PF scheme has just been noted in some recent works. For instance, Won et al used PF for orientation estimation with deterministic system input \cite{172}, and Gustafsson assumed the control input to be known in applying PF for positioning \cite{173}. In practice, the inputs of the systems are noisy and treating them as deterministic variables is not accurate. Consequently, there will be a need to state estimation frameworks for nonlinear/non-Gaussian dynamical systems where the system input is statistically stochastic.

6.2 Sequential State Estimation for Nonlinear System with Stochastic Input (NSI)

Nonlinear/non-Gaussian dynamical systems take no closed form solution for state estimation. Profiting from the available computational resources, PFs simulate Monte Carlo sequential method by a set of representative scenarios to estimate the posterior distribution of the evolving state \cite{89}. When the dynamical systems receive stochastic inputs, PF technique needs to be reformulated to take into account the input effects.

6.2.1 Formulation of NSI State Evolution

In an NSI with first order Markov process, at a time-step $k$, the state vector $x_k$ is a function of the previous step state $x_{k-1}$ and the system input $u_k$. $F$ is the state model with a local error of $\tau_k$, caused by uncertainty of the state model with a known probability density of $f_x(x_k|x_{k-1}, u_k)$.

$$x_k = F(x_{k-1}, u_k) + \tau_k \ .$$  \hspace{1cm} (6.1)

The output vector $y_k$ is a function of the same step state $x_k$ and the system input $u_k$. $G$ is the measurement model with a known uncertainty marginal distribution of $f_y(y_k|x_k, u_k)$ that creates a local error of $v_k$.

$$y_k = G(x_k, u_k) + v_k \ .$$ \hspace{1cm} (6.2)

Assuming that the initial density of the state $f_x(x_0)$ and the density of the input $f_u(u_k)$ are both known, and given the history of the input $Y_k \triangleq \{y_1, y_2, ..., y_k\}$ and the output $U_k \triangleq \{u_1, u_2, ..., u_k\}$ are available, we can calculate the prior density of the state at step $k$
from the posterior density at the previous step \(f_x(x_{k-1} | Y_{k-1}, U_{k-1})\),

\[
f_{x}(x_{k} | Y_{k-1}, U_{k-1}) = \int f_{x}(x_{k} | x_{k-1}) f_{x}(x_{k-1} | Y_{k-1}, U_{k-1}) \, dx_{k-1},
\]

(6.3)

where the probability transition density due to independence of \(x_{k-1}\) and \(u_k\) is

\[
f_{x}(x_{k} | x_{k-1}) = \int f_{x}(x_{k} | x_{k-1}, u_k) f_{u}(u_k) \, du_k.
\]

(6.4)

The marginal filtering density is provided by Bayes’ theorem correspondingly,

\[
f_{x}(x_{k} | Y_{k}, U_{k}) = \frac{f_{y,u}(y_{k}, u_k | x_{k}) f_{x}(x_{k} | Y_{k-1}, U_{k-1})}{f_{y,u}(y_{k}, u_k | Y_{k-1}, U_{k-1})},
\]

(6.5)

where, the denominator is

\[
f_{y,u}(y_{k}, u_k | Y_{k-1}, U_{k-1}) = \int f_{y,u}(y_{k}, u_k | x_{k}) f_{x}(x_{k} | Y_{k-1}, U_{k-1}) \, dx_{k}.
\]

(6.6)

It can be shown that

\[
f_{y,u}(y_{k}, u_k | x_{k}) = \frac{f_{y}(y_{k} | x_{k}, u_k)}{f_{x}(x_{k})} \int f_{x}(x_{k} | x_{k-1}, u_k) f_{x}(x_{k-1}) \, dx_{k-1},
\]

(6.7)

and \(f_{x}(x_{k})\) can be sequentially found by integrating from its transition density in Equation (6.4),

\[
f_{x}(x_{k}) = \int f_{x}(x_{k} | x_{k-1}) f_{x}(x_{k-1}) \, dx_{k-1}.
\]

(6.8)

Equations (6.3) through (6.8) formulate the Bayesian recursive estimation problem for NSIs described by Equations (6.1) and (6.2).

6.2.2 Application of PF

The posterior density \(f_{x}(x_{k} | Y_{k}, U_{k})\) in PF techniques is numerically represented by m sample scenarios, i.e.: particles \(x_{k}^1, ..., x_{k}^m\) along with their corresponding assigned weights \(\omega_{k}^1, ..., \omega_{k}^m\),

\[
f_{x}(x_{k} | Y_{k}, U_{k}) \approx \sum_{i=1}^{m} \omega_{k}^i \delta(x_{k} - x_{k}^i),
\]

(6.9)

where \(\delta\) is Dirac delta function. The accuracy of the approximation increases as \(m \to \infty\) [152]. As soon as a new output \(y_k\) becomes observable with a new input \(u_k\), the weights of the particles can be updated, given an importance density \(g_x(x_{k} | x_{k-1}^i, y_{k}, u_k)\) is
provided,  
\[ \omega_k^i \propto \omega_{k-1}^i \frac{f_{y,u}(y_k, u_k | x_k^i) f_x(x_k^i | x_{k-1}^i)}{g_x(x_k^i | x_{k-1}^i, y_k, u_k)}. \]  
(6.10)

To increase the effectiveness of the samples, we minimize the variance of the weights, which leads to the optimal importance density [153],  
\[ g_x(x_k | x_{k-1}^i, y_k, u_k) = \frac{f_{y,u}(y_k, u_k | x_k^i, x_{k-1}^i) f_x(x_k | x_{k-1}^i)}{f_{y,u}(y_k, u_k | x_{k-1}^i)}. \]  
(6.11)

As a result,  
\[ \omega_k^i = \omega_{k-1}^i \int f_{y,u}(y_k, u_k | x_k^i) f_x(x_k | x_{k-1}^i) \, dx_k. \]  
(6.12)

To solve the above integral, the posterior is required, which is still unavailable. As a result, the choice of the importance density \( g_x \) is a critical design decision for a PF. In the generic PF, the importance density is chosen equal to the prior, i.e.:  
\[ g_x(x_k | x_{k-1}^i, y_k, u_k) = f_x(x_k | x_{k-1}^i), \]  
which reduces Equation (6.10) to  
\[ \omega_k^i \propto \omega_{k-1}^i f_{y,u}(y_k, u_k | x_k^i). \]  
(6.13)

At any step \( k \), the particles \( x_k^i \) are independent from the input of the same step \( u_k \), i.e.:  
\[ f_u(u_k | x_k^i) = f_u(u_k). \]  
The weights can therefore be approximated as  
\[ \omega_k^i \propto \omega_{k-1}^i f_y(y_k | x_k^i, u_k). \]  
(6.14)

The propagated particles and their weights \( (x_k^i, \omega_k^i) \) represent the posterior density at step \( k \), and are used for drawing the priors of the next step. In practice, after a few iterations, a single particle takes the whole weight and the others die out. The phenomenon, called degeneracy, can be mitigated by constructing an empirical distribution function for the posterior, and resampling from the posterior distribution [152].

### 6.2.2.1 RPF

With a discrete density function, the particles with larger weights are likely to be repetitively drawn for the next steps. This can result in loss of diversity among the sampled particles and lead to sample impoverishment. To address this problem, Musso et
al proposed regularize particle filter (RPF), where a continuous approximation of the posterior density is constructed for resampling [91]. An effective method for regularization of discrete density functions is using rescaled kernel density $K_\text{h}(x) = \text{h}^{-D}K(x/\text{h})$. Equation (6.9) can therefore be regularized as

$$f_x(x_k | Y_k, U_k) \approx \sum_{i=1}^{m} \omega_k^i K_\text{h}(x_k - x_k^i), \quad (6.15)$$

where $D$ is the dimension of the state vector, and $\text{h}$ is a positive scalar for the bandwidth, which can be optimally found under the assumption of the Gaussian density and identity covariance matrix [174]. There are many choices for the kernel functions; two commonly used kernel functions are Epanechnikov and Gaussian functions. The steps of the RPF technique for state estimation for general NSIs is outlined in Table 6.1.

### Table 6.1. RPF-NSI technique

<table>
<thead>
<tr>
<th>{(x_k^i, \omega_k^i)}<em>{i=1:m} = \text{RPF}[[{(x</em>{k-1}^i, \omega_{k-1}^i)}_{i=1:m}, y_k, u_k]</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Draw input samples:</strong></td>
</tr>
<tr>
<td><strong>Propagate priors:</strong></td>
</tr>
<tr>
<td><strong>Update the weights:</strong></td>
</tr>
<tr>
<td><strong>Construct posterior density:</strong></td>
</tr>
<tr>
<td><strong>Resample:</strong></td>
</tr>
</tbody>
</table>

#### 6.2.2.2 APF

In many occasions, the propagated particles land in the regions with low likelihoods. To improve the performance of state estimation in such cases, auxiliary particle filter (APF) draws the particles from the joint distribution of both the prior and the likelihood, i.e., the importance density is defined the joint density of the state and the index of the particle in the previous step ($k-1$). As a result, the indices of those particles, which lead to higher likelihood of the measurement, are more prone to be selected. For a NSI, it leads to

$$f_{x,j}(x_k, j | Y_k, U_k) \propto f_{y,u}(y_k, u_k | x_k) g_{x,j}(x_k, j | Y_{k-1}, U_{k-1}),$$
\[ = \omega^j_{k-1} f_{y,u}(y_k, u_k | x_k) f_x(x_k | x^j_{k-1}). \]  

(6.16)

The choice of the \( j^{th} \) particle helps approximate the prior in Equation (6.12) by a representative value \( \mu^j_k \) from the prior. The representative \( \mu^j_k \) may be chosen the mean, mode or any random draw from the prior. As a result,

\[ f_{x,j}(x_k, j | Y_k, U_k) \approx \omega^j_{k-1} f_{y,u}(y_k, u_k | \mu^j_k) f_x(x_k | x^j_{k-1}). \]  

(6.17)

Equation (6.10) is therefore reduced to

\[ \omega^j_k \propto \frac{f_{y,u}(y_k, u_k | x^j_k)}{f_{y,u}(y_k, u_k | \mu^j_k)}. \]  

(6.18)

Similar to Equation (6.14), the weights can be approximated by

\[ \omega^j_k \propto \frac{f_y(y_k | x^j_k, u_k)}{f_y(y_k | \mu^j_k, u_k)}. \]  

(6.19)

It should be noted that \( j \) is the index of the drawn particles in the previous step, given the output and the input in the current step. It implies that, it is more likely to draw the particles, which will propagate to the states with higher output observation likelihood, given the system input. The density function for the candidate particles is therefore

\[ f_x(x_{k-1} | y_k, u_k) \approx \sum_{j=1}^{m} \omega^j_{k-1} f_y(y_k | \mu^j_k, u_k) \delta(x_{k-1} - x^j_{k-1}). \]  

(6.20)

Table 6.2 presents the process of APF technique for NSI state estimation.
Table 6.2. APF-NSI technique

\[
\{(x^i_k, \omega^i_k)\}_{i=1:m} = \text{APF}[(x^i_{k-1}, \omega^i_{k-1})]_{i=1:m}, y_k, u_k]
\]

- Draw input samples: \( u^i_k \sim f_u(u_k) \)
- Generate representatives: \( \mu^i_k = E(x_k|x^i_{k-1}, u^i_k) \)
- Find representative weights: \( \omega^i_k \propto \omega_{k-1}^i f_y(y_k|\mu^i_k, u^i_k) \)
- Construct representative density:
  \[
  f_x(x_{k-1}|y_k, u_k) \approx \sum_{i=1}^{m} \omega^i_k \delta(x_{k-1} - x^i_{k-1})
  \]
- Resample:
- Redraw input samples: \( u^i_k \sim f_u(u_k) \)
- Generate representatives: \( \mu^i_k = E(x_k|x^i_{k-1}, u^i_k) \)
- Draw priors:
- Update the weights:
  \[
  \omega^i_k \propto f_y(y_k|x_k^i, u^i_k) / f_y(y_k|\mu_k^i, u^i_k)
  \]
- Construct posterior density:
  \[
  f_x(x_k|y_k, u_k) \approx \sum_{i=1}^{m} \omega^i_k \delta(x_k - x^i_k)
  \]
- Resample:

6.2.3 Performance Evaluation on Benchmark Model

In Chapter 4, PF was extended to state estimation of input-free systems with non-uniform steps and nonparametric noise structure, and the well-known univariate nonstationary growth model (UNGM) [155] was extended to verify the developed framework as a benchmark. For NSIs, state estimation will be more challenging, due to the more complexity and the higher uncertainty created by stochastic input. To examine the developed state estimation framework, we introduce a stochastic input to the extended benchmark model, and redefine the state and the output functions as below

\[
\begin{align*}
  u_k &= v_k + n_k \\
  x_k &= \frac{1}{2} x_{k-1} \Delta t_k + \frac{25 (x_{k-1} + v_k) \Delta t_k}{1 + (x_{k-1} + v_k)^2 \Delta t_k^2} + 8 \Delta t_k v_k \cos(1.2(k - 1)) / |v_k| + n_k \\
  y_k &= \frac{1}{20} x_k (x_k + v_k) + n_k
\end{align*}
\]

The following assumptions are considered for the model:
1- The time-steps $\Delta t_k = t_k - t_{k-1}$ have random length with an arbitrary distribution.
2- The input noise $\kappa_k$, the process noise $\tau_k$, and the measurement noise $v_k$ have unknown distributions, each one represented by $s$ samples.
3- The input $u_k$, the state $x_k$, the output $y_k$ and their noises can take complex values.
4- The actual input value of the system is assumed:
   $$u_{Ak} = \sin(1.2 \, k) + \sin(k^2), \text{ for univariate system, and}$$
   $$u_{Ak} = 8(1 + i)(\sin(1.2 \, k) - i \sin(k^2)), \text{ for complex system.}$$

We apply the developed state estimation frameworks, i.e., RPF-NSI and APF-NSI on the extended benchmark model set forth in Equations (6.21) to (6.23). Two scenarios are taken into account for the model: i) the system is a UNGM with real values; ii) the system is a bivariate nonstationary growth model (BNGM) with complex values. Simulation results are presented as the following.

### 6.2.3.1 UNGM

We assume $\Delta t_k \sim \mathcal{U}(0,2)$ and $\tau_k \sim \mathcal{N}(0,4)$. The measurement noise and the input noise are represented by the sample sets $\{v_k^l\}_{l=1:100}$ and $\{\kappa_k^l\}_{l=1:100}$, drawn from a randomly weighted average of three distributions, i.e., normal, gamma, and Rayleigh, such that $E(v_k^l) = E(\kappa_k^l) = 0$ and $Var(v_k^l) = Var(\kappa_k^l) = 1$ for all time-steps. By sampling random noises from $\{v_k^l\}_{l=1:100}$ and $\{\kappa_k^l\}_{l=1:100}$ sets, Figure 6.1 shows the actual and the observed input, as well as the observed output of the system in 40 time-steps. Applying RPF and APF with 100 particles, Figure 6.2 presents the results in 10 iterations. We use the root mean square error as a metric for comparing the results. RPF shows an error of 5.41, whereas the error with APF is 6.52 that indicate the overall performance of RPF-NSI is superior to APF-NSI in UNGM.
6.2.3.2 BNGM

The extended benchmark model adopts complex numbers for the input, the state and the output values. Therefore, we can verify the developed RPF-NSI and APF-NSI state estimators with a bivariate system model. For the simulation, we assume $\Delta t_k \sim U(0,2)$.
and $\tau_k = \tau_{kR} + i \tau_{ki}$, where $\tau_{kR}, \tau_{ki} \sim N(0, 4)$. The measurement noise and the input noise are represented by the sets $\{v_k^l\}_{l=1:100}$ and $\{\kappa_k^l\}_{l=1:100}$, where $v_k^l = v_{kR}^l + i v_{ki}^l$ and $\kappa_k^l = \kappa_{kR}^l + i \kappa_{ki}^l$. The real parts and the imaginary parts of the noses are drawn from a similar distribution as of UNGM, such that $E(v_k^l) = E(\kappa_k^l) = 0$ and $Var(v_{kR}^l) = Var(v_{ki}^l) = Var(\kappa_{kR}^l) = Var(\kappa_{ki}^l) = 1$ at each time-step $k$. To run the simulation, we sample random noses from the representative sets. In Figure 3, the bivariate input and output of the system are shown. Figure 6.4 shows the actual and the estimated state components in 10 trials using RPF and APF with 100 particles. Similar to UNGM, RPF shows a better performance; the root mean square error with RPF is 3.89 and 4.83 for the real part and the imaginary part respectively, whereas, these errors are 5.34 and 7.13 for APF. Repeated simulations with UNGM and BNGM presented similar results, suggesting RPF a better state estimation tool for NSIs in the settings set forth. Table 3 provides the modeling errors averaged over 100 simulations.

![Figure 6.3. System input and output: (a) Input real part, (b) Input imaginary part, (c) Observed output real part, and (d) Observed output imaginary part.](image-url)
Figure 6.4. Bivariate NSI state estimation (a) RPF real part, (b) RPF imaginary part, (c) APF real part, and (d) APF imaginary part.

Table 6.3. State estimation errors averaged over 100 simulations

<table>
<thead>
<tr>
<th>Technique</th>
<th>UNGM</th>
<th>BNGM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Re. part</td>
<td>Im. part</td>
</tr>
<tr>
<td>RPF-NSI</td>
<td>5.41</td>
<td>3.89</td>
</tr>
<tr>
<td>APF-NSI</td>
<td>6.52</td>
<td>5.34</td>
</tr>
</tbody>
</table>

6.3 Turbine Degradation Modeling

In most of the GTEs, a number of measurements from the operating parameters of the machine are regularly logged through the monitoring system. Such data are logged
sequentially, and if appropriately analyzed, they can provide valuable information about the health status of the GTE components. In the previous works, the authors developed a comprehensive thermodynamic model for single shaft GTEs to analyze the relation between the GTE measurements and predict the gas-path parameters ($GPP$) [25, 175]. The approach is utilized here to predict the degradation level of the turbine.

### 6.3.1 Gas-path Model of the Degrading Turbine

GTE operating systems commonly measure and monitor the power ($PW$), the rotational speed ($N$) and the exhaust gas temperature ($EGT$). Once the GTE model is constructed and calibrated with the design parameters ($DP$), $GPP$ can be predicted by the model, given the ambient condition and two of the three mentioned operating parameters [97]. Therefore, for a demanded power $PW$ and controlled rotational speed $N$,

$$[GPP] = F_{GTE}(DP, T_{CI}, P_{CI}, \phi_{CI}, N, PW), \quad (6.24)$$

where, $T_{CI}$, $P_{CI}$ and $\phi_{CI}$ are the total temperature, the total pressure and the relative humidity of the intake air respectively. During the degradation, the actual design parameters of the GTE gradually deviate from the brand-new condition, and affects the GTE output as a result.

In the turbine section of the GTE, the performance map provides the corrected mass flow $W_{T_{cor}}$ and the isentropic efficiency $\eta_T$, given the corrected rotational speed $N_{T_{cor}}$, and the pressure ratio $PR_T$,

$$[N_{T_{cor}}/N_D \times W_{T_{cor}}, \eta_T] = Map_T(N_{T_{cor}}, PR_T), \quad (6.25)$$

where $N_D$ is the rotational speed at the design point. The mass flow of the turbine $W_T$ is then found from the corrected mass flow [175]. By degradation of the turbine components and deviation of the design parameters, the isentropic efficiency of the turbine section decreases and the mass flow increases under the same operating conditions. We define the turbine degradation vector as $[\rho_\eta, \rho_W]$, where $\rho_\eta$ is the fraction of isentropic efficiency decrease, and $\rho_W$ is the fraction of mass flow capacity increase.
\[ \rho \eta = (\eta_T - \eta_{TA})/\eta_T , \quad (6.26) \]
\[ \rho W = (W_{TA} - W_T)/W_T , \quad (6.27) \]

where \( \eta_{TA} \) and \( W_{TA} \) are the actual efficiency and mass flow of the turbine respectively. When the degradation of the turbine is the objective, all design parameters remain unchanged except those in the turbine section, which are represented by the degradation vector \([\rho \eta, \rho W] \), replacing \( DP \) in Equation (6.24). Given the ambient conditions and the operating parameters, \( GPP \) depend on \([\rho \eta, \rho W] \) variations. Alternatively, if two elements of \( GPP \) become available, the two degradation symptoms, i.e.: \( \rho \eta \) and \( \rho W \) can be determined by Equation (6.24). Figure 6.5 shows examples of the predicted \( GPP \) versus \( \rho \eta \) and \( \rho W \), using Equation (6.24) for a typical GTE.

![Figure 6.5](image.png)

Figure 6.5. Variation of typical \( GPP \) vs efficiency decrease \( \rho \eta \) and mass flow increase \( \rho W \). Operating parameters are fixed at \( T_{ci}=15^\circ C, P_{ci}=101 \text{ kPa}, \phi_{ci}=50\%, N=16500 \text{ RPM}, PW=4 \text{ MW} \).

\( EGT \) is always monitored by the GTE operating systems, however, the other parameters are not measured in many GTEs including the one in this research. Instead, some external parameters such as fuel pressure \( (P_F) \) and fuel valve angle \( (VA) \) are accessible with no additional instrumentation. Pressure of the combustion chamber \( (P_{Ch}) \)
affects the pressure of the injected fuel. It can be consequently estimated as a function of the fuel pressure, the fuel flow ($W_F$) and the valve factor represented by $VA$.

$$P_{Ch} = F_{valve}(P_F, W_F, VA).$$  \hspace{1cm} (6.28)

As shown in Figure 6.5, $P_{Ch}$ and $W_F$ are found from Equation (6.24) and add no more unknowns to the equations. As a result, combination of Equations (6.24) and (6.28) reduces to

$$[EGT, P_F] = F_{GTE/valve}([\rho_\eta, \rho_W], [T_{Cl}, P_{Cl}, \phi_{Cl}, N, PW, VA]).$$  \hspace{1cm} (6.29)

Equation (6.29) provides a model-based relation between the system state $[\rho_\eta, \rho_W]$, the input $[T_{Cl}, P_{Cl}, \phi_{Cl}, N, PW, VA]$, and the output $[EGT, P_F]$. Although within the small variations of the state, the outputs exhibit a quasi-linear dependency to the state, it should be noted that the relation between system input and output is nonlinear in the GTEs.

To assess the effectiveness of the developed model, measurements from three-year operation of a single shaft industrial GTE are utilized. The data have been logged once every two hours during an entire period between consecutive overhauls. At each reading, a number of GTE measurements have been logged including the above-mentioned input and output of the system. Figure 6.6 shows selected GTE measurements during the operating period. It should be noted that there are some recoverable performance deterioration mechanisms, such as compressor fouling that create short-term effects in the performance of the GTE. The short-term effects can be removed by washing and cleaning the GTE components. In order to eliminate such effects from the measurements, we collect the data from a five-day time window after each compressor wash. The choice of the window size is the result of a trade-off between gaining more statistical information by enlarging the sample size, and decreasing the fouling effects on the data by shortening the sampling duration [97]. Using the GTE measurements after the compressor washes in Equation (6.29), we calculate the degradation symptoms $[\rho_\eta, \rho_W]$, attributed to the turbine degradation only. Scattered data points in Figure 6.7 correspond to the calculated $\rho_\eta$ and $\rho_W$ within 60 measurements steps after each wash. Throughout the operating period, an overall increase is observable for both of the degradation symptoms. Local fluctuations of the symptoms are attributed only to the measurement noise of the input.
and the output, because the five-day sampling duration is too short to affect the long-term performance of the turbine. Measurement noise is uncharacterized in this setting; however, the distribution of the degradation symptoms can be estimated by the empirical joint probability distribution function (pdf) of $[\rho_\eta, \rho_W]$. Figure 6.8 shows the joint distribution of the symptoms, induced by the measurement noise, in three selected sampling time-steps.
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**Figure 6.6.** Measured operating parameters of the GTE: (a) Power, (b) EGT, and (c) fuel pressure.

![Figure 6.7](image_url2)

**Figure 6.7.** Variation of the turbine degradation symptoms during the operation, and corresponding prediction models: (a) $\rho_\eta$ symptom, and (b) $\rho_W$ symptom.
The joint distribution of the degradation symptoms at each sampling time-step shows a large dependency between the sampled data, which is also non-Gaussian.

![Figure 6.8](image_url)

Figure 6.8. Degradation symptoms, sampled at time-step 1, 10 and 15; (a) distribution of $[\rho, \rho_W]$ in each sampling time-step, (b) Joint pdf of $[\rho, \rho_W]$ at each sampling time-step.

### 6.3.2 Turbine Degradation Prediction Model

Several research works have investigated the relation between fault modes and consequent degradation symptoms of the turbines [168-171], whereas fewer works have
studied the growth of the degradation symptoms over time [1]. Beside the effect of time, it is expected to experience faster degradation under higher levels of the GTE power, which lead to harsher operating condition for the components. To examine the trend of the degradation symptoms, we assume the median of the data in each sample set as the representative of the central tendency of the corresponding set [150]. Figure 6.7 shows a periodic fluctuation in the growth rate of representative \( \rho_\eta \) and \( \rho_W \), e.g., from hour 8600 to 12500, the symptoms do not change much, whereas from hour 12500 to 18500, they tangibly increase. A comparison with Figure 6.6(a) suggests the degradation rates of the symptoms are correlated with the GTE power level, i.e., the symptoms grow faster when the power is high. This is basically attributed to the increase in firing temperature required for higher power. As a result, a candidate state evolution model should take into account the following considerations:

i. Both the time and the operating power contribute to the growth of the symptoms.

ii. Since the symptoms are caused by non-recoverable faults, the potential model should be monotonically increasing.

iii. The degradation nearly plateaus when the power falls below some partial load levels.

iv. The overall growth rate of the symptoms increases over time.

To address the stated considerations, we introduce the following model:

\[
\frac{d\rho_\eta}{dt} = \psi e^{\lambda t},
\]

(6.30)

Where \( \lambda \) is a constant coefficient and \( \psi \) is a logistic function of the power with constant parameters \( L, \alpha \) and \( PW_0 \).

\[
\psi = \frac{L}{(1 + e^{-\alpha(PW(t) - PW_0)})}.
\]

(6.31)

Function \( \psi \) maintains the consideration iii and the exponential part satisfies the condition iv. Integrating Equation (6.30) over the discrete steps with \( dt \) duration results in

\[
\rho_{\eta|k} = \rho_0 + \sum_{i=1}^{k} [L e^{\lambda dt} (1 + e^{-\alpha(PW_i - PW_0)})].
\]

(6.32)

There will be a similar model for \( \rho_W \) prediction with corresponding parameters. The parameters can be found by best-fitting the model on the representative data, i.e., median of the bins. Table 6.4 gives the optimum model parameters for the two symptoms, and the model prediction results are shown as curves in Figure 6.7. At each sampling time-step \( k \),
there is an error due to the mismatch of the model prediction and the representative data \( \rho_{\eta k}^* \).

\[ \varepsilon_{\eta k} = \rho_{\eta l_k} - \rho_{\eta k}. \]  \hspace{1cm} (6.33)

Using Equation (6.32) for stepwise prediction results in modeling error \( \tau_k = [\tau_{\eta_k}, \tau_{W_k}] \),

\[ \rho_{\eta k} = \rho_{\eta k-1} + \sum_{l=t_{k-1}+1}^{t_k} [L e^{\lambda dt} l dt / (1 + e^{-\alpha(PW_l-PW_0)})] + \tau_{\eta k}. \]  \hspace{1cm} (6.34)

Therefore,

\[ \tau_{\eta k} = \varepsilon_{\eta k} - \varepsilon_{\eta k-1}, \]  \hspace{1cm} (6.35)

and similarly,

\[ \tau_{W_k} = \varepsilon_{W k} - \varepsilon_{W k-1}. \]  \hspace{1cm} (6.36)

As a result, modeling uncertainty can be represented by the empirical joint distribution of the errors over \( n \) samples,

\[ f_r(\tau) \approx \sum_{k=1}^{n} K_h(\tau - \tau_k). \]  \hspace{1cm} (6.37)

The resulting joint pdf is shown in Figure 6.9.

| Table 6.4. Prediction model parameters for \( \rho_\eta \) and \( \rho_W \) |
|-----------------|------|-------|-------|-------|------|
| \( L \)     | \( \alpha \) | \( PW_0 \) | \( \rho_0 \) | \( \lambda \) |
| \( \rho_\eta \) | 4.8852 E-7 | 0.0504 | 3231  | 0.5573 E-2 | 1.0532 E-4 |
| \( \rho_W \)  | 7.8320 E-7 | 0.0500 | 3709  | -0.4089 E-2| 1.0527 E-4 |
6.3.3 Degradation state estimation

Based on the results for the measurement model in 6.3.1, and the state evolution model developed in 6.3.2, one should consider the following conditions for state estimation problem of turbine degradation symptoms:

- Both the measurement model and the state evolution model are nonlinear.
- Measurement noise and state evolution modeling uncertainty are represented by sample measurements/errors. The corresponding distributions are correlated and non-Gaussian in either case.

The conditions imply that classic state estimation techniques such as Kalman filter (KF) shall not be expected to yield accurate results. The developed RPF-NSI framework in section 6.2 showed reliable performance for such systems, and therefore, we obtain that framework for turbine degradation state estimation in this section.

We notice that the measurement noise is unknown for both the input $[T_{ci}, P_{ci}, \phi_{ci}, N, PW, VA]$ and the output $[EGT, P_F]$. Redundant measurements are utilized instead to characterize the likelihood in Equation (6.13), where

$$f_{y,u}(y_k, u_k|x_k^i) = f_x(x_k^i|y_k, u_k) f_{y,u}(y_k, u_k)/f_x(x_k^i), \quad (6.38)$$

and $f_{y,u}(y_k, u_k) = \int f_{y,u}(y_k, u_k|x_k^i) f_x(x_k^i) \, dx_k^i$ is independent from the choice of particle $x_k^i$. At the same time, the particles are resampled from the prior density and they are equally likely. Consequently,
\[ \omega_k^i \propto \omega_{k-1}^i f(x_k^i | y_k, u_k) \]
\[ \propto \omega_{k-1}^i \sum_{j=1}^{s} K_n (x_k^i - x_k^j). \]  \hspace{1cm} (6.39)

where \( x_k^j \) satisfies the deterministic part of the measurement model for \( s \) redundant measurements (\( j = 1:s \)),
\[ y_k^j = G(x_k^j, u_k). \]  \hspace{1cm} (6.40)

Equations (6.34) and (6.37) constitute the state evolution model, and Equation (6.39) updates the particle weights, where \( x_k^i = [\rho_{\eta k}^i, \rho_{W k}^i] \) are the particles.

Figure 6.10 shows 20 prediction trajectories by RPF (green lines) and the expected estimations over 50 runs for both RPF and APF techniques using 100 particles. There is no information available about the actual degradation of the turbine in the study, and the accuracy of the employed techniques cannot be evaluated from this prospect. The repeatability of the results is also comparable, i.e., the standard deviation of the results for both techniques is \( \sim 2 \times 10^{-3} \) for \( \rho_{\eta} \) and \( \rho_{W} \).

![Figure 6.10](image)

Figure 6.10. State estimation results by RPF (blue) and APF (red) using 100 particles: (a) \( \rho_{\eta} \) symptom, and (b) \( \rho_{W} \) symptom.

To compare the performance of the techniques in this setting, we take into account the
non-recoverable nature of the turbine degradation phenomena. At sampling time-step 12, APF estimation shows a decline in both symptoms, and at sampling time-step 14 it shows another decline for \( \rho_W \) symptom. With RPF, we observe much smaller declines in the mentioned sampling time-steps. As a result, the estimation of RPF shows a better agreement with the expert knowledge. The reason APF results in such fluctuations can be explained by the distribution of the calculated symptoms, based on the redundant measurements. As we see in Figure 6.7., the tendency of the calculated symptoms moves downward at sampling time-steps 12 for both of the symptoms, and at sampling time-step 14 for \( \rho_W \) symptom. RPF samples the particles with larger measurement likelihood in the upcoming steps. Therefore, the selected particles are more likely to land in the states, where the measurements dictate. Consequently, the resulting estimation is more influenced by the fluctuation of the measurements, as we see in Figure 6.10. for APF. In this setting, the estimation results by RPF acceptably comply with the reported literature [142, 156] and show a promising performance with the turbine degradation under stochastic input.

### 6.4 Summary

In this chapter, the PF scheme was extended to nonlinear/non-Gaussian dynamical systems, receiving noisy inputs. The measurements on the system and the state evolution model have non-parametrized noise structures, and the lengths of the time-steps are non-uniform. To examine the performance of the developed framework on multivariate systems, the well-known UNGM was extended to complex space as a BNGM with non-uniform time-steps. The simulation results showed a superior performance when RPF scheme was employed, compared to the performance of APF.

Three-year records of GTE operating data were utilized to examine the performance of the developed framework in the next step. A thermodynamic model of the gas-path and an empirical model for the fuel valve were developed to establish the measurement model of the GTE, in which the measurable input / output were attributed to the turbine degradation symptoms as the state of the system. To predict the evolved state in the next time-step, a novel prediction model was introduced for time-based performance deterioration of the turbine, considering the power level. Based on the background
knowledge on the long-term degradation of the turbine, it was concluded that the performance of the developed framework is superior with RPF compared to APF.
Chapter 7: Contributions, Conclusions and Recommendations

This chapter summarizes the contributions and conclusions of the preceding chapters to show how they coherently address the stated objectives of the work. Recommendations for future research work are provided subsequently.

7.1 Contributions and Impacts

In this research, four novel unified performance indicators based on heat balance model of single shaft GTEs were developed for performance monitoring. Proposed indicators can monitor overall GTE performance deterioration, including short-term and long-term deterioration trends. Using only the limited measurements from a GTE operating system, the developed indicators provide valuable information on health state of the GTE at system level and help the users optimize maintenance service scheduling.

Performance monitoring of GTE was improved by inclusion of humidity effects in GTE thermodynamic model. Local noise of the performance indicators was reduced and the corresponding prediction model showed an improved performance.

Sequential Monte Carlo state estimation method was extended to nonlinear/non-Gaussian systems with statistically unknown noise structure and non-uniform time steps. The contribution enables the researchers to apply Particle Filter framework for state estimation of autonomous dynamical systems, where the noise characteristic of the measurement system is unknown.

Effect of humidity condensation on the trend of GTE compressor fouling was identified and a prediction model based on ANFIS structure was developed for GTE recoverable performance prediction. The results enable GTE operating companies to predict future fouling condition of the compressors and plan for maintenance services, using the GTE operating past data.

Particle Filters did not have capability to manage noisy inputs received by a dynamical system. In this work, sequential Monte Carlo method was developed for state estimation in the general class of non-autonomous dynamical systems with noisy inputs and outputs. The developed framework can be applied for state estimation of dynamical systems in
various disciplines.

A bivariate non-stationary growth model was proposed to assess state estimation techniques with two-dimensional state and measurement vectors. The proposed model can be employed as a benchmark to verify effectiveness of any state estimation technique developed for dynamical systems.

A novel logistic-exponential growth model was proposed for turbine degradation symptoms, i.e., efficiency decrease and mass flow increase. The proposed model was verified on three-year operating data of a GTE and the results were in good agreement with the expert knowledge of the field. This model can be much helpful for the users, to predict long-term degradation in GTE hot sections.

7.2 Summary and Conclusions

In Chapter 2, a physics-based model for single shaft GTE was developed to take into account the operating conditions and calculate the gas path parameters using the limited measurements from the GTE operating system. The model was calibrated with the parameters of a brand-new GTE, and then it was utilized to calculate the expected baseline values for the $EGT$ and the power of the GTE. Consequently, based on the deviation of the measurements from the respective baseline values, two performance indicators were proposed for monitoring the GTE performance. The indicators have explicit physical meanings, i.e., the heat loss index gives a measure of the extra heat wasted due to a hotter exhaust gas, and the power deficit index provides a scale for the lost power due to the GTE performance deterioration.

Investigation with experimental data from an industrial GTE showed that the developed indicators clearly revealed both the short-term and the long-term regimes of the GTE performance deterioration, caused by recoverable and non-recoverable degradations. The advantage with the developed indicators is that they are independent from the operating points and the ambient conditions. At the same time, they only utilize the limited operating data measured from the GTE operating system and need no additional sensors for data acquisition.

In Chapter 3, an enhanced thermodynamic model was developed to simulate the operating conditions of a single shaft GTE, considering the effects of humidity in the
intake air. Another thermodynamic model was developed to find the moisture content of the GTE intake air added by the inlet air cooler. A new physics-based performance indicator, i.e. excess heat ratio was introduced for GTE performance monitoring, using the measurements from the operating system. The indicator was defined as the normalized difference between the actual enthalpy and the expected enthalpy of the exhaust gas, predicted for the brand-new GTE condition. A comparative study was performed on the performance of the indicator in two conditions; at first, the indicator was developed based on the primary model of the GTE, and then it was recalculated utilizing the enhanced GTE model. Numerical investigation using three-year operating records of an industrial GTE showed the following results: 1) the difference between the resulting indicators from two models showed a clear correlation with the moisture content in the ambient air. It indicates that inclusion of the humidity effects in GTE modeling provides more accurate results for the performance indicator, and 2) an exponential function was used to fit prediction models on the indicator signal. The comparison of the results suggested a better predictability for the case where the enhanced GTE model was employed.

A system identification strategy was set forth in Chapter 4 to quantify a degradation symptom of the turbine, i.e., the percentage of isentropic efficiency loss. In order to eliminate the effects of the compressor fouling, the data were collected from the first operating days after each compressor wash. The mentioned isentropic efficiency loss of the turbine was found at each step such that the GTE thermodynamic model could match the observed long-term performance deterioration of the GTE. To optimally estimate the variations of the isentropic efficiency loss of the turbine, a data-model fusion framework was developed based on RAPF technique with regards to the following conditions: 1) GTE compressors are usually washed in non-even periods, 2) the GTE gas-path model and the turbine degradation phenomenon are both nonlinear, and 3) the measurement signals have statistically unknown noise structure. Effectiveness of the developed framework was examined first on a benchmark univariate nonstationary growth model with known internal states, and then on the operating data of a GTE. In both cases, the developed framework showed a superior performance in accuracy and repeatability, compared to another framework, which was constructed using RPF technique.
The developed framework extended the application of RAPF technique to non-uniform time steps and nonparametric noise structure. It showed promising results when applied for degradation state estimation in hot section of the GTE, using only the limited measurements from the GTE operating system.

In Chapter 5, short-term performance deterioration in the GTE was studied with respect to the corresponding effective factors in the ambient and the operating conditions. Performance deterioration in the GTE was quantified using two physics-based performance indicators developed in Chapters 3 and 4, and the corresponding signals were filtered with a PF-based data-model fusion filter for noise removal. It was known from the literature that three effective factors in the short-term performance deterioration are the GTE power, the intake mass flow and the rate of humidity condensation at the inlet of the compressor. Power is always available directly from the GTE operating system, and the intake mass flow can be predicted by the physics-based GTE model. To calculate the rate of humidity condensation, GTE operating data and the dimensions of the compressor inlet duct were utilized in a heat balance model. To establish a functional relation between the effective factors and the performance indicators, different combinations of the inputs and outputs were used to train the ANFIS model. The trained models for both performance indicators were then run under controlled operating scenarios. The resulting simulations clearly revealed the GTE deterioration behavior was influenced by the mentioned ambient and the operating conditions. Compared to $ER$ index, $EH$ showed a better performance in that, the resulting simulation profiles could clearly be explained by physics of the fouling phenomena. The rate of humidity condensation showed a complex effect in the short-term performance deterioration, i.e., depending on the magnitude of the humidity condensation rate, it sometimes deteriorated and sometimes improved the trend of performance variation. The slowest performance deterioration was observed with the dry air. With the increment of the humidity condensation rate, performance deterioration accelerated in the beginning and slowed down eventually. The highest rate for the performance deterioration was observed when the humidity condensation rate reached to $\sim 0.9\%$ of the intake mass flow. After this level, the increase of the humidity condensation rate led to slower performance deterioration and an inverse regime that could be described by self-cleaning phenomenon.
The developed technique was able to predict the short-term performance variations using the ambient and the operating records. It could also find the optimum humidity condensation rate, which can be maintained by the inlet cooler, in order to reach to self-cleaning condition for the compressor.

In Chapter 6, the PF scheme was extended to the general class of nonlinear/non-Gaussian dynamical systems, with noisy inputs. Noise structures in the measurement signals and the state evolution model were statistically unknown, and the time-steps had un-even length. To evaluate the performance of the developed framework for multivariate systems, the well-known UNGM was extended to complex space as a BNGM with non-uniform time-steps. Instead of statistical parameters, the noise structure of BNGM was represented by sample sets, drawn from arbitrary joint distributions. The simulation results showed a superior performance when RPF scheme was employed, compared to the performance of APF, i.e., root mean squares error for RPF was smaller than APF by 17% for UNGM and 30% for BNGM.

In the next step, to examine the performance of the developed framework on experimental data, three-year operating data of a GTE were utilized. At first, a thermodynamic model of the gas-path and an empirical model for the fuel valve were developed to serve as the GTE measurement model. The degradation symptoms of the turbine were assumed the state of the system, and the measurable input and output of the system were attributed to the state. To predict the evolving state for the next time-step, a novel time-based model was introduced to predict performance deterioration of the turbine, where the system input, i.e. the GTE power was taken into account. Since the measurement noise was statistically unknown, a methodology was proposed to estimate the likelihood for updating the particle weights in the recursive state estimation. With regards to the background knowledge on the turbine degradation symptoms, state estimation results were superior with the framework using RPF compared to APF. The framework showed promising performance in simultaneous estimation of the symptoms under noisy measurement of the input / output.

7.3 Recommendations for Future Work

In addition to the work covered in this thesis, there are some areas to be covered by
future research to enhance the achievements and to expand the acquired knowledge on the overall objectives of this thesis.

- The physics-based models developed and enhanced in Chapters 2 and 3 were based on single shaft GTE configuration, however the approach is not limited to this case and the developed performance indicators can similarly be used for two shaft and three shaft GTEs.

- The physics-based modeling approach showed promising result in calculating baseline values for anomaly detection. In many GTEs, more parameters such as compressor discharge pressure and temperature are measured by the operating system. The same physics-based approach can be used to predict the baselines for such parameters and respectively define performance indicators to evaluate GTE performance.

- Effects of available ambient and operating conditions on short-term performance deterioration of the GTE were studied in Chapter 5. There are more factors influencing on the fouling phenomenon such as the type and the size of the particulate matter. Upon availability of atmospheric pollution data, compressor fouling can more extensively be investigated with respect to every effective factor.

- Apart from GTEs, compressors are used in various industries. Fouling in a compressor has direct effects on its performance map. Deviation of the compressor map from the clean condition can be studied to establish time-based functions to predict the symptoms of performance deterioration in individual compressors.

- The developed techniques in Chapters 4 and 6 can estimate the turbine degradation symptoms using GTE measurements. A further step can be taken from estimation of the symptoms to identification of the fault modes, e.g. tip clearance and surface roughness increase.

- To evaluate robustness of the proposed degradation model in Chapter 6 to missing of training data, an empirical study to be performed and sensitivity of the model to be investigated.

- The developed state estimation framework in Chapter 6 to be applied and examined for other NSI systems and applications, such as degradation state estimation in gearboxes and batteries, and simultaneous localization and mapping (SLAM).
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