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Abstract

User requirements were gathered from home care clinicians to understand what parameters are critical in monitoring the health of home care clients. Once solicited, the most appropriate graphical user interface (GUI) features were determined in order to conduct a usability test and qualitative analysis of two GUI prototypes. A few key findings include the need to display data trends, client personal targets and alerts for emergent situations.

Visual data mining combines data visualization and data mining. Therefore, in order to populate the GUI with home care clients’ data and support decision making, data mining was also explored. Two data mining techniques, a segmentation algorithm and a feed-forward neural network, were evaluated for their ability to detect trends from simulated data. Results indicate that the segmentation algorithm is more accurate with the given data sets but the network is more robust with varying levels of noise.
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Chapter 1

Introduction

1.1 Motivation

With increasing numbers of elderly putting pressure on health institutions, the need for new and innovative solutions for safe home health care has become imperative. For elderly clients who select this type of care, accurate techniques of monitoring and displaying their identified or developing health problems are crucial. Efficient and effective information transfer of changes in habits as well as abnormal events of the elderly client to their home care clinicians allows for an earlier response to a potential crisis and/or preventive actions to be taken.

Home care clients can be monitored by unobtrusive sensors placed in their homes. These sensors can relay key information regarding the health of the client to home care clinicians for them to review and use as a decision support tool. The health information collected by these ‘smart’ sensors can be displayed on a graphical user interface (GUI) in order to supply current and continual information. Examples of smart sensors or smart monitoring technologies include: magnetic switches and motion, temperature, toilet flush, light and fridge door sensors, and pressure sensor mats, which can be placed in such areas as the bed, floor, bath, or chair.
Displaying key health information on a GUI is an improvement over traditional paper charting as the data collected by the smart sensors allows for constant monitoring of home care clients. However, continual raw health data fed to clinicians is not useful. Data mining and an effective visual data display are required to meet the goal of highlighting useful information to support decision making by the clinicians. Specifically, there is a need to examine the appropriate visual data display features and to determine appropriate data mining techniques to provide data for the GUI. In addition, determining suitable data mining techniques will help prevent the subjectivity of visual inspection and provide simpler and relevant data trends for the clinicians.

1.2 Problem Statement
In the context of home health care, data mining techniques, which provide relevant data trends for decision support at point-of-care, have yet to be sufficiently addressed. "Point-of-care" refers to the location of being at or near the site of a client. Additionally, effective visualization techniques for clinical decision support systems are being pursued by a number of researchers but have not been substantially evaluated in home care.

This thesis focuses on home care clinician’s user requirements for data visualization and data mining techniques that are most suitable for monitoring home care clients to produce relevant data trends.

Furthermore, this thesis analyzes the data mining techniques for their accuracy in detecting trends when various noise levels are applied to different data trends types and suggests means of establishing the parameter values needed for the techniques.

1.3 Objectives and Scope
The following statements outline the scope of this thesis:
• This thesis focused on utilizing bed pressure sensor mat technology as an example for data visualization and data mining techniques and also extrapolates to more general applications.

• The target primary user groups were guided by the organizations listed below and include: home care nurses, physiotherapists, occupational therapists, and case managers. There are other primary user groups involved in home care but for the purposes and scope of this work, were not involved.

• The types of technologies considered for the interface and usability testing were guided by the current research of Wilfrid Laurier University and Carleton University. Specifically, the technologies include Wilfrid Laurier University’s GPS-supporting monitoring system to track clients’ daily activities and health conditions and Carleton University’s unobtrusive smart home technology sensors, such as a bed pressure sensitive mat.

The following objectives have been identified:

• Examine and compare machine learning techniques, a segmentation algorithm and a neural network, for trend detection;

• Determine a means for establishing the values of the segmentation algorithm’s and neural network’s parameters;

• Determine home care clinicians’ preferences and expectations in respect of a decision support system’s user interfaces;

• Propose visualization and interaction methods of a decision support system’s graphical user interfaces displaying health information for smart home clients; and

• Evaluate prototype interfaces of the decision-support system.
The team involved in various components of the research in this dissertation was a multidisciplinary team drawing from systems and computer engineering, biomedical engineering, psychology, geography, and nursing. Specifically, the institutions that are a part of some of this research include: the Faculty of Engineering and Design at Carleton University, the Lawrence S. Bloomberg Faculty of Nursing at the University of Toronto, and the Department of Geography and Environmental Studies at Wilfrid Laurier University. The organizations involved include: Saint Elizabeth Health Care, SCO Health Services, Nortel, HInext and Research in Motion. The members from these institutions and organizations are referred to as the 'research group' in parts of Chapter 2 and 3.

The techniques presented herein for analysis of home care client data are technology independent. Experimental data was generated and modeled after data that can be obtained from a Kinotex pressure sensors mat, generously donated by Tactex Controls Inc.

1.4 Thesis Contributions
The following is a list of contributions that were made during research for this thesis.

- A qualitative and quantitative comparison between a segmentation algorithm and a feed-forward neural network for trend detection using noisy data was conducted.

- In order to produce optimal results for a variety of data trend types, a process for establishing values of the segmentation algorithm’s and neural network’s parameters is proposed.

- To identify user needs and establish requirements for a decision support system, a variety of home care primary end user groups participated in focus groups. A conference presentation detailing the methods and results was accepted and
presented at the 2009 Canadian Nursing Informatics Association in Mississauga, Ontario, November 2009 [1]. Additional results regarding concept development and prototype testing were accepted and presented as podium presentations at the 23rd Annual Research Conference in London, Ontario, April 2010 [2] and the 4th National Community Health Nurses Conference in Toronto, Ontario, June 2010 [3].

- Graphical user interface usability tests with the primary end user groups were conducted as related to integrated data gathered from a bed mat pressure sensor mat and GPS-supporting monitoring system. A poster presentation regarding the method, qualitative analysis, and identified data visualization techniques that are suitable for monitoring home care clients was accepted and presented at the e-Health 2010 conference in Vancouver, British Columbia, June 2010 [4].

- Additional data visualization techniques extrapolated to a GPS-monitoring system were established. A poster presentation displaying the suggestions and possible system architecture for an automated monitoring system was accepted to the e-Health 2010 conference in Vancouver, British Columbia, June 2010 [5].

- The development process of a prototype web-based platform for presenting bio-mobility data to health care workers and integrating it with best practice guidelines in order to facilitate evidenced-based practice at the point-of-care was proposed. A poster presentation demonstrating the concept and methodology was accepted to the e-Health 2010 conference in Vancouver, British Columbia, June 2010 [6].
1.5 Thesis Outline

Chapter 2 provides a literature review of remote patient monitoring, user interface design, and decision support systems. It specifically introduces the pressure sensor mat that will be used in examples throughout the dissertation, user interface design approaches for remote monitoring, and the trend detection techniques used in later chapters.

Chapter 3 identifies home care clinicians needs and establishes requirements for a decision support system. Specifically, the chapter provides user and function analyses, outlines the usability goals, and describes the design process and rationale of the interface of the system.

Chapter 4 discusses the process of preparing for a usability test of the two graphical user interface prototypes designed in the previous chapter. It also identifies the evaluation objectives, describes the methods of analyzing the results, and presents the findings of the test.

Chapter 5 describes example clinical cases in which features of a home care client’s data must be detected. It introduces specific trends that exist in data and presents two different types of data mining techniques: a segmentation algorithm and a feed-forward neural network. Each of these techniques are analyzed for their accuracy in detecting underlying trends in noisy data and a process is introduced for establishing values of their parameters.

Chapter 6 presents the thesis conclusions which include a summary of the results and a list of recommendations for future work.

References and appendices containing additional use cases from Chapter 4 and results from Chapter 5 are located in Appendices A–F.
Chapter 2

Background Review

This chapter presents background information regarding the domain of remote patient monitoring, remote patient monitoring technologies, pertinent literature regarding human factors and user interface design, and data mining techniques used in clinical decision support systems.

2.1 Domain of Remote Patient Monitoring

There are two notable trends in Canada’s demographics. The first is that life expectancy has increased steadily during the twentieth century and the second is the proportion of elderly people has grown [7]. Both of these compelling trends must be addressed in health care planning as it is essential that older adults who want to live independently in their homes as they age can be effectively supported by the health care community. In 2009/10, approximately 603,000 people in Ontario received home care funded by the Ministry of Health and Long Term-Care [8]. It has also been shown that the majority, about two-thirds [9], of individuals currently receiving home care support, are elderly and live alone [10].

For the elderly, independent lifestyle comes with risks. These risks can be additionally complicated by chronic illness and immobility, cognitive and sensory
impairments [11]. Other risks arise from the intermittent care of the elderly at home as
health care providers are only able to visit each client’s home for a short time. On
average, each visit is about 45 minutes long and visits only occur a few times a week [12].

Replacing a clinical environment with a home environment could greatly reduce
the increasing pressure on health care providers. However, in this case, there becomes a
need for adequate remote data collection for the health care provider. A great amount of
medical data can be collected remotely by low-cost sensors. Once the large datasets
collected by the sensors are correctly processed to obtain relevant data and presented in a
manner that is useful and clear, the data can provide an ongoing history of the home care
client to the appropriate clinician. This type of real-time monitoring would also offer care
providers alerts to problems of the client’s current condition and allow the client to
remain in the comfort and familiarity of their own home [13].

Homes installed with various digitally controlled, interconnected systems are
referred to as ‘smart homes’ [14]. The smart residence is equipped with technology that
improves the safety of home care clients and monitors the condition of their health. As
such, any chosen devices or sensors installed into the residence should address the clients’
functional limitations and their social and health care needs [11]. In the case of this
research, the chosen device will be discussed in sub-section 2.1.2.

There are a number of academic institutions and organizations that are currently
researching new approaches to monitoring clients remotely. An example is Continua
Health Alliance. The Alliance is an organization that consists of multiple company
collaborations in technology, medical device, and health and fitness. Some companies
within the Alliance include IBM, iMetrikus, Intel, Medtronic, Philips and Sprint. A few
examples of the personal remote monitoring devices and services explored by the Alliance include blood glucose tests, blood pressure monitors, pulse oximeters, other basic vital sign monitors, motion sensors, medication reminders, and emergency response services [15].

2.1.1 Introduction to Unobtrusive Smart Home Technologies

There are many unobtrusive technologies that can support remote patient monitoring and most cannot only be implemented in the home but also in other environments such as hospitals and nursing homes.

Ambient sensors tested in an eldercare facility by Demiris et al. [16] included bed pressure sensors (which will be discussed in detail in the following section), gait sensors (pressure mats), video cameras and stove sensors.

As detailed by Scanaill et al. [17], sensors employed in health smart homes can include pressure sensors, pressure mats, smart tiles, passive infrared sensors, sound sensors, magnetic switches, active infrared sensors, and optical/ultrasonic systems.

Virone et al. [18] describes a medical sensor network system with some wearable sensors and some placed inside the living space. A variety of sensors and devices are used in the architecture such as: activity sensors, physiological sensors, environmental sensor, pressure sensor, RFID tags, pollutions sensors, and a floor sensor.

A review of assistive technology in elderly care by Miskelly [19] outlines a number a recent developments in new technology. The technologies include: community alarms, video monitoring, health monitors worn on the wrist, fall detectors worn around the waist, hip protectors, pressure mats, door alerts, infra-red movement detectors, dawn/
dusk lights, smokes and fire alarms, cooker controls, electronic calendars, and speaking clocks.

Carleton University is a partner in a smart home project called Technology Assisted Friendly Environment for the Third Age (TAFETA) which is located at the Élisabeth Bruyère Hospital in Ottawa, Canada. The prototype apartment is currently equipped with a number of smart home sensors and sensors undergoing experimentation in the Digital Signal Processing lab at Carleton University. As detailed by Arcelus et al. [20], these sensors include magnetic switches, thermistors, accelerometers, radio frequency identifications, infrared motions sensors, microphone arrays, smart grab bars, pressure sensitive mats, and electronic noses.

2.1.2 Current Bed Pressure Sensor Mat Technologies

As introduced above, there are a number of emerging technologies used for non-invasive monitoring of human activity during sleep. The use of load cells or force sensors for this type of monitoring is the most common approach and have been employed by several researchers [21], [22] some of which are outlined below.

Virone et al. [18] outlines one such pressure sensor that uses an air bladder strip located on the bed in order to measure the breathing rate, heart rate and agitation of a patient. Also measuring similar parameters is a SleepSmart device by Loos et al. [23] which is a multi-sensor mattress pad controlled by software to detect heart rate, breathing rate, body orientation and index of restlessness. The mattress pad is composed of 54 force sensitive resistors and 54 resistive temperature devices. Another force sensor is a robotic bed presented by Nishida et al. [24]. It is equipped with 221 pressure sensors has been used to monitoring respiration and body position.
There have also been many pad-based solutions proposed [25]. The static charge sensitive bed has been used for monitoring motor activity by several authors [26]-[28]. The bed is composed of “two metal plates with a wooden plate in the middle that must be placed under a special foam plastic mattress, which operates like a capacitor” [25].

TigerPlace, an independent senior housing that helps residents age in place, currently uses bed sensors to monitor the residents. The bed sensor is a padded pneumatic strip that lies on top of the bed mattress and under the linens. It is used to detect presence in bed and measure restlessness, qualitative breathing and pulse as a person sleeps [29].

Another sensing technique for body movement in bed is optical fibres and conductive fibres. A body movement monitoring system using optical fibres was proposed by Tamura et al. [30] and Spillman et al. [31] and one which uses conductive fibre sensors to detect body position, respiration, and heart rate was designed by Kimura et al. [32].

For the purpose of this research, the type of sensors used are those composed of pressure sensor arrays which can measure the force applied at a number of sensing points. The bed occupancy sensor from Tactex Controls Inc. has 24 pressure sensor in a $3 \times 8$ grid configuration and occupies $24 \text{ cm} \times 90 \text{ cm}$ with sensor elements spaced $10 \text{ cm}$ apart. The data collected from these sensors allow for the creation of pressure images and videos and is placed between the top and bottom mattresses [13].
2.2 User Interface Design

2.2.1 Introduction to the Human Factors Approach

As adopted by the International Ergonomics Association [33], the definition of the field of human factors is

the scientific discipline concerned with the understanding of interactions among humans and other elements of a system, and the profession that applies theory, principles, data, and other methods to design in order to optimize human well-being and overall system performance.

Applying a human factors approach to the design process of a decision support system has three aims: to assure that the proposed system enhances the current practices of monitoring clients in their homes, to increase safety of the clients, and to increase both homecare clinicians’ and clients’ satisfaction [34]. A decision support system is a computer application designed to support decision making activities. It has also been shown that presenting patient-specific recommendations through the use of a clinical decision support system, in a way that can save clinician time, produces highly effective, sustainable tools for altering the behaviour of clinicians [35]. More details regarding this type of decision support system can be found in section 2.2.

There are several approaches in the human factors cycle that help to satisfy the three goals listed above. The human factors cycle can be represented by the human operator (brain and body), the system that the individual is interacting with, and the research team (see Figure 2.1). If a human factors solution is required because of a problem or deficiency (e.g. accident or incident) in the human-system interaction, the
cycle begins at Point A. If adequate human factors are desired at the beginning of a
design cycle, the cycle begins at Point B.

![Diagram of the cycle of human factors](image)

Figure 2.1 The cycle of human factors (adapted from [34])

The first step in the cycle is to identify problems and deficiencies in a human-
system interaction of a current system. The entry point of this cycle is at Point (A) in
Figure 2.1. Once these have been identified, there are five different approaches which
may be taken in order to implement a solution. These approaches include: equipment
design, task design, environmental design, training, and selection. Entering the cycle at
Point (A) of the cycle is for fixing existing problems.

Entering the cycle at the second step (i.e. Point (B) in Figure 2.1) and designing
systems which are effective from the initial stages of product design, is just as relevant as
the first method. Entering the cycle at this point helps to prevent human factors
deficiencies before they affect the system design [34].

The organization from which clinicians were recruited for this research currently
supports independent living elderly clients through intermittent home visits by a home
care clinician. During these visits, the home care clinician assesses a client by charting observations on paper. A problem associated with this system includes the feeling of isolation from both clients and health care providers because the visit is only one 'snapshot' of the client and may not give a good overall continual assessment of health. This may be attributed to the challenges of health service delivery and Canada’s increasing home care expenditures due to a changing demographic [36].

From a client’s perspective, a remote monitoring system may ease the feeling of isolation due to the ability to monitor their mobile and cognitive function continuously, provided a clinician checks in with them every so often. Therefore, cost effective solutions need to be implemented in order to manage both the increasing costs and the social challenges of providing health care to an aging population who want to live at home independently.

Given that this research is proposing to design a new system, namely one that will monitor these clients remotely by means of novel smart home technologies, the entry point of the cycle is at Point (B) in Figure 2.1.

The methodological principle of the field of human factors, which encompasses all the methods and techniques discussed above, is to center the design process around the user. This process is termed “user-centered design.” In order to assure that research follows this principle, user needs must be determined sufficiently and the users must be involved at all stages of the design process [37].

For this research, the home care clinicians task performance must be examined, their needs, preferences, insights and design ideas obtained, and their response to design
solutions requested. Executing these steps assures that the design satisfies the user’s needs rather than forcing the user to adapt to a system [34].

The other rationale for developing an understanding of real-life point-of-care scenarios is to assure that the system addresses appropriate “use cases”. A use case is a situation where the system could aid in facilitating a patient care decision. Determining information flow drawn from the scenarios will also address use cases [34]. The smart monitoring technologies could be used to assist in diagnosing a health concern, educate clients, monitor mobility, determine compliance with treatment directives, promote client self-care, or to monitor recovery.

Evaluating the usability and safety of the system in a simulation laboratory setting is also an important step in ensuring a successful solution. A laboratory setting will help minimize exposing home care clients or clinicians to potential risks in a live home environment.

A user-centered design process is the primary problem solving method of a usability engineer. Four common approaches of usability engineering for software design have been outlined by Neilson [38]. These include the following:

- *Early focus* on the user and tasks,
- *Empirical measurement* using questionnaires, usability studies, and usage studies focusing on quantitative performance data,
- *Iterative design* using prototypes, where rapid changes are made to the interface design, and;
- *Participatory design*, where users are directly involved as part of the design team.
All four approaches will be followed in order to determine the final solution of this research. Details of these steps can be found in Chapter 3 and 4.

2.2.2 Current User Interface Design Approaches for Home Care Monitoring

Electronic health records (EHRs) which contain clinical decision support systems as well as a plethora of electronic health information, have had slower adoption rates than expected. Aside from initial cost and lost productivity during implementation, there exists a lack of efficiency and usability in the design of EHRs. Usability can be defined as “the effectiveness, efficiency, and satisfaction with which specific users can achieve a specific set of tasks in a particular environment” [39]. Similar deficiencies exist in interface designs of such systems in home health care.

Performing a usability evaluation includes measuring user satisfaction, efficiency, effectiveness, cognitive load and ease of learning. “Usability emerges from understanding the needs of the users, using established methods of iterative design and performing appropriate user testing when needed” [39]. There exists a wide variety of subjective and objective design and evaluation methodologies and evaluation settings. For example, researchers can “test” in live clinical settings by built-in webcams on modern laptop PCs, robust wireless networking, remote testing software, and compact inexpensive video recorders [39].

Developing an EHR with excellent usability is a challenge because there is a wide range of complex information needs which differ from setting to setting, between user groups, and from task to task. Other factors include the mobility of clinicians, their primary focus devoted to a patient, multi-tasking, interruptions, and frequent agenda
changes during a single patient workflow [39]. Other challenges in developing EHRs are also discussed in sub-section 2.2.1.

Considering the complexity of implementing EHRs, very little research has been conducted regarding remote monitoring systems for home care and involving clinicians in some facet of their design [40]. There are also a number of commercial data mining packages available to help display time-oriented data and information regarding patients [41], but again their development has not always included end-users. It has also been demonstrated that improvements of overview and navigation of EHRs can be accomplished by using graphical timelines. The following examples provide an overview of several projects which have involved home care clinicians in some aspect of interface design for time-oriented data and some which have not.

Example 1. Researchers at the University of Missouri have been developing an EHR for TigerPlace, an independent senior housing that helps residents age in place, with the guidance of clinicians. TigerPlace is equipped with an unobtrusive integrated monitoring system for acquiring data from elder residents and their environment and displays this information on their EHR. The research involved the end users, nurses, in the design of the interface for the display of the monitoring data related to the residents’ activity levels and sleep patterns. The web-based interface shows histograms of bed restlessness and pulse aggregated to a daily level [16], [29].

Example 2. A smart home environment which includes an accelerometer-based mobility tele-monitoring device is described by Scanaill et al. [17]. The accelerometer classifies activities such as: lying, sitting, standing and walking. This information is relayed to a server via SMS messages. This study conducted a testing phase in which
usability and effectiveness of the design was examined before deployment into elderly people’s homes.

**Example 3.** Scandurra et al. [40] used participatory design to develop and deploy a mobile Virtual Health Record on a PDA with experienced homecare staff. The staff involved included general practitioners, district nurses, and home help service personnel, mainly assistant nurses.

**Example 4.** A usability test with six diabetes care providers was conducted on a Comprehensive Diabetes Management Program by [42]. The clinicians were observed while performing standardized tasks with the application and then completed a usability questionnaire and interviews. The study confirmed that there is a need for usability testing of health application, even those developed by experts.

**Example 5.** Casper et al. [43] describes the process used to design the HeartCare website which supports technology enhanced practice for home care nurses whom provide care for patient with congestive heart failure. The website includes functions such as communication, information and self-monitoring. A design work system analysis and focus groups utilizing participatory design methodology were undertaken. Future steps of the project include validation and refinement of the website and planning for user training activities through a two-stage usability test.

**Example 6.** Virone et al. [18] describe the design of four different graphical user interfaces for an assisted living oriented information system. One of the interfaces is designed for a local nurse control station and another on a PDA for health care providers. It was not identified in this study whether or not clinicians were involved in part of the design.
Example 7. A study by Jung et al. [44] describes the process and methodology of designing and developing a clinical decision support system for home health care system. The system acquires eight health parameters, monitors the information, and classifies it according to identified health levels. Within the design and development stages of the system, there was no indication of clinical user involvement.

Example 8. An interface was designed in [45] for sleep activity pattern monitoring application but it unknown whether clinicians were used in its conception and if usability testing was executed.

2.2 Decision Support Systems

2.2.1 Introduction to Data Mining in Decision Support Systems

Data mining is the process of discovering patterns from data sets. It typically involves transferring data collected from a system into a database, cleaning the data to rid of errors, checking consistency of formats, and then examining the data using statistical queries, neural networks, or other machine learning techniques [46]. A detailed explanation of neural networks is presented in the sub-section 2.2.3.

Areas in which pattern recognition is of great importance are machine vision, character (letter or number) recognition, computer-aided diagnosis, and speech recognition [47]. The work presented here focuses on computer-aided diagnosis.

The following are examples of data mining methods:

- **Classification** is learning a function that maps (classifies) a data item into one of several predefined classes [48], [49]. Some example algorithms include: decision tree learning, nearest neighbour, naïve Bayesian classification, and neural networks.
• **Regression** is learning a function that maps a data item to a real-valued prediction variable [50].

• **Clustering** is a common descriptive task where one seeks to identify a finite set of categories or clusters to describe the data [51], [52].

• **Association rule learning** is a method for discovering interesting relations between variables in large databases [53].

Data mining is a step within the knowledge-discovery in databases (KDD) process (Figure 2.2). At the end of the process, acting on the discovered knowledge takes place. This includes: using the knowledge directly, incorporating the knowledge into another system for further action, or simply documenting it and reporting it to interested parties [50]. This final step involves communicating the knowledge discovered to a party such as home care clinicians to aid in decision making. Communication portals that the KDD process supports are clinical decision support systems. These systems belong to a large family of decision tools that have been dubbed as “active knowledge” [54] systems that use patient data to generate case specific advice to support decision making.

![Figure 2.2: An overview of the steps that compose of the knowledge-discovery in databases process (adapted from [50])]
Clinical decision support systems (CDSS) are “computer applications designed to aid clinicians in making diagnostic and therapeutic decisions in patient care” [35]. There are a number of advantages for their use, some of which include: simplifying access to data needed to make decisions, providing reminders and prompts at the time of a patient encounter, assisting in establishing a diagnosis and in entering appropriate orders, and alerting clinicians when new patterns in patient data are recognized [35].

A CDSS typically has four basic components: inference engine (IE), knowledge base (KB), explanation module, and working memory (Figure 2.3). The IE uses the knowledge of the system and that regarding the patient to generate conclusions about certain conditions and controls the actions which need to be taken by the system. The IE obtains its knowledge from the KB. The KB can be built from the experience of a domain expert or by an automated process such as a computer application that gathers its knowledge from databases, books, and journal articles. The explanation module creates and displays the rationalization for the conclusions generated by the IE [55].

Figure 2.3: Elements of a typical CDSS (adapted from [55])

Another type of CDSS is non-knowledge-based and uses a form of artificial intelligence called machine learning. This type of CDSS allows computer programs to
learn from past experiences. A program learns when its performance at certain tasks improves with experience. In practice, machine learning algorithms are of special use in data mining scenarios involving large databases. Examples of machine learning techniques are decision trees and forests, artificial neural networks and Bayesian networks [56].

Table 2.1 illustrates the three tiers and clinical function tasks in health organizations. Similar types of tasks using CDSS can be extrapolated into the domain of home health care and will be further discussed in sections 3.1 and 3.2.

Table 2.1: Three tiers and clinical function tasks in health organizations [57]

<table>
<thead>
<tr>
<th>Health Organization Level</th>
<th>Tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top</td>
<td>Diagnosis</td>
</tr>
<tr>
<td></td>
<td>Causal analysis</td>
</tr>
<tr>
<td></td>
<td>Clinical reasoning</td>
</tr>
<tr>
<td></td>
<td>Recommendation</td>
</tr>
<tr>
<td></td>
<td>Interpretation</td>
</tr>
<tr>
<td></td>
<td>Prediction</td>
</tr>
<tr>
<td>Middle</td>
<td>Alerting</td>
</tr>
<tr>
<td></td>
<td>Monitoring</td>
</tr>
<tr>
<td></td>
<td>Clinical reasoning</td>
</tr>
<tr>
<td></td>
<td>Clinical function</td>
</tr>
<tr>
<td></td>
<td>Reminding</td>
</tr>
<tr>
<td>Lower</td>
<td>Alerting</td>
</tr>
<tr>
<td></td>
<td>Reminder</td>
</tr>
</tbody>
</table>

For clinicians, it is important to observe and monitor certain features from patient data in order to aid in decision making and reduce cognitive overload. Visually communicating temporal pieces of information, also known as temporal episodes, to clinicians can provide a means of understanding the evolution in time of a feature and aid in quicker decision making. Extracting patterns in data can also reduce cognitive load. Any patient, whether under the surveillance of home care sensors or in an intensive care
unit, may have a number of monitoring systems recording physiological parameters. Due to technological advances, many of these parameters are recorded at high frequency rates and the amount of data they provide is quite overwhelming. In addition, a clinician could also be providing care for a number of patients having diverse medical conditions [58].

When monitoring a patient’s health data, it is important to observe and record clinical events and detect and potentially prevent adverse events. One feature in a patient’s health data which may indicate important events is the characteristic of a trend. Once this feature has been detected from a patient’s data, an alarm can be sent to a clinician to warn them of a transient variation which may be of clinical significance. Details of mining this feature from a patient’s data are presented in Chapter 5.

Implementing a CDSS is a challenging process and requires an intelligent computing infrastructure in which patient data is in a machine-processible form and changes be made to existing workflow [35]. Another barrier for the sustainability of CDSS is the significant cost of knowledge acquisition and knowledge maintenance. There are many other concerns as well, such as the adoption of standards of interoperability, proper validation of the programs, and concerns that health care professionals are “not well prepared to meet society’s expectations with regard to evidence-based practice and the use of information technology in the delivery of health care” [55]. Despite some difficulties in creating and implementing a CDSS, it has been shown in a wide range of clinical settings that these systems help provide better quality of care of patients by clinicians [35].
2.2.2 Current Clinical Trend Detection Techniques

Patient data collected for monitoring purposes is usually of two types: acute monitoring in an intensive care unit or discrete monitoring over long periods of time (e.g. patients with chronic diseases). Both types involve the measurements of parameters at different times and therefore, the temporal component needs to be taken into account for data analysis and in the design of analysis tools for prediction, intelligent alarming and therapy support [59]. Many different methods have been proposed and investigated for trend detection, mostly from the fields of statistics and artificial intelligence [60].

Statistical Approaches

Robust regression techniques can be implemented to extract an underlying signal from noisy physiological time series, e.g. the repeated median [61], in a moving time window [62]. The results of using such a technique can be further improved by integrating online outlier replacement rules [63] and by reducing the time delay of the estimation [64].

Charbonnier and Gentil [65] discuss recent developments of a trend-based alarm system introduced in Charbonnier et al. [66] to improve patient monitoring in intensive care units. The system utilizes a segmentation algorithm, a classification of the segments into seven temporal shapes, and a temporal aggregation of episodes. The algorithm is capable of detecting trends through splitting the data into linear segments of different lengths by combining linear least squares regression for data approximation. To verify if the current approximation is still acceptable, the cumulative sum technique is employed. The quantitative information is used for generating alarms and the shape information is used for detecting specific clinical situations.
Mäkivirta et al. [67] demonstrated the ability of two median filters, with different window lengths, to monitor intensive care time series. The filters eliminated noise and particularly artefacts before the actual analysis of monitoring data.

Conventional control charts have also been used to detect ‘out-of-control’ states in a process [68] and [69] but have been deemed problematic because they are based on a fixed target value. Often for medical application, there is “not a unique target value for different individuals or health states” [60]. Additionally, this method does not account for autocorrelation and does not distinguish between different patterns of change, e.g. outliers, level shifts and trends.

Smith et al. [70] applied time series methods to online monitoring data for patients after kidney transplantation by using a multiprocess Kalman filter to identify types of change and online-probabilities for the occurrence of change. The approach was validated by Trimble et al. [71] and modifications presented in [72] and [73]. In addition, Yang et al. [74] improved on the technique by also employing exponentially weighted moving average prediction and cumulative sum testing to identify change-point in heart-rate time series [60]. Williams et al. [75] modeled data from neonatal intensive care units by factorial switching Kalman filters in order to identify several artifactual patterns.

Modeling physiologic variables in steady state can be accomplished by employing low-order autoregressive (AR) models. These models can detect patterns (i.e. deviations from steady state) by comparing incoming observations with confidence intervals for the predications. These models demonstrate potential in detecting clinically relevant patterns in monitoring time series [76].
A method by Gather et al. [79] was designed specifically for online identification of outliers and level shifts. The method transformed medical time series into geometric information by considering many consecutive observations as a point in the Euclidean space. Based on this phase-space representation, the method developed can be considered as a general Shewhart control chart for dependent data. This method, AR models, and dynamic linear models were compared in [80] and [81] and the results showed that a single method cannot sufficiently meet all requirements for univariate pattern detection (i.e. one variable at a time) but instead is seems beneficial to combine different methods and adjust them for a specific set of patterns.

**Artificial Intelligence**

Several studies have shown promising results, as in [82], when utilizing rule-based systems developed by using expert knowledge in decision trees. It is a difficult approach to develop but has proven to work effectively for alarm-based diagnoses and for correctly detecting pathological states in [83].

Artificial neural networks have also been employed in medical devices to analyze health data. Chan et al. [84] used an artificial neural network that monitored a home care client’s mobility data for deviations from their usual pattern. Chan et al. [85] also used this approach in which infrared movement detectors measured the night activities of elderly subjects suffering from Alzheimer’s disease. Maurya et al. [86] discusses recent development of a feed-forward neural network system introduced in [87] for trend analysis. The neural network tries to uniquely identify primitives (i.e. basic shapes) from a data set to form trend descriptions. Other studies have used neural networks to detect
suspicious patterns in cardiotocogram data [88], specific faults in an anaesthesia breathing circuit [89] and [90], and events in vital sign of paediatric intensive care units [91].

Fuzzy logic has also been employed in alarms systems. It is useful when it is difficult to describe the process of interest with a precise mathematical model and in which “experience and intuition play an important role in decision making” [60]. Fuzzy logic has been used in alarms systems for anaesthesia in [92] and [93], monitoring preterm infants [94], and for alarm validation [95] and [96].

Bayesian networks have been explored in clinical settings such as in intensive care unit monitoring for calculating and updating probabilities for the occurrence of noteworthy events [97]. This type of network can be cumbersome to employ because it needs a large amount of prior information. This information helps define and quantify, in terms of conditional probabilities, the dependencies between the different variables [60].

The research in this dissertation compares a statistical approach, a segmentation algorithm, to an artificial intelligence method, a feed-forward neural network, for accuracy in trend detection.

2.2.3 Introduction to Artificial Neural Networks

Artificial neural networks mimic the human neural network and were created to be used as decision support system models [98]. Artificial neural networks have shown successful implementation in many application areas and was therefore, chosen as one of the decision support tools in this research.

Artificial neural networks are modeled from biological systems and are composed of simple elements operating in parallel. The connections between the elements greatly influence the function of the network. By adjusting the values of the connections between
the elements, also known as weights, the neural network can be trained to perform a specific function [99].

Neural networks are most often adjusted, or trained, in order for a specific input to lead to a specific target output. Such is the case in supervised learning in which the network is adjusted, by comparing the output and target, until the network’s output equals the target (see Figure 2.4) [99]. Changes are made to the network’s weights and biases based on the output targets. Once this learning process is complete, it is hoped that the artificial and real outputs are close enough. This will render the outputs useful for all sets of inputs likely to be encountered in practice [100].

Figure 2.4: Schematic of supervised learning (adapted from [99])
Artificial neural networks are nonlinear statistical models. They are typically represented by a network diagram and are two-state regression or classification models. For example, in the case of regression, typically $K = 1$ and there is only one output unit at the top, $Y_1$. Nevertheless, it is possible for these networks to handle multiple quantitative responses in a flawless fashion [100].

From linear combinations of the inputs, derived features $Z_m$ are created and the target $Y_k$ is modeled as a function of linear combinations of $Z_m$,

$$Z_m = \sigma(\alpha_{0m} + \alpha_m^T X), m = 1, ..., M, \quad (1)$$

$$T_k = \beta_{tk} + \beta_k^T Z, k = 1, ..., K, \quad (2)$$

$$f_k(X) = g_k(T), k = 1, ..., K, \quad (3)$$

Where $Z = (Z_1, Z_2, ..., Z_M)$, and $T = (T_1, T_2, ..., T_K)$.

Most often, the activation function $\sigma(v)$ in (1) is chosen to be the sigmoid function $\sigma(v) = \frac{1}{1 + e^{-v}}$ [100]. There are a number of different types of functions that can be used in a network in order to limit the amplitude of the output. Table 2.2 introduces the most commonly used.

**Table 2.2: Commonly used neural network transfer functions [99]**

<table>
<thead>
<tr>
<th>Transfer Function</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hard limit</td>
<td>The hard limit transfer function returns a 0 or 1. A neuron which uses this transfer function produces a 1 if the net input into the function is equal to or greater than 0, else it produces a 0. This transfer function divides the input space into two regions.</td>
</tr>
<tr>
<td>Linear Transfer</td>
<td>The linear transfer function calculates the neuron’s output by simply returning the value passed to it. This neuron can either be trained to learn an affine function of its inputs or for a nonlinear function, find a linear approximation.</td>
</tr>
<tr>
<td>Log-Sigmoid Transfer</td>
<td>This transfer function is often used for multilayer networks. As a neuron’s net input goes from negative to positive infinity, this transfer function produces outputs between 0 and 1.</td>
</tr>
</tbody>
</table>
A simple neural network diagram (Figure 2.5) can be drawn to help to illustrate the additional bias unit feeding into unit in the hidden and output layers. Hidden units are the units in the middle of the network and are the derived features $Z_m$. There can also be more than one hidden layer in a network [100].

![Figure 2.5: Schematic of a single hidden layer, feed-forward neural network (adapted from [100])](image)

Another type of learning is unsupervised learning. This technique can be used in such instances as identifying groups of data and in which there is no measurement of the outcome but only the observation of features [99],[100]. The task of this network is to explain how the data is organized and clustered [100]. Changes are not made to the network’s weights and biases based on the output targets but rather are a function of the network’s current input and output vectors and previous weights and biases [99].

In this type of learning, there is no direct measure of success and instead, heuristic arguments can be used to judge the quality of the results. This has led to many methods of unsupervised learning techniques such as association rules, cluster analysis, and self-organizing maps.
Chapter 3

Identifying User Needs and Establishing Requirements

Before generating any design solutions, a designer needs to understand the key components in order to center the design process around the user. These components were introduced in the previous chapter and include: the users, their needs, and the demands of their work [101]. This chapter summarizes the answers to these components and is split into three sections. Two of these sections are dedicated to front-end analysis, user and function analysis, and the third one to interaction design which presents the usability and user experience goals and design process of and rationale for the decision support system’s user interface. Completing these tasks helps to establish the user requirements and will influence the design of the interface.

3.1 User Analysis

The user analysis should be completed before any other analysis is conducted. It answers the broad question: who are the product/system users? [34] This user analysis is divided into three sections which include: outlining the target population, providing detailed segmentation, and generating a number of user profiles.
3.1.1 Preliminary Segmentation

The first step in the user analysis is to identify as many potential users as possible and segment these target populations. The results are the following:

- **Primary**: home care clinicians (nurses, physiotherapists, occupational therapists, case managers)
- **Secondary**: home care clients, care givers
- **Stakeholders**: developers, business partners (if the system was designed and built to be sold as a product)

3.1.2 Detailed Segmentation

Outlining characteristics of the users allows more effective design to be completed. Types of characteristics that can be included are: demographic (gender, age, physical characteristics, disabilities), experience (training, prior and current job experience, academic experience, computer literacy) [102], and other characteristics such as geographic, psychographic, and benefits and behavioural (e.g. work habits, preferences, literacy, language skills) [103]. Table 3.1 displays the results of detailed segmentation of the primary and secondary potential users of the system.

**Table 3.1: Detailed segmentation of primary and secondary users**

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Home care clinicians</th>
<th>Home care clients, care givers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experience with technology and computers</td>
<td>Medium</td>
<td>Low</td>
</tr>
<tr>
<td>Experience with home care</td>
<td>Medium - High</td>
<td>Low</td>
</tr>
<tr>
<td>Human, organization environment</td>
<td>Office, car, home care client’s residence</td>
<td>Home</td>
</tr>
<tr>
<td>Training, learning, support opportunities</td>
<td>Medium</td>
<td>Low</td>
</tr>
<tr>
<td>Attitude, motivation</td>
<td>Medium</td>
<td>Medium</td>
</tr>
<tr>
<td>Ability to master complexity</td>
<td>High</td>
<td>Medium</td>
</tr>
</tbody>
</table>
3.1.3 User Profiles

This thesis focuses on the primary user groups which includes home care nurses, physiotherapists, occupational therapists, and case managers. In order to validate results from an evaluation of a GUI, subjects from each of these user groups are required. Subjects from the secondary user groups were not recruited for this portion of the research because of ethics approval and time constraints.

Identifying and selecting the sample target subjects for an evaluation will help to determine the user profile which “describes the range of skills of target end-users of a system” [104]. The following profiles for each of the user groups were constructed with the help of criteria established by Kushniruk and Patel [104] and Grossman et al. [105].

User Profile – home care nurses

The roles of the subjects in the workplace, critical skills, and knowledge: professional nursing services, including complex care and specialized services (e.g. assistance with bathing, grooming, bedside care and assistance). They provide wound care, medication administration, IV therapy, ostomy care, pain management and develop treatment plans [106].

User profile – physiotherapists

The roles of the subjects in the workplace, critical skills, and knowledge: licensed primary health care providers who help the clients with rehabilitation services (speed and degree of recovery from surgery, injuries or general weakness) and provide treatment to clients to make certain they regain their ability to function at home and work. These programs consist of exercises that the client completes in the home with and without the physiotherapist. The type of exercises and treatment plan is determined by how well the client is responding [106].
User profile – occupational therapists

The roles of the subjects in the workplace, critical skills, and knowledge: rehabilitation services in an independent, client centered, community based practice; conduct assessments, formulate recommendations, plan and implement goal-directed treatment programs. They also assess and treat clients with a wide range of developmental, physical, neurological and psychiatric disorders, provide advice on home accessibility, safety and energy conservation, and assist clients to be independent and safe in their homes. This is done through assisting in the implementation of assistive devices such as: walking devices, kitchen aids, safe home assessments, toilet seats, and stair lifts. Other devices include: memory assistance (development of memory retention techniques such as the use of calendars), large digit clocks, phones, and eating devices. The occupational therapists conduct periodic evaluations of how the client is coping in the home and provide changes in care if necessary [106].

User profile – case managers

The roles of the subjects in the workplace, critical skills, and knowledge: a needs assessment that considers not only the client but also the family, case coordination and management from admission until discharge [106]. As defined by Health Canada [107], case management is:

a collaborative client-driven strategy for the provision of quality health and support services through the effective and efficient use of available resources in order to support the client’s achievement of goals related to health life and living in the context of the person and their ability.
User Profile – General Criteria

Accountability/relationships: All nurses and occupational therapists are subordinates for the nurse or occupational therapists in-charge. They are also required to report to the case managers for authorization of client services. Specifically, for this work, nurses, physiotherapists and occupational therapists are employed by the home care agency (Saint Elizabeth) while case managers are employed by the Community Care Access Centre.

Tools and job aids: For their employment, the clinicians utilize cell phones and pagers. Their primary sources of communication with clients and providers are through faxing and voice mails. Most of their documentation is paper-based. Computer access is not provided as part of the job and there is no information about computer use at home. Although the clinicians are given work email accounts, they are not provided computer access as part of their work (with the exception of Case Managers). Case managers have better access to emails and computers. Some of them are given laptops when they make home visits.

3.2 Function Analysis

This section outlines the basic functions to be performed by the system and presents the results from a focus group conducted with the primary user groups regarding the general concepts of the system.

3.2.1 System Functions

A function analysis is performed once the population of potential users has been identified. These “functions represent general transformations of information and system state that help people achieve their goals but do not specify particular tasks” [34]. The three main functions of system include:
• Analyze bio-mobility information from remote-monitoring sensors
• Display the information in a way that is meaningful to the potential users
• Provide decision-support capabilities

3.2.2 Methodology of the Focus Groups

Focus groups were conducted with the four different types of home care clinicians in order to determine which client groups would benefit from bio-mobility monitoring. The clinicians involved were Saint Elizabeth Health Care (Toronto) nurses, occupational therapists, physiotherapists, and case managers. In total, twenty health care professionals participated in three focus groups (the occupational therapists and physiotherapists participated in the same focus group).

All of the sessions were facilitated by a member of the research team. One of the aims of conducting the focus groups was to ensure that the technologies being developed would meet the needs of the homecare clinicians and their clients. Discussions with the home care clinicians included identifying client groups for whom it would be helpful to have remote access to clinical information to support care and their preferences in retrieving client related data. Other questions for the clinicians inquired about technologies that might be useful for their practice, types of information that would assist in care giving, and types of information resources that the homecare clinicians may need in order to support clinical decisions and their work in general.

At some point in each of the focus groups, two presentations were made on currently available monitoring technologies at Wilfred Laurier University (WLU) and Carleton University (CU). WLU’s presentation introduced the use of a GPS-supporting monitoring system to track clients’ daily activities and health conditions. CU’s
presentation addressed current unobtrusive smart home technology sensors such as a bed pressure sensitive mat. Participants of the focus groups were asked to provide input on if and how these technologies would be useful to their practice. These presentations were also meant to help in generating ideas from and discussion with the health care clinicians.

3.2.3 Results from the Focus Groups

In order to capture all the discussions, each session was tape-recorded and then transcribed. Content analysis was conducted jointly with nursing students from University of Toronto to discover common themes that described appropriate use cases for the system. The research team also analyzed the transcripts in order to identify specific client populations. Populations were chosen if the team believed that they would benefit from the GPS-supporting monitoring system and data of the bed pressure sensitive mat in combination with a decision support system.

There were four specific themes explored in the focus groups. These themes included:

1. The client groups for whom it would be beneficial to have remote monitoring technologies;
2. The type of client data or resources that would be helpful to clinicians;
3. The format and frequency of data to be received by the clinicians; and
4. The potential users of remote monitoring technologies.

Common opinions and thoughts emerged from the focus groups. The home care clinicians indicated that three main client groups would benefit the most from remote monitoring technologies: clients with mobility issues (e.g. at risk for falls, who are homebound, post-operative, or in rehabilitation), with cognitive impairments (e.g.
Alzheimer’s, dementia, risk for wandering), and those who require continuous monitoring due to high-risk conditions.

Another common finding from the focus groups was the need for a wide variety of client data (e.g. both outdoor and indoor activities). For the clinicians, this would be considered helpful because the need for specific client data is context dependent. The clinicians found this necessary because the type of data needed to support decision making varies with the clinical expertise and role of the caregiver. The home care clinicians also indicated that they would prefer graphical representation of data to numeric. They also indicated that important features for the interface to display were historical trends and some form of alert if the client was deviating from their norm.

The home care clinicians also indicated other end user groups besides themselves. These included other formal health care providers and informal care providers such as family members.

Detailed findings of the focus groups can be found in Table 3.2. The findings for the occupational therapists and physiotherapists are combined because they stem from the same focus group session.
Table 3.2: Key findings from the focus groups with home care clinicians

<table>
<thead>
<tr>
<th>Client groups for whom it would be beneficial to have remote monitoring technologies</th>
<th>Type of client data or resources that would be helpful</th>
<th>Format and frequency of data to be received</th>
<th>Potential users of remote monitoring technologies</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Clients with mobility issues&lt;br&gt;• Clients who are home-bound and live alone&lt;br&gt;• Rehab clients&lt;br&gt;• Clients who are bedridden with pressure sores&lt;br&gt;• Clients who are at risk for wandering (i.e. dementia, Alzheimer’s disease)&lt;br&gt;• Psychiatric patients&lt;br&gt;• Dialysis clients and clients with Congestive Heart Failure&lt;br&gt;• Sedentary diabetics&lt;br&gt;• Post-op clients (i.e. Hernia repair)&lt;br&gt;• Elderly clients with functional decline&lt;br&gt;• Clients with sleep apnoea, difficulty breathing&lt;br&gt;• Pain management patients&lt;br&gt;• Clients with malnutrition and/or dehydration&lt;br&gt;• Clients who are non-compliant with medications&lt;br&gt;• Paediatric clients such as Preemie</td>
<td>• Patient history and records&lt;br&gt;• Mobility information&lt;br&gt;• Information to assess equipment needs&lt;br&gt;• Information to assess medication compliance&lt;br&gt;• Information to locate missing clients&lt;br&gt;• Weight&lt;br&gt;• Vital signs (i.e. heart rate, breathing, blood pressure)&lt;br&gt;• Blood sugar levels&lt;br&gt;• Lab results and diagnostic tests (i.e. CT scan results)&lt;br&gt;• Intake and output&lt;br&gt;• Pain management data</td>
<td>• Data that shows trends and changes&lt;br&gt;• Summary of information&lt;br&gt;• Visual data (i.e. graph)</td>
<td>• Nurses are unsure of its potential application to their practice&lt;br&gt;• Occupational therapists and Physiotherapists&lt;br&gt;• Volunteers (i.e. friendly visitors)&lt;br&gt;• Case managers&lt;br&gt;• Physicians</td>
</tr>
<tr>
<td>Client groups for whom it would be beneficial to have remote monitoring technologies</td>
<td>Type of client data or resources that would be helpful</td>
<td>Format and frequency of data to be received</td>
<td>Potential users of remote monitoring technologies</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
</tbody>
</table>
| • Clients with Acquired Brain Injuries  
• Clients with wound management  
• Psychiatric clients  
• Alzheimer patients  
• Clients who are cognitively impaired  
• Clients who are non-compliant with medications  
• Clients who are non-compliant with exercise regime  
• Clients with activity restrictions (i.e. partial weight bearing)  
• Clients with balance issues  
• Clients who require lifestyle change (i.e. increased physical activity)  
• Clients who are at risk for falls  
• Clients with knee replacement surgery  
• Clients with back pain  
• Cardiac patients  
• Clients with respiratory problems  
• Stroke patients who require rehab | • Decision-support data for pressure relieving education to prevent pressure sores  
• Information to track missing patients  
• Alert system regarding kitchen safety (i.e. use of stove, microwave)  
• Data about how patients put weight while walking  
• Reminder or coaching system to ensure exercises are performed by clients  
• Data that monitor activity level and tolerance  
• Data that track client regarding scheduling, pacing and planning of activities  
• Data that indicate why, how and where clients fall (i.e. backward vs. forward fall)  
• Data about the speed and distance of walking  
• Feedback about client progress towards activity goals (i.e. getting better or worse) | • Changes over time (graph format)  
• Activity/distance/speed over time (graph format)  
• A table of summary info regarding physical activities (i.e. how much time sitting, walking, in bed)  
• Daily summary and weekly report  
• No pie chart  
• Retroactive report, not live info | • Family members and other caregivers (i.e. personal support worker)  
• OT would benefit from monitoring client home safety and integration of lifestyle change  
• PT would benefit from fall prevention and monitoring improvement and progress about activity level |
<table>
<thead>
<tr>
<th><strong>Case Managers</strong></th>
<th><strong>Type of client data or resources that would be helpful</strong></th>
<th><strong>Format and frequency of data to be received</strong></th>
<th><strong>Potential users of remote monitoring technologies</strong></th>
</tr>
</thead>
</table>
| • Clients with orthopaedic surgeries (i.e. hip replacement)  
• Home-bound clients who live alone  
• Demented patients who are cognitively impaired  
• Clients with Parkinson’s disease  
• Cardiac patients  
• Clients at high risk for long-term care placement  
• Seniors who lack of support system  
• Pain management clients  
• Clients with issues of incontinence  
• Clients who are bed-bound with pressure ulcers  
• Clients at risk for falls  
• Clients who are non-compliant with medications  
• Clients who needs monitoring of nutritional needs  
• Clients with weight management  
• Paediatric clients | • Client baseline data  
• Medical history  
• -Home safety flags for high risk clients/ neighbourhood (for nurse safety)  
• Mobility information (i.e. speed, frequency, distance)  
• Intensity of physical activity (i.e. walking, running)  
• Nutritional information  
• Information to support best practices/ interventions on chronic disease management (i.e. diabetic care)  
• Decision support info alerted clinicians when data are out of normal range  
• Pain scale  
• Information to support resource allocation of home services  
• Information to support scheduling and adjusting of drug dosages  
• Prompted voiding alerts for incontinent clients  
• Reminder system that provide cues when clients need to be repositioned  
• Information to support quality assurance of service providers  
• Best practices on fall prevention | • Baseline data for comparison of previous and current condition  
• Visual info  
• Compare distance to level of exertion  
• Summary report twice a year  
• Graph that is similar to growth chart that shows weight and height for child  
• Run chart with low and high points and will send alerts when data deviates from the norm  
• Best Practice info with brief definition of meaning  
• Shared chart with shared viewing of client info by different health care providers | • Personal support service workers  
• Family caregivers  
• Front-line nurses  
• Physicians (i.e. to monitor and adjust medication dosages  
• CCAC case managers  
• (clinical vs. monitoring role) |
3.3 Interaction Design

After the research team conducted focus groups with home care clinicians (nurses, physiotherapists, occupational therapists, and case managers) about a proposed client monitoring system, the information acquired had to be compiled in order to begin designing prototype graphical user interfaces (GUIs) for a client monitoring and decision support system. The research team agreed that a human-centered design approach was appropriate because it emphasizes user involvement and applies an iterative approach to the design and testing of the prototype. Therefore, the goal of this step in the design process was to prepare to conduct a usability test on prototype GUIs of the system. The results from the testing would then help resolve conceptual and detailed design issues regarding the prototype displays.

This section outlines the usability goals and presents the design process and rationale of the interactive interface.

3.3.1 Usability and User Experience Goals

Identifying usability goals allows a designer to consistently assess various aspects of an interactive system and the user experience. Many user experience goals may also be identified in interaction design. These goals may be subjective qualities and discover how a system feels to a user. These types of goals relate to how users experience an interactive product from their perspective rather than the previous type of goals which assess how useful a system is from its own perspective [101]. Table 3.3 outlines the general usability and user experience goals of the GUIs.
Table 3.3: Usability and user experience goals of the graphical user interfaces

<table>
<thead>
<tr>
<th>Usability and User Experience Goals and the Interaction and Outcome Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning</td>
</tr>
<tr>
<td>Efficiency</td>
</tr>
<tr>
<td>Efficiency</td>
</tr>
<tr>
<td>Reduce cognitive load</td>
</tr>
<tr>
<td>Reduce cognitive load</td>
</tr>
<tr>
<td>Error prevention; learning</td>
</tr>
<tr>
<td>Error reduction and prevention</td>
</tr>
<tr>
<td>Experience</td>
</tr>
<tr>
<td>Product image</td>
</tr>
</tbody>
</table>

3.3.2 Design Process of and Rationale for the User Interface

Producing mock-up interfaces, also known as prototypes, early in the design cycle supports interface and interaction design and usability testing. The prototypes generated for this stage were meant to be crude approximations of what the final product may be like. The prototypes were designed to have the look and feel of the final product but not have the full functionality. There are a number of advantages outlined by [34] on the use of prototypes during the design process some of which include:

- Confirming insights gathered during the front-end analysis (e.g. user and function analysis)
- Support of the design team in making ideas concrete
- Support of the design team by providing a communication medium
- Support for usability testing by giving users something to react to and use

Finding usability problems early in the design cycle is crucial to a successful design. Reducing the amount of usability problems helps to: reduce learning and training time, support the user to focus on the task, reduce user errors, improve productivity, and enhance user experience and acceptance.
Members of the research team (faculty and students) met in Ottawa in June 2009 to review the first drafts of the GUIs created. In the following months, two possible versions of a prototype user interface were developed that would encompass the data outputs of the monitoring technologies at Carleton and Laurier. The following discusses the rationale of the interface features as guided by interface design principles, the focus groups’ results and system functions.

1. Navigation

Each GUI version consists of three levels of data in a ‘dig-down’ format - each subsequent level of data being more detailed than the previous. Three levels of data were thought to be appropriate so as to ensure easy navigation and still provide enough detailed client health information. This also follows the Information Visualization Mantra: overview first, zoom and filter, details on demand [108].

The first level of data, the “overview”, for the clinicians is a graphic summary of a client’s data as the home page. The aim is to provide a clear screen with links to other major navigation points. Another navigation option is the basic set of links presented at the top of every page. These links are formed as a button bar which meets an important criteria of “efficient” by “offering multiple choices in a small space, and [being] predictable, it is always there at the top of the page, and provides a consistent graphic identity” [109] throughout the interface.

The second level of data can be accessed from the home page by either selecting an option from the button bar or by selecting a specific piece of health data. The second level provides more details regarding all the pieces of health data on the interface. For example, the home pages for both prototypes (Figure 3.1 and Figure 3.4) are set-up to
present averages of the data collected from a home care client over the last seven days.

The second level of data (Figure 3.2, Figure 3.3, Figure 3.5 and Figure 3.6) provides the cliniancs with a breakdown of daily activity and the third level provides hourly.

---

**Figure 3.1: Version ‘A’ home page**
Figure 3.2: Version 'A' second level (L2) information reached from the button bar

Figure 3.3: Version 'A' second level (L2) information reached from selecting a piece of health data from the home page
Selecting an option from the button bar (Figure 3.2) or a particular data set (Figure 3.3) displays more detailed data.

Figure 3.4: Version ‘B’ home page

‘Bed Activity’ selected from the button bar.

Six unique pieces of second level (L2) health information regarding bed activity.

Figure 3.5: Version ‘B’ second level (L2) information reached from the button bar
Figure 3.6: Version ‘B’ second level (L2) information reached from selecting a piece of health data from the home page.

The prototypes help address the clinicians’ needs regarding the client groups identified in the focus groups by employing the button bar. Clients with mobility issues can be monitored quickly by viewing “Bed Activity” and clients with cognitive impairments can be monitored by “Inside Activity” and “Outside Activity”. The status of clients who require continuous monitoring due to high risk conditions can be viewed through the “Bed Activity” data.

This type of data sets also helps address the need for a wide variety of client data. The prototypes display health data encompassing the client’s activity both in and out of their residence.
2. Hierarchy

Remembering that users want to acquire information from the interface in the fewest possible steps, an efficient hierarchy of information needed to be determined. It has been established that users prefer “menus that present at least 5 – 7 links and that they prefer a few very dense screen choices to many layers of simplified menus” [109]. Therefore, five basic steps outlined by [109] were followed in organizing the information for the GUIs:

- Divide content into logical units (e.g. inside and outside client data, bed pressure sensor mat and GPS- monitoring data)
- Establish a hierarchy of importance among the units (moving from the most general overview of the site (the home page), down through increasingly specific submenus and content pages)
- Use the hierarchy to structure relations among units
- Build an interface that closely follows the information structure
- Analyze the functional and aesthetic success

3. Graphical representation of historical data

Two of the key needs from the focus groups were graphical representation of data and historical data trends of their clients. This type of data can be presented in various formats including box plots, scatter plots, data distribution charts, curves, volume visualization, surfaces or link graphs [110].

Within the interface, there also consists a variety of such plots. The plots used on Version ‘A’ include sparklines, bullet and bar graphs. Figure 3.7 is an example of the
manner in which parameters on the homepage of Version ‘A’ are presented. This particular parameter indicates the number of hours a home care client has been outside.

![Weekly Trend](chart.png)

**Figure 3.7: Representation of parameters on the homepage of Version ‘A’ (adapted from [111])**

The ‘sparkline’, a type of line graph, is meant to give historical information [111]. The graph conveys the client’s historical trend and patterns of the past week or month, whatever time frame the clinician selects. The ‘bullet graph’, a type of bar graph, is meant to provide precise information of the weekly average along with the client’s personal target (the vertical black line). A legend indicating the meaning of the vertical black line and the red dot (to be discussed later on) is displayed on the homepage above all the parameters.

The plots used within Version ‘B’ include polar displays and scatter plots. Polar displays are a unique case of a configural graphic that are “created by orienting the axes of several variables so they originate from the same point” [112]. Polar displays are created by normalizing the data and setting the normal to the same distance on each axis to produce the polar stars. Therefore, the polar display “forms a regular polygon when the system state is normal and an irregular polygon in abnormal states” [112]. This allows the clinicians to identify the differences between abnormal and normal easily. The limitation of the polar display is that it is difficult to show time history information on the graph; although in some cases arrows have been used to indicate the direction and rate of
change. The graphic is improved by showing the client's personal target as the regular polygon. An example of a polar display from Version 'B' for bed activity is shown below (Figure 3.8).

![Polar Display](image)

**Figure 3.8: Example of a polar display for Version ‘B’**

Scatter plots refer to the visualization of data items according to two axes, namely X and Y values. According to [113], the scatter plot is the most popular visualization tool, since it can help find clusters, outliers, trends and correlations. Scatter plots are the most prevalent plot type at the second level, once a user has requested more detailed information from the home page, of Version ‘B’.

4. Alerts

A third result from the focus groups was that the clinicians wanted alerts if a client was deviating from their norm. It was chosen to only have one level of alert for the first iteration of GUI design (i.e. not a caution zone as well) and represent it with a shape and the colour red. This was the decision because a scale of alerts creates the problem of...
defining different levels of emergent/ urgent situations and these were unknown at the
time since what the technologies could monitor, were new to the clinicians.

5. Colour

Choosing a colour scheme is also an important feature and directly affects the
items discussed above. Choosing colours that are analogous to one another, meaning they
are close to one another on the colour wheel, creates a subdued, quiet effect on the design.
Choosing colours which are complementary to one another, meaning they are opposite to
each other on the wheel, creates a vivid scheme that demands attention. Choosing a
polychrome design, meaning many colours from all over the colour wheel, needs to be
chosen carefully so that the colours do not clash. Choosing a neutral scheme, one that
contains black, grey and white, was the choice for both prototypes so that red alerts could
pop out well from the rest of the data [114].

Another important aspect to bear in mind is the Five Shade Rule. This rule states
that the human eye can only distinguish between five shades of the same colour (hue).
Therefore, the neutral scheme with only one level of alert colour obeys by this rule. This
choice also follows good practice in that colour should be used meaningfully, not
arbitrarily or gratuitously [114].
Chapter 4

Graphical User Interface Usability Test

This chapter outlines the steps taken to conduct a usability test with both graphical user interface prototypes introduced in Chapter 3. It begins by identifying the evaluation objectives, sample selection and study design. The appropriate experimental tasks and evaluation environment are also discussed. A qualitative analysis of the results from the test is presented followed by the interpretation of findings.

4.1 Identification of Evaluation Objectives

The objectives for conducting an evaluation of two GUI prototypes as taken from [104] and [109] include the ability to:

1. Assess system functionality and usability (e.g. learning, navigation, and orientation)

2. Acquire feedback for refining the prototypes

3. Identify human-computer interaction issues (e.g. how should client status indicators be designed (are the indicators detectable/ noticeable)?)

4. Assess the impact of the new information technology on home care practice

The prototypes created should incorporate enough pages to assess accurately what it is like for the clinicians to navigate from page to page but should not be so complex or
elaborate that there is too much investment in one design at the expense of exploring alternatives [109].

By defining specific usability goals, as discussed in sub-section 3.3.1, and by prioritizing objectives, it allows for the creation of evaluation scenarios and tasks to be developed. These generated scenarios and tasks can then be used in usability tests. The results from usability tests inform the designers whether their concerns were valid, what measures can help determine if participants were have trouble completing the tasks, and identify what design changes are needed to meet the objectives.

4.2 Sample Selection and Study Design
The identification and selection of target subjects for the evaluation and their defined user profiles are outlined above in section 3.1. These users include: home care nurses, physiotherapists, occupational therapists, and case managers. The four user groups are representative of the end users of the GUI.

It has been established that a small number of subjects for an evaluation involving cognitive analysis can be sufficient for soliciting quality feedback [115] and [116]. A group of 8 – 10 subjects, who are representative of the target users of the system being evaluated, can provide a substantial amount of information; up to 80% of the surface level usability problems with an information system can be identified by this number of subjects [104] and [117]. Therefore, this was the target group size used for the evaluation of two GUIs.

There are a number of different options for study design and in the case of this thesis a “within-group” design was utilized for evaluating the GUIs. A within-group
design involves individuals that are asked to try out different versions of a prototype system [104].

**4.3 Selection of Representative Experimental Tasks and Contexts**

The usability test was conducted in a controlled laboratory setting since it involved artificial conditions and tasks for the participants to complete. A written medical case description was required and served as stimulus material for the participants. A case description was created for each clinician type asking that individual participants complete a number of tasks while using the GUIs. The cases were developed with some input from clinicians on the research team in order to ensure they were “realistic and representative of real-life clinical situations and elicit high quality data about user interactions” [104]. The cases were specifically drawn from the type of situations commonly encountered during home care visits, which were identified in the previous section.

The goal was to make sure that the needs of all the primary end-users, the home care clinicians, could be addressed. The research conducted in sub-section 3.1.3 was utilized at this point as it helped focus on the key user groups. Testing the prototypes and getting feedback from the user groups is the best way to understand whether the design ideas are providing them what they want from the system [109].

The following excerpt is the medical case description employed for the nursing usability tests:

> You are about to arrive at your first client’s house. The client, Joe Ranger, is an 80 year-old male who has mobility issues from a broken ankle. Six weeks ago, Mr. Ranger fell and broke his
ankle at home. He had surgery in the hospital and has recovered well enough to go home. Although he is ambulating independently by using a walker, he is scared of falling again and therefore minimizing his activities, including the exercises that he was advised to do. He also states that he is still finds it painful to put weight on his affected ankle and shares that this ankle is affecting his sleep. He has been home now for 4 days.

You need to review Mr. Ranger’s electronic health record in your car before you enter the house so that you can assess how Mr. Ranger’s week went, whether or not there has been any improvement and how well he is coping with returning home from the hospital.

You access Mr. Ranger’s file and need to:

- Find if he has been more sedentary this week
- Evaluate his activity patterns in the house
- Review the changes in his bed activity (e.g. his bed exit transfers)
- Identify and address reasons for the mobility issue

Examples of the medical case descriptions for the other home care clinician types used during the usability tests can be found in Appendix A.
4.4 Selection of the Evaluation Environment

The next step of the evaluation was determining where the evaluation would take place. Six usability tests were conducted at the organizations or workplaces of the participants with the exception of two which were conducted off-site.

The location of the evaluations had to be flexible because of the hectic schedules of the participants and of the rare opportunity that the research team members were together in one location. As a result, the research team employed inexpensive and portable equipment that could be taken to actual work settings and set up appropriately for testing. For each usability test, the set-up involved a video recording of the computer screen - to document mouse movement and better understand the thought process and interface interaction of the participant - as well as a back-up audio recording.

Figure 4.1 illustrates the evaluation set-up with the participant (blue) and facilitator (red) seated at a table with the audio recorder positioned in front of the participant and the video recorder focused on the computer screen. Not shown in Figure 4.1 are the other members of the research team who were present as observers and for aid with any technical issues.

Figure 4.1: Evaluation set-up
4.2 Data Collection

The research team conducted the usability testing with eight homecare clinicians (one occupational therapist, three nurses, and four case managers). Each session lasted approximately one hour and was documented by a full video recording of the computer screen with a concurrent audio taping of the participant-facilitator dialogue. The sessions were conducted with clinicians who had also participated in the previous project phase. The purpose of the testing was to solicit feedback from potential end-users about the specific design and application of the GUIs.

The interviews with the clinicians began by having them sign a consent form and being introduced to the research team. Each participant was informed by a facilitator about the project’s intent and the purpose and approach of conducting usability tests. They were assured that there were no right or wrong answers and that the feedback they provided would help to improve the system by making appropriate changes.

The following script was provided to the facilitator for describing the project:

- A few months ago, the research team conducted interviews with home care providers about a proposed client monitoring system.
- The research team has compiled the information that was learned and is now ready to share some further developed ideas for your comment and feedback.
- The usability test is for the purpose of soliciting your opinion about the specific design and application of a client monitoring system.
- You will be presented with different ‘screen shots’ of the monitoring system, of what it could look like on a device such as a laptop, tablet computer or PDA.
• You will be asked to express your opinion about the usefulness of the data presented for a client with mobility issues, the attractiveness of different features of the display (e.g. such as colour features, font size, and layout), and other desired functionality.

• There are no right or wrong answers. Your candid opinions are welcomed.

• The client monitoring system consists of a Bed Pressure Sensitive Mat installed inside the home, and a GPS/Accelerometer worn by clients during waking hours (likely embedded in a small cellular phone).

• It can be assumed that this information is transmitted wirelessly to a central computer server where it is stored and that this system works accurately, securely, and involves minimal burden on clients.

If the participants required more explanations regarding the technology used in the client monitoring system, the following scripts were prepared for the GPS and bed pressure sensor mat:

**GPS:**

• Imagine an application that could provide a summary of “what” a client has done and where, while taking into account various physiological sensors. For example:
  
  o Time-in-home
  
  o Time-out-of-home
  
  o Time spent engaged in physical activity
  
  o Time spent idling
  
  o Heart rate over time
  
  o Glucose-levels over time
Calories spent

**Bed Pressure Sensor Mat:**

- The bed pressure sensor mat is a waterproof sensor pad that is placed under a client’s mattress
- The mat has 24 pressure sensors in a 3x8 grid configuration
- The mat occupies 24 cm by 90 cm with sensor elements spaced 10 cm apart
- As the bed-occupant moves, the pressure distribution on the sensor pad changes in proportion to the degree and type of movements made
- Software interprets this movement data to indicate the client’s presence and posture while in bed
- This data can determine such parameters as: time-in-bed, length of time it took for a client to exit the bed, how symmetrical an exit was, and whether or not they used their hands to get out of bed
- Recording changes in bed entry and exit patterns may signify changes in the physiological condition of the client

Once the participant was comfortable with the purpose and description about the project, the facilitator explained the process of the usability test. The subsequent script was created for explaining the process to the participant:

- A usability test is a technique used to evaluate a product by testing it on users and helps researchers measure the ease of use of their product
- Today, we will ask you to read a scenario about a client of yours who has mobility issues
• In the scenario there are some tasks that we would like you to try and accomplish using the prototype display.

• During the time that you are interacting with the displays, we would like you to “think aloud”. This means we would like you to say whatever you are looking at, thinking, doing, and feeling, as you complete each one of the tasks outlined in the scenario.

• The feedback you provide us will help to make further improvements to the display.

• *Facilitator: demonstrate the “think aloud” method

  Example prompts for the facilitator during the usability test: “Please, keep on talking”, “What are you thinking about now?”, “What are you trying to do?”, “Do you understand what is happening now?”, “What happened?”, “What do you expect to happen?”, “Tell us what you are doing”, “What do you think you are doing now?”, “What do you understand happened?”, can also try echoing the participant to get them to explain their comment

• Facilitator: if a participant asks a question concerning the design of the display, data, etc. try and divert answering them directly and instead ask a question back to get them to explain their thoughts more (e.g. Participant: “Why did you pick this colour scheme for the display?”, You: “What don’t you like about this colour scheme?”, “Are there other colours that you would like to see?”, “Is there something that is confusing you about the choice of colours?”, etc.)

Using the case descriptions generated in section 4.3, the clinicians were asked to complete specific tasks with two prototype interfaces. They were asked to ‘think aloud’
as they went through the case with each prototype so that their opinions about the usefulness of the data presented, the attractiveness of different features of the display, and other desired functionality could be captured on audio tape. This think aloud method is “one of the most useful techniques emerging from cognitive science” [104] and allows for qualitative data to be collected.

During the usability testing, the participants were prompted by the facilitator at key points in their interaction with the system to comment on aspects of the system and its design. Participants were encouraged to answer more specific questions such as:

- What other types of information would be helpful in assisting you with this care-giving scenario?
- What features / functions do you prefer?
- How could a feature / function be improved to meet your care-giving needs / tasks?
- Other types of displays / features / functions would you like and for whom?

The participants evaluated two versions of a prototype user interface that encompassed the data outputs of the technologies at Carleton and Wilfrid Laurier Universities. Each GUI version consists of three levels of data in a ‘dig-down’ format - each subsequent level of data being more detailed than the previous. Figure 4.2 illustrates a schematic diagram of the approach to collecting video and audio recordings of the user interactions with the prototypes.
Video recording of user’s physical actions on the computer screen and ‘think aloud’

Audio-recording of ‘think aloud’ (using an audio recorder) and transcribed

Data Collection

Verbatim transcripts

Output for data analysis

DVD of computer screens plus ‘think aloud’

Burned to DVD

Transferred to PC

Figure 4.2: Video and audio based usability testing
4.5 Analysis of the Process Data

The audio recordings were transcribed and used together with the video-recordings in the usability analysis. The video-recordings also had an audio overlay of the participants ‘thinking aloud’.

Video recordings of participants interacting with the system are a great advantage because it provides “a record of the ‘whole event’” [104].

Through iterative passes of the eight transcripts and videos, similar parameters surfaced. These parameters were listed in a table and grouped into two categories: issues pertaining to detailed design and issues related to conceptual design. Examples of detailed design issues include: font size and style, colours, graph axis locations, etc. Examples of conceptual design issues include: items that were not intuitive, navigation issues, how the information was grouped, learning time, etc.

Establishing these categories and extensively discussing their meanings allowed for greater inter-rater reliability in coding and completing the table. Space for other comments in each category was also included in the table in order to capture other themes or comments during the analysis and permit the opportunity of other common parameters to be established. As the videos became available, more iterative passes were completed along with the transcripts in order to note time stamps of the comments as well as any issues that were initially missed.

Table 4.1 displays the coding categories of the parameters as applied by Kushniruk and Patel [104] which focus on classical aspects of human-computer interaction. Table 4.2 displays the final analysis parameters and their descriptions.
Table 4.1: Coding categories for qualitative analysis parameters [104]

<table>
<thead>
<tr>
<th>Coding categories</th>
<th>Comment regarding:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information Content</td>
<td>Whether the information system provides too much information, too little, etc.</td>
</tr>
<tr>
<td>Comprehensiveness of graphics and text</td>
<td>Whether a computer display is understandable to the subject or not</td>
</tr>
<tr>
<td>Problems in Navigation</td>
<td>Does the subject have difficulty in finding desired information or computer screen?</td>
</tr>
<tr>
<td>Overall system understandability</td>
<td>Understandability of icons, required computer operations and system messages</td>
</tr>
</tbody>
</table>
Table 4.2: Qualitative analysis parameters

<table>
<thead>
<tr>
<th>Detailed Design Issues</th>
<th>Comments regarding:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Version ‘A’ - Homepage Sparklines</td>
<td>Trends on the homepage</td>
</tr>
<tr>
<td>Version ‘A’ - Homepage Bullet Graphs</td>
<td>Averages on the homepage, 'vertical' or 'horizontal' lines, targets, etc.</td>
</tr>
<tr>
<td>Would like more colours (other than B/W/R)</td>
<td>Additional colours</td>
</tr>
<tr>
<td>Y-axis description location</td>
<td>Placement of units in the titles of the graphs and not beside the graph axis</td>
</tr>
<tr>
<td>Graph legends' location</td>
<td>Placement of legends (e.g. Legends underneath graphs indicating &quot;day&quot; and &quot;night&quot; colour scheme, legend for 'personal target' and 'requires attention' on homepage)</td>
</tr>
<tr>
<td>Preference of bar or line graphs</td>
<td>(E.g. Line graph b/c &quot;It's easier to see the...pattern&quot;).</td>
</tr>
<tr>
<td>Other comments</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Conceptual Design Issues</th>
<th>Comments regarding:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Homepage preferred</td>
<td>(E.g. &quot;I like the other one better&quot;)</td>
</tr>
<tr>
<td>Version ‘B’ homepage understandability</td>
<td>Shape meaning, symbols in the middle of the graphs, information they provide, etc.</td>
</tr>
<tr>
<td>Navigation</td>
<td>Problems / ease of navigating through the pages</td>
</tr>
<tr>
<td>Liked # of graphs on L1</td>
<td>Too much/little information, (not) crowded, (not) cluttered, (specify if for Version ‘A’ or Version ‘B’)</td>
</tr>
<tr>
<td>Liked # of graphs on L2</td>
<td>Too much/little information, (not) crowded, (not) cluttered, etc.</td>
</tr>
<tr>
<td>Found red alerts useful</td>
<td>Obvious, helpful, understandable (e.g. Found red alerts a must and a &quot;kind of universal indicator&quot;)</td>
</tr>
<tr>
<td>Found targets on graphs useful</td>
<td>Obvious, helpful, understandable</td>
</tr>
<tr>
<td>Ability to view weekly/monthly/daily data</td>
<td>Viewing trends over time, detail of information, correlations between parameters</td>
</tr>
<tr>
<td>Would use as a teaching tool</td>
<td>Education, showing and involving clients in their care plan</td>
</tr>
<tr>
<td>Would like more info/ data on graphs</td>
<td>Needing more information to make a diagnosis, more targets, etc. (e.g. More information via pop-up bubbles)</td>
</tr>
<tr>
<td>Would like more numeric data</td>
<td>More numbers, less graphs, etc.</td>
</tr>
<tr>
<td>Preference of personal or general population targets</td>
<td>Ability to compare client to targets set from population statistics or from the health care provider</td>
</tr>
<tr>
<td>Found data sets useful</td>
<td>Satisfaction with information provided, useful information to deduce a plan of care, etc.</td>
</tr>
<tr>
<td>Would like a warning trend color</td>
<td>Additional colours to help distinguish severity of a client's data</td>
</tr>
</tbody>
</table>
4.6 Interpretation of Findings

The table constructed from the analysis of the videos and transcriptions is a summary of user preference data. This type of summary was chosen because there was:

1) No timing of the completion of the task due to the ‘think aloud’ method;
2) Task accuracy was not calculated, and;
3) Frequency and classes of problems encountered were not counted.

The following sub-sections provide example screenshots outlining some of the issues discovered along with the corresponding parameter and the interpretation of their findings.

4.6.1 Detailed Design Issues

Parameters: “Y-axis description location” and “Graph legend’s location”

Figure 4.3 is an example of the manner in which detailed weekly information of each parameter is shown (the particular parameter shown indicates the number of hours a home care client has been in bed during the day and night).
Figure 4.3: Representation of detailed weekly information of parameters

The user can access this type of information when they have selected a parameter directly from the homepage or when they select one of the major tabs at the top of the display. The major tabs include the following: home, client information, bed activity, outdoor activity, and inside activity (Figure 4.4 and Figure 4.5).

Three participants found the location of the y-axis title confusing and would prefer to have it beside the axis instead of in the graph’s title. Four participants also felt that the graph legends had to be closer to the graphs that they belonged to. Additionally, a participant expressed that the homepage legend for Version ‘A’ and for Version ‘B’ had to be more obvious; suggesting larger font size (Figure 4.4 and Figure 4.5).
Figure 4.4: Legend location and size for the homepage on Version ‘A’
There are a few other detailed design issues worth mentioning:

- Four participants would have liked to see more use of colours other than black, white, and red
- Six participants preferred bar graphs to line graphs
- One participant would have liked a number to appear as they scrolled over data points on the graphs
- One participant thought that something flashing would also help to indicate an alert for the client’s health
4.6.2 Conceptual Design Issues

**Parameters:** “Version ‘A’ -Homepage Sparklines” and “Version ‘A’ – Homepage Bullet Graphs”

Five participants found the sparklines to be confusing and overwhelming information for the homepage (Figure 3.7). Some found them distracting and made the screen too crowded. For example, one participant’s comment regarding the sparkline was “...the “Weekly Trend”, I don’t get that...so can you explain to me a little about what [the sparklines] mean?” (Participant 3, 2:10, 56:31 3, 25).

The bullet graphs were better received as three participants easily understood them, immediately understood that the graphs indicated an average, and that the vertical bars “means that it’s some kind of limitation” (Participant 5, 3:19 – 8:42, 4 – 6).

**Parameters:** “Liked # of graphs on L1” and “Liked # of graphs on L2”

The overall consensus of the number of graphs both on the homepage, L1, and within any of the major tabs, L2, was acceptable (Figure 4.4 and Figure 4.5 for L1 and Figure 4.6 and Figure 4.7 for L2). At the beginning of the tests, most participants were overwhelmed by the number of graphs but as they started using the prototypes, they became more comfortable with the amount of information displayed.
Figure 4.6: Bed activity tab in Version ‘A’
Figure 4.7: Bed activity tab in Version ‘B’

Parameter: “Found red alerts useful”

Red was used on the homepage either beside the parameter name (Figure 4.4) or as the data point (Figure 4.5). It was used to indicate abnormal data also in L2 as a red bar (Figure 4.6) or as a point (Figure 4.7).

The use of red as an indicator for “requires attention” was found to be helpful. Six participants found that red alerts were obvious and “a must...a kind of universal indicator” (Participant 1, 9:18, 20:51, 6, 10) for an alert.

Parameters: “Found targets on graphs useful”, “Preference of personal or general population targets” and “Would like the ability to set the targets”
Indicators for the client’s personal target for all the parameters were used within both versions of the display. On the homepages, targets were displayed as bullet graphs or as polar stars (Figure 4.8).

![Diagram showing # of Exits per Day, Exits with Hands (%), # of Exits per Night, and Bed Exit (symmetry).]

**Figure 4.8: Example of client target in L1 for Version ‘B’**

Targets for L2 were shown as either a dashed or solid horizontal line across line or bar graphs (Figure 4.9).

![Graphs showing Walking (m/s) with data for different days and versions A and B.]

**Figure 4.9: Example of client target at L2 for A) Version ‘A’ and B) Version ‘B’**
Five participants felt that these targets were useful for them in providing care to the client. They also preferred that the target be a personal target set by them for each individual client. For example, “I like personal [targets] because everybody is different” (Participant 6, 20:03, 9). Another participant contributed:

Yeah, and I’ll tell you why because a lot of the cognitive testing that I do it’s based on the average population it’s been tested for and you know it’s kind of hard to make generalizations because everyone’s personal situation is so different that sometimes I skew from what the population norm is saying because you know what’s happening to this client in this part of town in this economic and social situation is absolutely having an effect on their score as opposed to this been tested on and it’s good to have that comparison, but again I’m just very sensitive about that because it is a very personal matter (Participant 4, 33:40, 17).

**Parameter:** “Ability to explode graphs”

If a user accesses the data sets in the major tabs at the top of the display such as the bed, outdoor, or inside activity tab, they have the ability to ‘explode’ any of the available graphs within that tab. At the top of each graph is a magnifying glass (Figure 4.10) and when this magnifying glass is selected, the corresponding graph enlarges. Four participants found this feature very helpful.
Figure 4.10: Example of magnifying glass at L2 for A) Version ‘A’ and B) Version ‘B’

For example, one participant stated “yes, because I can see from [the screen] on Wednesday both of [the data points] are red and like what was going on with your heart rate, that’s pretty significant and then I can pop that up and see” (Participant 4, 41:04, 20).

Another participant commented that the magnifying glass was “kinda cool. And then any of these graphs you can just get them bigger” (Participant 7, 9:00, 5).

There are a few other conceptual design issues worth mentioning:

- Participants navigated with ease
- Four participants liked the ability to view weekly and daily data on the prototype and would like the ability to change the time period to monthly as well (this feature was not possible to incorporate for the testing due to time constraints and was simply indicated as a place holder on the homepage)
- Three participants indicated they would use the display as a teaching tool during client visits
• Three participants would have like graphs, tabs, etc. to have definitions. For example, “let’s say if [they] put [their] cursor on the word ‘inside’” a “pop-up or a um, the definition of let’s say ‘inside’” would appear (Participant 1, 7:42, 5)

• Four participants stated that they do not feel like they need any more numerical data

• Four participants would like a warning trend colour (i.e. not only the red indicator that something requires attention)

• One participant liked that they could “scroll through the future and into the past” (Participant 1, 33:50, 12) with the detailed parameters information.

• One participant mentioned that they would be able to provide better care with the application and that the trends are useful information to have in the system (Participant 1, 35:49, 16)

4.6.3 Evaluation Outcomes

The following table (Table 4.3) outlines the overall success of the system as related to the usability goals presented in sub-section 3.3.1.
### Table 4.3: Success of system as related to usability goals

<table>
<thead>
<tr>
<th>Interaction and Outcome Criteria</th>
<th>Usability Goals</th>
<th>Success of System Meeting Requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning</td>
<td>Minimum learning required</td>
<td>Most participants were able to navigate easily through the interfaces. They felt that if they were to use the application “all the time to interpret it then [they would] know exactly where to home to zone in to” for the location of certain items/legends/graphs, etc. (Participant 1, 3:12, 4).</td>
</tr>
<tr>
<td>Efficiency</td>
<td>Minimum number of actions</td>
<td>Presenting all the data sets that the sensors could collect at the front end helped to minimize the number of actions</td>
</tr>
<tr>
<td>Efficiency</td>
<td>Should be able to work fast – provide shortcuts</td>
<td>The homepages on both versions allowed the clinicians to select data sets they were interested in for more detailed information without going to one of the major tabs</td>
</tr>
<tr>
<td>Reduce cognitive load</td>
<td>Users should not have to remember anything</td>
<td>No data sets were needed to be remembered from screen to screen</td>
</tr>
<tr>
<td>Reduce cognitive load</td>
<td>Direct manipulation: visible objects, visible choices</td>
<td>Participants would like to be able to customize the information to show only the relevant data sets for their profession and client. For example, “it’s a lot of information to just go in and go through” (Participant 7, 8:32, 5) and another participant mentioned that “like some reports when you want to go in depth you can just click and click and then it generates it own different types of reports, however you wanted it. Whichever is easier for you to read” (Participant 1, 10:58, 6).</td>
</tr>
<tr>
<td>Error prevention; learning</td>
<td>Clear display of information</td>
<td>Some participants wanted larger font and more obvious positions for graph legends and y-axis titles located beside the graph instead of in the graph’s title</td>
</tr>
<tr>
<td>Error reduction and prevention</td>
<td>Use simple, natural dialog; eliminate extraneous words / graphics</td>
<td>Dialog for some participants was unfamiliar and therefore, options for explanations/definitions would be needed in the next version</td>
</tr>
<tr>
<td>Experience</td>
<td>Should function easily to reduce any high frustration level which would degrade the user performance and be aiding and not distracting from the job at hand</td>
<td>Some participants felt overwhelmed by the appearance and thought the screens were “too confusing...too overcrowded” (Participant 8). Therefore, the GUI needs to be redesigned and simplified so not to distract or degrade performance.</td>
</tr>
</tbody>
</table>

### 4.7 Iterative Input into Design

Implementing changes to the prototype interfaces based on the recommendations in the previous section will help improve the success of the system. Since this was a formative
evaluation, additional evaluations can be repeated to reveal how changes made to the prototype affect the system’s usability. This method helps to integrate the feedback from the users in the design and development process in order to continuously improve the information system and help gauge/measure any developmental progress.
Chapter 5

Data Mining Techniques for Home Care Client Health Data

This chapter presents an example medical condition where features from home care client’s data must be detected and two different types of data mining techniques which can be applied. The first data mining technique uses a segmentation algorithm that splits a client’s data into linear segments and the second technique uses a neural network. The two techniques were developed and evaluated to determine which was best suited for varying levels of noise and for varying data trend types. Their performance was also assessed to reveal the best method for establishing values for the parameters of each technique.

5.1 Example Clinical Cases for Frequent Night-time Bed Exits

Home care clinicians who participated in the focus groups (see sub-section 3.2.3) noted that one of the client groups for whom it would be beneficial to have remote monitoring technologies, such as a bed pressure sensitive mat, were those with incontinence issues. Incontinence issues are caused by a number of clinical conditions which result in a client
needing to exit their bed often during the night. A few examples of such conditions include benign prostatic hyperplasia, urinary tract infection, nocturia, and diabetes.

In order to understand the clinical significance of capturing and monitoring a parameter such as the number of bed exits during the night, a review of benign prostatic hyperplasia (BPH) is presented. BPH is a “non-cancerous enlargement of the prostate gland...the most common benign tumour in aging men” [118], and a common condition for which male patients seek treatment [119]. This condition greatly diminishes the quality of life amongst men and is the most common cause of lower urinary tract symptoms and bladder outlet obstruction [120]. Improving the patient’s urinary symptoms and the quality of life are some of the management goals of BPH.

BPH symptoms are caused by irritation or obstruction. Examples of irritation symptoms include frequency, urgency and nocturia. Examples of obstruction symptoms include a weakened urinary stream, hesitancy, and a need to push to initiate micturition (the act of urinating). BPH may also be caused by diabetes mellitus, Parkinson’s disease, and stroke [119].

Current treatment of BPH is a transurethral resection of the prostate. There are significant complications of this procedure which include haemorrhage during or after the procedure which often calls for a blood transfusion, transurethral resection syndrome, urinary incontinence, bladder neck stricture, and sexual dysfunction. There are other treatments for BPH being explored that may eventually have the potential to rival transurethral resection of the prostate if their effectiveness is demonstrated in the long term [121].
There have been international studies conducted that demonstrate an elevated occurrence of BPH with increasing age. It has also been shown that in almost all elderly men, autopsy data indicates anatomical or microscopic evidence of BPH. Prevalence of BPH from autopsy studies of 1,075 subjects show that the condition is evident in 8% of men 30 – 39 years, 40 – 50% of men 50 – 59 years, and more than 80% in men over 80 years [122]. A Canadian telephone survey conducted by Norman et al. [123] found that overall, 23% of men 50 years of age or older experienced moderate to severe symptoms associated with BPH.

5.2 Data for Mining Simulations

5.2.1 Data Features
There are a number of features which may aid in clinical decision making regarding home care clients who have a condition that requires monitoring their number of bed exits. These crucial features and how they may be mined from the client’s data will be discussed. For the purpose of the discussion, a few terms related to the client’s data need to be identified.

Figure 5.1 shows what could be normal data gathered from a home care client regarding their number of bed exits per night. What defines a ‘night’ for one client may not be the same length of time as for another, and therefore, this would have to be determined for each individual client.
Figure 5.1: A simulated example of a home care client's bed exit data

Given this data, a ‘normal’ range of bed exits of the client can be detected by a simple algorithm identifying the minimum and maximum values. Related to these ‘normal’ minimum and maximum values, which can be referred to as lower and upper control limits, are hard tolerances [68]. Hard tolerances lie outside the control limits and for the purposes of home care client monitoring, can represent emergent critical situations. In the example case above, a clinician may set the lower and upper hard tolerances as 1 and 11 exits per night as those tolerances may represent an urgent situation. For a client’s data, the average (mean) number of bed exits can also be detected. Figure 5.2 illustrates the parameters aforementioned which could be also be collected and output to a clinician on an interface.
Outliers in a home care client’s data may also be useful for a clinician to know in order to identify a clinical situation or problem. An ‘outlier’ is an observation that lies outside of the overall pattern of a distribution [124]. These inconsistent observations may be genuine observations that are of interest and could be the most valuable because they represent deviations from normality. Outlier values may also be errors caused by a number of factors and therefore, do not represent the data accurately. Furthermore, many data mining techniques are sensitive to outlying values and cannot tolerate them well and for all these reasons, they must be detected from a client’s data [125].

An outlier is often very straightforward to identify and is a data point that falls more than 1.5 times the interquartile range (IQR), above the third quartile, or below the first quartile [124]. In some cases, the lower and upper outlier values may be a feature a
clinician would like to set themselves for a particular home care client in order to alert
them of a particular condition.

In the case of the example data, the IQR results in 3 bed exits, the third quartile as
8, and the first quartile as 5. Therefore, if data falls more than 1.5 times the IQR, above 8,
or below 5 it can be classified as an outlier. Another common method of detecting
outliers is to look for data points more than a certain number of standard deviations, σ,
from the mean, μ. Depending on the request of a clinician, a simple algorithm can be
used to capture outliers that are:

- A one instance outlier above or below ‘normal’ client’s range
- A one instance outlier above or below a client’s range set by a clinician
- Outliers above or below ‘normal’ client’s range lasting x days
- Outliers above or below a client’s range lasting x days set by a clinician

There are however, a few disadvantage of this type of method for detecting
outliers. Monitoring systems that are equipped with similar limit alarm systems for
detecting outliers are prone to generating a large number of false alarms which become an
extra burden for clinicians. These types of alarm system do not take into context
temporal trends or pattern recognition on the monitored signal (steady state, level change,
slow increase, etc.) and therefore, may not correspond to a correct physiological change
[126].

Another feature which may be of interest for a specific home care client is data
trends as identified by the home care clinicians in sub-section 3.2.3. Trends may detected
by the numerous techniques introduced in sub-section 2.2.2 such as by first-order
primitives in which case they are extracted by the segmentation algorithm or by
calculating the sign, ±, of the linear function’s slope that best fits the parameter on a fixed duration moving window [127] and [128].

Useful trends for a clinician may include:

- Increasing/ decreasing trend towards a target over \( x \) days
- Increasing / decreasing trend away from a target over \( x \) days
- Increasing/ decreasing trend over \( x \) days
- Steady trend over \( x \) days

As an example, a clinician may want to know if the client begins to get out of bed more often. Fitting a function through data, of which the clinician has no prior understanding, can be as simple as to fit a straight line. The most usual choice is least-squares fit. If noise in the data is restricted to the y-coordinate (i.e. not affecting time on the x-coordinate), the least-squares fit minimizes the function (4) with respect to each \( a_j \) [129].

\[
S(a_0, a_1, ..., a_m) = \sum_{i=0}^{n}[y_i - f(x_i)]^2
\]

Where \( f(x) = f(x; a_0, a_1, ..., a_m) \)

As a result, the optimal values of the parameters are given by the solution of the equation

\[
\frac{\partial S}{\partial a_k} = 0, k = 0,1, ..., m
\]

In (4), the terms \( r_i = y_i - f(x_i) \) are called residuals. These residuals denote the discrepancy between the data points and the fitting function at \( x_i \). Therefore, the function \( S \) to be minimized is the sum of the squares of the residuals [129].

In fitting a straight line (6) to the example data illustrated above,

\[
f(x) = a + bx
\]
the function to be minimized is (7).

\[ S(a, b) = \sum_{i=0}^{n}[y_i - f(x_i)]^2 = \sum_{i=0}^{n}(y_i - a - bx_i)^2 \quad (7) \]

Equation (5) now becomes

\[
\frac{\partial S}{\partial a} = \sum_{i=0}^{n} -2(y_i - a - bx_i) = 2[a(n+1) + b \sum_{i=0}^{n}x_i - \sum_{i=0}^{n}y_i] = 0 \quad (8)
\]

\[
\frac{\partial S}{\partial b} = \sum_{i=0}^{n} -2(y_i - a - bx_i)x_i = 2[a \sum_{i=0}^{n}x_i + b \sum_{i=0}^{n}x_i^2 - \sum_{i=0}^{n}x_iy_i] = 0 \quad (9)
\]

Dividing both of the equations (8) and (9) by 2(n + 1) and rearranging the terms, the mean values of the x and y data can be solved (10)

\[
\bar{x} = \frac{1}{n+1} \sum_{i=0}^{n} x_i \quad \bar{y} = \frac{1}{n+1} \sum_{i=0}^{n} y_i \quad (10)
\]

The solution for the parameters in (6) now becomes

\[
b = \frac{\sum y_i(x_i - \bar{x})}{\sum x_i(x_i - \bar{x})}, \quad a = \bar{y} - \bar{x}b \quad (11)
\]

Using the least-squares fit method described above on the example data, the following decreasing trend can be observed (Figure 5.3). This trend line could be a parameter that a clinician would like to know or be alerted of pending their requests for a particular client.
Figure 5.3: Least-square fit of a home care client's bed exit data

The least-squares fit method displays the correct trend for the data in Figure 5.3 but the technique is not always appropriate for use in populating the data for a home care decision support system. Therefore, techniques which can provide greater detail to the underlying data trends will be investigated.

5.2.2 Data Trends

Figure 5.3 illustrates one type of basic shape of a trend, a decreasing trend. There are six other basic shapes, referred to as primitives, which also describe trends. These other six are \{Increasing, Steady, Concave Up, Concave Down, Convex Up, and Convex Down\}. All seven primitives can be uniquely characterized by constant value of the first and second derivatives and are shown in Figure 5.4 [86].
The focus of the work presented here will be on using the primitives \{Steady, Increasing, Decreasing\}, to illustrate trends in data. The trends presented to each of the data mining techniques will include all seven primitives in order to realistically represent potential data presented to the data mining techniques. Figure 5.5 displays the five trends which will be used by each data mining technique in the simulations.

The sampling frequency of a health parameter affects the results of both data mining techniques. The sampling frequency can either be:

1. The interval of time needed to recognize a change in a particular health parameter and considering Nyquist criteria; or
2. The interval of time indicated by the home care clinicians for a particular health parameter

The samples in the trends shown in Figure 5.5 are meant to represent events. For example, the data from a bed pressure sensor mat has been pre-processed and the samples are considered counts of bed pressure mat information (e.g. number of bed exits per day) and not a continuous signal.
Figure 5.5: Trend types for simulation (Plots 1 – 5)
5.2.3 Data Trends with Noise

Gaussian noise was chosen as the type of noise as an example to demonstrate the variation which may exist in a home care client’s health data. Gaussian noise “is statistical noise that has a probability density function of the normal distribution” [130]. In order to test the data mining techniques in a more realistic fashion, various levels of noise will be added to each of the five trend types (i.e. Plots 1-5) (Figure 5.5).

Five levels of Gaussian noise were chosen to test the ability of each data mining technique to accurately discover the underlying trends of each trend type. The percentage of noise added to each trend type was determined from the maximum value reached by the trend types. An example of a trend type, Plot 5, with five different levels of noise can be seen in Figure 5.6.
Figure 5.6: Plot 5 trend type with different levels of Gaussian noise
5.3 Detecting Trends Using a Segmentation Algorithm

A simple trend line fit is not always appropriate because it requires a fixed duration moving window [131]. Choosing a time window, such as the case in linear filtering methods like a low-pass filter or a moving averager, is difficult because of rapid variations in data, for example, those such as step variations. Both these types of variations and slow trends are important to analyze in a home care client’s data and therefore, a technique which does not require this selection will be presented. This technique splits the data into linear segments by a segmentation algorithm and is detailed in the following section [126].

5.3.1 Description of the Algorithm

As outlined by Charbonnier and Gentil [131], at each sampling time, there are four steps to extract episodes from a patient’s data:

1. On-line segmentation of data into linear segments;

2. Classification of the latest segment into seven temporal shapes: steady, increasing, decreasing, positive or negative step, increasing/decreasing or decreasing/increasing

3. Transformation of the shape obtained into semi-quantitative episodes, using primitives \{Steady, Increasing, Decreasing\}.

4. Aggregation of the current episode with the previous ones to form the longest possible episode

This section provides a detailed explanation of each step and the modifications suggested of the algorithm presented in the *IEEE Transactions on Biomedical Engineering* [126] for the application of home care remote patient monitoring.
1. **On-line segmentation of data**

Charbonnier [132] developed a segmentation algorithm that consists of dividing data into consecutive line segments of the form:

\[ y(t) = p(t - t_0) + y_0 \]  \hspace{1cm} (12)

Where \( t_0 = \text{time when the segment begins} \)

\( p = \text{the segment's slope} \)

\( y = \text{the ordinate at time } t_0 \)

The “algorithm determines on-line the moment when the current linear approximation is no longer acceptable and when the new linear function that now best fits the data should be calculated” [131]. The cumulative sum (CUSUM) technique is used to detect the acceptability. This technique reacts quickly to sudden changes therefore, it is sensitive enough to capture patient data behaviour changes.

The first step is to assume that at time, \( t_{seg}^{i-1} \), the characteristics of a new linear approximation have been calculated (Figure 5.7). These characteristics are:

\( p_b^{i-1} = \text{slope} \)

\( t_0^{i-1} = \text{beginning time} \)

\( y_0^{i-1} = \text{the ordinate at time } t_0^{i-1} \)

At time, \( t_j, t_j > t_{seg}^{i-1} \), the model output is given by:

\[ y(t_j) = p^{i-1}(t_j - t_0^{i-1}) + y_0^{i-1} \]  \hspace{1cm} (13)

Equation (14) calculates the difference between the signal measured at time \( t_j \), \( y_{meas}(t_j) \), and the model output.

\[ e(t_j) = y_{meas}(t_j) - y(t_j) \]  \hspace{1cm} (14)
Equation (15) is used to calculate the cumulative sum of the differences from time
\( t_{seg}^{l-1} \).

\[
CUSUM(t_j) = CUSUM(t_j - 1) + e(t_j) = \sum_{t_k = t_{seg}^{l-1}}^{t_j} e(t_k) \quad (15)
\]

Two thresholds must be determined before employing the segmentation algorithm. These thresholds are \( th_1 \) and \( th_2 \) and they need to be chosen using a priori knowledge on the variable behaviour in normal operation [131].

\( th_1 \) tunes the decomposition into linear segments and takes the process noise into account [126]. In the example used at the beginning of this chapter, the data in this research has already been pre-processed and is considered counts of bed pressure mat information. Therefore, “noise” can be considered as half the client’s ‘normal’ or stable range or something related to the range in which most of the data lies in. For example, in section 5.2.1 a method of detecting outliers is to look for data points more than a certain number of standard deviations, \( \sigma \), from the mean, \( \mu \). Thus, it can be also be used for calculating \( th_1 \).

\( th_2 \) also tunes the decomposition into linear segments and determines the filtering effect [126]. This threshold is adjusted as a “function of the delay required to detect a variable change” [131]. This threshold corresponds to the “integral of the change to be detected on a time interval equal to the delay necessary to detect this change and can be modified depending on the kind of transients that should be detected (duration \( D \) and amplitude \( A \))” [131].

In order to determine if a model is acceptable or not, at each sampling time \( t_j \) the absolute value of the \( CUSUM \) is compared to these two thresholds using the following conditions [131]:
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• If $|CUSUM(t_j)| \leq th_1$, then the current model is acceptable;

• If $th_1 < |CUSUM(t_j)| \leq th_2$, then $y_{meas}(t_j)$, and $t_j$ are memorized into a matrix $M$;

• If $|CUSUM(t_j)| < th_2$, then the linear model is no longer acceptable. The algorithm then uses the values contained in $M$ to calculate the characteristics of a new linear least-squares approximation (i.e. $p^i$, $t_0^i$, $y_0^i$). One stipulation of this condition is that there must be at least three values stored in $M$. The time, $t_j$, corresponds to new segmentation time, $t_{seg}^{i-1}$. The new segmentation time The $CUSUM$ is reset to zero once a new linear function has been calculated.

Figure 5.7 and Figure 5.8 illustrate the parameters of the segmentation algorithm. The signal and model graph (Figure 5.7) displays the signal and its linear model and model extrapolation. This graph also shows the new model calculated in correspondence to the $CUSUM$ crossing $th_2$ at sample 37 in Figure 5.8.

![Figure 5.7: Example of a signal, extrapolation, and new model of the segmentation technique](image)
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2. **Classification of the last two segments into a temporal shape**

After the segmentation algorithm has calculated a new segment, the segment forms a shape with the previous segment into one of the seven temporal shapes described above: steady, increasing, decreasing, positive or negative step, increasing/decreasing or decreasing/increasing.

According to Charbonnier and Gentil [131], a shape can be defined by three features:

1. $I$, the total increase (or decrease)

2. $I_d$, the increase (or decrease) due to the discontinuity: $I_d = y_{i}^{t} - y_{i}^{t-1}$

3. $I_s$, the increase (or decrease) due to the slope: $I_s = y_{i}^{t} - y_{i}^{t-1}$

Several features need to be extracted from the current segment and the previous one for classification. These features are displayed in Figure 5.9.
In order to classify the segments using the three features, a set of rules are utilized (Table 5.1). These rules require that two other thresholds be determined, $\theta_{hc}$ and $\theta_{hs}$. The threshold $\theta_{hc}$ depends on what clinicians consider a significant variation [131]. The threshold $\theta_{hs}$ determines if a shape is \{Increasing, Decreasing or Steady\} [133].

Table 5.1: Classification rules (adapted from [133], [65])

<table>
<thead>
<tr>
<th>Process Steps</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
<tr>
<td>[</td>
</tr>
<tr>
<td>Continuous</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>[</td>
</tr>
<tr>
<td>Discontinuous</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

Figure 5.9: Classification features extracted from two consecutive segments (adapted from [131])
3. Transformation of shapes into semi-quantitative episodes

This step uses the temporal shapes introduced in the previous step and transforms them into semi-quantitative episodes. This conversion helps to create a more easily understandable trend of a patient’s data. If a shape has been classified as \{Steady, Increasing, or Decreasing\}, it is converted into one episode identified by the same term [131]. Therefore, an episode is defined by the set:

\[
\{\text{Primitive}, t^i_b, y^i_b, t^i_e, y^i_e\}
\]

Where \(t^i_b = \text{start time}\)

\(y^i_{e-1} = \text{start value at the beginning}\)

\(t^i_e = \text{end time}\)

\(y^i_e = \text{end value}\)

Once an episode ends, its end time becomes the time at which the next episode starts (i.e. \(t^{i+1}_b = t^i_e\)). The current time, \(t_c\), is the end of the latest episode.

If a Transient or Step shape was identified in the previous step, it is split into two episodes. A Transient is considered a short-lived oscillation and a Step a quick increase or decrease followed by a Steady portion. Each of the episodes is then correlated with one of the three linguistic terms [131]. For example, a Negative Step (respectively, Positive) becomes the following two episodes:

\[
\{\text{Decreasing (respectively, Increasing)}, t_e(i-1), y_e(i-1), y_0(i)\}
\]

\[
\{\text{Steady}, t_o(i), y_0(i), y_e(i)\}
\]

By initially determining a precise shape and then a more simplified one, the process allows the signal discontinuities to be described more accurately.
4. Aggregation of episodes

The purpose of this step is to connect the most recent episode with the previous one in order to form the longest possible episode. An example of aggregation rules is shown in Table 5.2 and all the possible aggregations are shown in Table 5.3.

**Table 5.2: An example of aggregation rules [131]**

| IF the previous episode is \{Increasing, \(t^{i_{-1}}_b, y^{i_{-1}}_b, t^{i_{-1}}_e, y^{i_{-1}}_e\)\) AND the current episode is \{Increasing, \(t^{i}_{b}, y^{i}_{b}, t^{i}_{e}, y^{i}_{e}\)\) THEN the new episode is \{Increasing, \(t^{i}_{e}, y^{i}_{e}\)\) ELSE IF the current episode is Steady or Decreasing THEN it cannot be aggregated and a new episode is generated: \{Increasing, \(t^{i-1}_{b}, y^{i-1}_{b}, t^{i-1}_{e}, y^{i-1}_{e}\)\}; \{Steady or Decreasing, \(t^{i}_{b}, y^{i}_{b}, t^{i}_{e}, y^{i}_{e}\)\) |

**Table 5.3: Possible aggregations [131], [133]**

| Increasing + Increasing = Increasing |
| Decreasing + Decreasing = Decreasing |
| Steady + Steady = Steady if \(|y^i_e - y^{i-1}_b| < th_{hc}\) |
| Steady + Steady = Increasing if \(|y^i_e - y^{i-1}_b| \geq th_{hc}\) |
| Steady + Steady = Decreasing if \(|y^i_e - y^{i-1}_b| \geq th_{hc}\) |

The last two possible aggregations in Table 5.3 allow for the detection of slow drifts in a patient’s data. If a Steady episode is detected, it is classified into either a flat or bent episode. A bent episode is detected if the value of the difference between the end and beginning values of the episode is superior to 25% of the value corresponding to a significant change (i.e. \(0.25 \times th_{hc}\)). Consecutive bent episodes are memorized into a matrix \(NI\). If the difference between the end value of the last episode in \(NI\) and the beginning value of the first episode in \(NI\) is greater than \(th_{hc}\), it is an increasing episode and a slow drift has been detected. \(NI\) is emptied if a flat, Increasing, or Decreasing episode is detected and then presented for aggregation [133].
Equally important to detecting an increasing slow drift, is detecting a decreasing slow drift. For example, detecting this type of drift in the case of number of bed exits would mean the home care client's condition could be improving. Therefore, an additional matrix \( N2 \) is needed in the algorithm in order to store bent episodes of a decreasing nature. A bent decreasing episode is detected if the value of the difference between the end and beginning values of the episode is less than -25% of the value corresponding to a significant change (i.e. \(-0.25 \times th_{hc}\)). Bent episodes are memorized in the same fashion as \( N1 \) and again a verification of the absolute difference between the end value of the last episode in \( N2 \) and the beginning value of the first episode in \( N2 \) occurs in order to determine if it is greater than \( th_{hc} \). \( N2 \) is also emptied in a similar fashion to \( N1 \).

Another slow drift detection method is also utilized and is placed after the aggregation step. If a Steady episode has just been aggregated, the difference between the values at the end and beginning of the episode is calculated. If it is greater than 150% of \( th_{hc} \), an error has been detected and the episode needs to be transformed into an Increasing one [133].

Similarly, the treatment of a decreasing slow drift is also checked after the aggregation step. In the case that a Steady episode has just been aggregated, the same calculation occurs as above and if the difference is less than -150% of \( th_{hc} \), an error has been detected and the episode is renamed as a Decreasing one.

In order to detect a slow drift, at least two Steady episodes must be aggregated and therefore, it takes more time. This limitation is not critical since the event of a slow drift does not correspond to urgent care needed for a patient [133].
Once two successive *Steady* episodes are aggregate into a new one, the median value of the signal during the entire episode must be calculated. This value replaces the ends of the episode and in order to preserve continuity, it replaces the end value of the previous episode. This allows for a more understandable display because a *Steady* episode is then represented by a flat line and can be identified by a clinician in a glance [131], [133].

**5.3.2 Simulation Results – Noisy Data**

A MATLAB script was written and run with MATLAB version 7.8.0 (R2009a) to mine simulated pressure signals from a bed pressure sensor mat. The signals were created in MATLAB as well and consisted of a variety of increasing, decreasing, step and steady segments (Figure 5.5). The length of data was arbitrarily chosen to consist of 250 samples.

The data collected from a Tactex Bed Occupancy Sensor by the Tactex CCL Data Acquisition software is logged as an ASCII comma delimited file. Therefore, the simulated signals were saved in this format and then imported into MATLAB for each simulation.

The tuning parameters of the segmentation algorithm must be adapted to each individual home care client. The assumption here is that the ‘noise’ represents the client’s ‘normal’ variance. This noise varies for each individual client and the changes which need to be detected are also unique.

The process for selecting the appropriate values of the tuning parameters is summarized below.
1. **Threshold: \( th_1 \)**

The testing values of the parameter \( th_1 \) were chosen by taking into account the range of ‘normal’ variance generally corrupting the variable considered. This variance relates to the noise introduced in 5.2.3. Care was taken not to choose a value which was too small because then the algorithm would store data in matrix \( M \) (see Step 1 in 5.3.1) when no real change was observed which slightly truncates the signal during transitions. If too large of a value was selected, the algorithm would not store the data when a change already occurred. This would cause a late detection at the beginning for variations, most notably in step variations. Additionally, the difference between \( th_1 \) and \( th_2 \) needed to be large enough so that sufficient values could be stored in \( M \) to calculate a new segment [126].

2. **Threshold: \( th_2 \)**

It has been demonstrated in Charbonnier et al. [133], that a good starting point in choosing the value for this parameter is around ten times the value of \( th_1 \). Even so, it should be large enough so that it does not take into account noise as a change in the data and small enough not to miss any significant transients, but not so small that a new segment is calculated very often [126].

3. **Threshold: \( th_{hc} \)**

This parameter needed to be set so that it could help detect any change whose amplitude was greater than itself and considered significant. If \( th_{hc} \) was set too small compared to the noise level corrupting the signal, irrelevant episodes (succession of *Increasing-Decreasing*) would be mined. If this value was too large, “significant
variations may be missed and the corresponding episode may be *Steady*" [131]. This threshold helps to separate continuous and discontinuous shapes from one another [133].

4. **Threshold: \( th_{hs} \)**

This parameter helps to separate steady shapes from increasing or decreasing shapes and has demonstrated to work well when equal to \( th_{hc} \) [133]. Therefore, similar testing values for the two thresholds were chosen.

Thus, using the original data sets from Figure 5.5 for the model to match, the optimal values for the tuning parameters can be selected by testing \( x^n \) combinations of values where, \( x \) equals the number of values tested (3) and \( n \) equals the number of thresholds (4) (Table 5.4). The combination of values with the overall smallest combined root-mean-square error (RMSE) was selected for each plot.

RMSE is often used to measure the accuracy of estimates by measuring the average magnitude of the error. The error is the difference between the estimate, known as the "model" in this research, and the observed or true value, this being the un-noisy signal. The differences are each squared and then averaged over the sample. Lastly, the square root of the average is taken. Caution is advised when using the RMSE for accuracy comparison, as is the case here. The RMSE can be very large in the case of only a few abnormal points (i.e. is gives a relatively high weight to large errors). This makes the RMSE useful when large errors are particularly undesirable. One can also use other accuracy measures such as the mean and variance of the errors as well [134].
Table 5.4: Testing and final values of the tuning parameters for the simulated data sets

<table>
<thead>
<tr>
<th>Tuning Parameter</th>
<th>Description</th>
<th>Testing Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$th_1$</td>
<td>Tunes the decomposition into linear segments and takes the process noise into account [126]</td>
<td>2,3,4</td>
</tr>
<tr>
<td>$th_2$</td>
<td>Tunes the decomposition into linear segments and determines the filtering effect [126]</td>
<td>25,30,35</td>
</tr>
<tr>
<td>$th_{bc}$</td>
<td>Tunes the extraction algorithm, “any change whose amplitude is greater than its value is considered significant from an operator’s point of view” [131]</td>
<td>5,7,9</td>
</tr>
<tr>
<td>$th_{bs}$</td>
<td>Determines whether the shape is Increasing, Decreasing, or Steady [58]</td>
<td>5,7,9</td>
</tr>
</tbody>
</table>

*Tuning parameters values are not suitable for all cases and must be determined based on a priori knowledge of the parameter being monitored and if possible, tests verified with the algorithm for accuracy.

An example of the result obtained with the optimal combination of values for the tuning parameters on one of the data sets is shown in Figure 5.10 and Table 5.5. Table 5.5 represents the possible semi-qualitative results of the trend detection which can be outputted to the home care clinicians. The ‘Start’ and ‘End’ columns refer to the time a trend began (e.g. days, hours, seconds, etc.) and depend on the parameter being monitored. The ‘Magnitude of the Signal’ columns would also be in the appropriate units of the parameter being monitored (e.g. number of bed exit per night).

Results for the other plots can be found in Appendix B. These results can also be described by IEEE Std 181 – 2003 “Standard on Transitions, Pulses and Related Waveforms”. This standard provides clear terms for transitions, pulses and related signals to aid communication and defines procedures for estimating parameters [135].
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Once the optimal combination of values for the tuning parameters was discovered, the segmentation algorithm could be presented with the varying noise levels on each trend type. Since the Gaussian noise added to each trend type was generated by a random number generator, it was important to perform this step a number of iterations in order to obtain an accurate representation of the algorithm’s performance. Running the algorithm one hundred times with each noise level was completed in order to demonstrate this
concept. An example of each noise level with Plot 5 is shown from Figure 5.11 to Figure 5.15. The following figures display the model and original signal as the top plot and the model and the noisy signal as the bottom plot. The results for the other trend types (Plots 1 – 4) can be found in Appendix C.

![Figure 5.11: Plot 5 - 3% noise](image-url)
Figure 5.12: Plot 5 - 5% noise

Figure 5.13: Plot 5 - 7% noise
Figure 5.14: Plot 5 - 9% noise

Figure 5.15: Plot 5 - 17% noise

The performance of the data mining technique at each noise level and for each trend type can be determined by the value of root mean squared error. This value was
averaged over the 100 passes for each trend type and the results are shown from Figure 5.16 to Figure 5.19.

![Plot 1 - Average Performance](image)

**Figure 5.16: Plot 1 - Average performance at each noise level**

![Plot 2 - Average Performance](image)

**Figure 5.17: Plot 2 - Average performance at each noise level**
Figure 5.18: Plot 3 - Average performance at each noise level

Figure 5.19: Plot 4 - Average performance at each noise level
The aggregate average results (Figure 5.21) help illustrate the collective performance of all plots for the segmentation algorithm. From these results, it can be noted that for Plot 3 and 4, the accuracy of the segmentation algorithm is greatly affected by the addition of noise in detecting underlying trends. This can be seen by the large increase in the RMSE value from the ‘No Noise’ values around 0 up to values around 5 and 4 (‘Noise 3%’) for Plot 3 and 4 respectively. The other plots are able to handle the additional noise more successfully with less range in the results from ‘No Noise’ to ‘Noise 17%’.

Figure 5.20: Plot 5 - Average performance at each noise level
5.3.3 Simulation Results – Establishing Threshold Values

Plots 1 through 5 were created as example data trends to demonstrate the capabilities of the algorithm to handle varying levels of noise added to the signal but they by no means encompass all forms of trends. Data trends may exist in several other different fashions such as the frequency of the cyclical component feature. An example of this is the difference between Plot 1 which is a $\sin\left(\frac{x}{2}\right)$ curve and Plot 2 which is a $\sin\left(\frac{x}{4}\right)$ curve. Both plots exhibit similar primitives but at different frequencies.

The algorithm’s threshold values greatly affect the algorithm’s ability to detect underlying trends. If these values are set for one type of data trend they may not be able to accurately detect others. Therefore, it was deemed important to verify whether it was best to establish these values with lower frequency or higher frequency data trends.

The algorithm’s threshold values were optimized for Plot 2, a $\sin\left(\frac{x}{2}\right)$ curve. The simulation exhibited similar RMSE results for varying values of $\theta_2$ and thus all three

Figure 5.21: Aggregate average results
combinations were considered. These three combinations of threshold values were then used for trend detection on curves from \( \sin \left( \frac{x}{3} \right) \) to \( \sin \left( \frac{x}{9} \right) \) and the RMSE values calculated. The results are displayed in Figure 5.22.

![Frequency testing with optimal parameters of \( \sin(x/2) \)](image)

**Figure 5.22: Frequency testing with optimal parameters of \( \sin(x/2) \)**

The algorithm’s threshold values were then optimized for a \( \sin \left( \frac{x}{9} \right) \) curve. Same as above, similar RMSE results occurred for varying values of \( th_2 \) and thus all three combinations were considered. These combinations of threshold values were then used for trend detection on curves from \( \sin \left( \frac{x}{2} \right) \) to \( \sin \left( \frac{x}{8} \right) \). The results are displayed in Figure 5.23.
Figure 5.23: Frequency testing with optimal parameters of \( \sin(x/9) \)

Extracting the results of the best combination of threshold values from Figure 5.22 and Figure 5.23, the two methods can be compared in Figure 5.24. The results establish that it is best to optimize to lower frequency data trends (given the data trends in this research) because the higher frequency trends will still be accurately, if not more accurately, detected.

Figure 5.24: Frequency testing with optimal parameters of \( \sin(x/2) \) and \( \sin(x/9) \)
5.3.4 Summary

There are a number of advantages of this technique for trend detection. This technique does not require any pre-filtering of the data because the algorithm performs signal filtering [131] and [133]. In filtering the signal in this manner, the algorithm does not distort steep changes like a traditional low-pass filter would. The algorithm is capable of doing this because consecutive segments may be discontinuous. Classifying the signal into discontinuous shapes (e.g. Step or Transient) by detecting large signal discontinuities, permits the modeling of sudden and large increases/ decreases of the signal [131]. These types of changes could represent an emergent situation for a home care client and the detection of these changes allows for earlier response to a potential crisis and/ or preventive actions to be taken.

A disadvantage of this approach for trend detection is the predefinition of the expected normal behaviours of the parameter being monitored and the usage of fixed value thresholds. The thresholds cannot always take into account the different degrees of the parameter’s abnormalities. In the field of home care, it is difficult to define such static trajectories of the observed parameters in advance. Varying expected normal behaviours are possible and depend on the degrees of the parameter’s abnormalities. These normal expectations deviate according to the home care client’s condition in the past. “Therefore, these thresholds need to be dynamically derived during the observation period” [136]. This method is somewhat similar to the process described above in selecting the optimal parameters based on the un-noisy signals. Nevertheless, an adaptive, on-line version of the algorithm is more ideal and has been explored in [65]. Implementing the algorithm presented in [65] was beyond the scope of this research.
In this research, using the segmentation algorithm for detecting trends demonstrated three important traits. The algorithm was able to fairly accurately detect trends with no noise but had a difficult time with some data trend types with the addition of noise. The algorithm was also able to more accurately detect data trends when optimized for lower frequencies of the particular data trend to be detected.

5.4 Detecting Trends Using a Neural Network

As introduced in sub-section 2.2.3, there are a variety of features of neural networks. For example, there are three fundamentally different classes of network architectures: single-layer feed-forward, multilayer feed-forward, and recurrent networks. There are also two learning processes through which neural networks function: learning with a teacher, also referred to as supervised learning, and learning without a teacher, which contains two subcategories; reinforcement and unsupervised learning. There are also a number of learning tasks and activation functions [98].

In determining a neural network for use in this research, the goal to consider was to display a similar output to a clinician as the segmentation algorithm. Therefore, the output had to contain semi-qualitative episodes of trends as well as a time-series graph of the extracted client’s trends. Each semi-qualitative episode should contain one of three types of primitives, \{Increasing, Decreasing and Steady\}, the starting and end points, and their corresponding magnitude.

Two classes of network architectures were explored for the purpose of retrospectively analyzing a home care client’s data for trends. These two types are discussed below.
5.4.1 Recurrent Neural Networks

Within this type of neural network architecture, there are a number of slightly different variations. One of these is the Elman type recurrent neural network (RNN). In principle, this type of RNN is set up as a regular feed-forward network. This suggests that all neurons in one layer are connected with all neurons in the next layer. Where this architecture differs is its so-called context layer which is a special case of a hidden layer. The neurons in this layer hold a copy of the output of the hidden neurons. This output is copied into a specific neuron in the context layer. The value of the context neuron can then be used one time step later as an additional input signal for all the neurons in the hidden layer. This implies that the Elman network has a memory of one time lag [137] and “this memory facilitates the learning of time-sequential patterns” [138].

Simply put, the two main types of RNNs can be roughly classified as follows [139]:

- **Jordon type network**: the feedback data from output layer are fed to the input layer as a part of input data in the layered structure neural network

- **Elman type network**: the feedback data from hidden layer are fed to the input layer as a part of input data in the layered structural network

- The feedback data are fed to the same layer in the layered structural neural network or arbitrary mutual uniting neural networks

Data from the hidden layers is incorporated with the current input data from the outside. This feedback information allows the trend of the time series data to be continuously taken into account. The number of units in the input layer is determined from the number of observable parameters and feedback lines. The number of units in the
output layer is determined by the number of trends or characteristics to be detected. The number of units in each hidden layer and the number of hidden layers are directed by the complexity of the problem at hand. The two main points to bear in mind when designing a network is the generalization ability, discussed in more detail in the following section, and the training speed. Although, as long as the network is not utilized online, the training speed is not as significant [139].

Unfortunately, the use of one time lag does not lend itself well for mining lengthy trends retrospectively. It also presents a difficult situation for creating target sets for a given input training set if the input contains slow trends.

Where this type of network excels and has been used extensively is in prediction systems and for the detection of faults in industry environments [138]-[140]. In the case of home care monitoring, the ability to detect in advance the degradation of a client’s health is crucial since it can lead to an urgent situation.

5.4.2 Feed-forward Neural Networks

The feed-forward neural network was the second type of network architecture explored. This type of network has previously shown the ability to capture important information in process trends in [86], [87]. A back propagation-learning algorithm was considered for use in this research, similar to that in Rangaswamy and Venkatasubramanian [87], because of its ability for pattern recognition. Training a network by back-propagation involves three steps as outlined by [141], these include:

1. Feed-forward of the input training pattern
2. Back-propagation of the associated error
3. Adjustment of weight
A sigmoid activation function was considered for the network because it is "highly nonlinear and has been reported to have a good performance when working with the back-propagation learning algorithm" [142]. Other features of the network such as the back-propagation network training function and the weight/bias learning function were chosen by the default settings of MATLAB. These two functions were the Levenberg-Marquardt back-propagation and gradient descent with momentum weight and bias learning function. The network architecture, consisting of input, hidden and output layers, used to detect the primitives introduced in sub-section 5.2.2 is shown in Figure 5.25.

![Feed-forward neural network architecture](image)

*Figure 5.25: Feed-forward neural network architecture*

As previously stated, the results from the neural network had to be similar in nature to that of the segmentation algorithm. Therefore, the network architecture only consisted of three primitives in the output layer. In order to successfully classify the three primitives, two main stages required careful attention [41]:

- **Learning**: The developed model must represent an adequate fit of the training data. The data itself must contain the relationships that the neural network is
trying to learn, and the neural network model must be able to derive the appropriate weights to represent these relationships.

- **Generalization:** The developed model must also perform well when tested on new data to ensure that it has not simply memorized the training data characteristics. It is very easy for a neural network model to "over-fit" the training data, especially for small data sets. The architecture needs to be kept small, and key validation procedures need to be adopted to ensure that the learning can be generalized.

In order to correctly detect the three primitives of interest, training sets which included all three were created. Fifteen percent of the samples were also set aside for validation and another 15% for testing. The targets for each of the training inputs were constructed based on the first derivative of the input units. For example, in Figure 5.25, the network has input units labelled as $x(t), x(t-1)...x(t-8)$. Therefore, the derivative of the input units at varying sizes would be calculated and the step would be repeated for the entire length of the input data. The derivative determines which primitive best represents the data in each input window. A positive first derivative represents an *Increasing* primitive, a negative derivative represents a *Decreasing* primitive, and a zero derivative represents a *Steady* primitive. This procedure corresponds to the first step outlined by Rangaswamy and Venkatasubramanian [87] for the detections of data trends. Following this step, the procedure of aggregating primitives is very similar to that of the segmentation algorithm discussed in sub-section 5.3.1; this process includes the steps listed below:

1. Assignment of the primitives to each time interval
2. Combination of primitives to generate episodes
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3. Sequencing of the episodes with the corresponding interval length to develop the trend

4. Generation of an overall structure (i.e. the profile). The data structure for the profile carries the following information: primitive associated with episode, interval length, initial and final values and pointer to the next profile structure.

In processing the steps similarly to the segmentation algorithm, it must be noted that any Steady episode’s end points have to be augmented in order to display them as flat segments on a display. A Steady episode’s end points were calculated as described above in sub-section 5.3.1 as the median of all the points included in the episode. Correspondingly, the end points in the episodes beside any Steady episode also had to change so that they could line up with one another.

Rangaswamy and Venkatasubramanian [87] put emphasis in normalizing the input data so that “problems one might face due to the actual magnitudes of the sensor trends” [87] can be removed. It was chosen not to do this process in the case of this research because if the neural network is to be used online, one cannot forecast the minimum and maximum values of the data which are needed in the calculation of the normalization scheme.

5.4.3 Simulation Results – Noisy Data

In order to properly mine the data trends introduced in sub-section 5.2.2, a method, comparable to that of the segmentation algorithm, to select the appropriate values of the neural network’s feature had to be undertaken. The features to be modulated are the following:

1. Number of input units
2. Number of hidden neurons

There are other additional parameters that can be changed in the neural network, such as learning functions, but these were not modulated because they have shown to work well for trend detection [87]. Another parameter that can be changed is the number of hidden layers in a neural network. Neural networks can have a number of hidden layers, however in practice, incorporating more than two is rarely done [56]. Therefore, it was deemed sufficient to simply test a neural network with one hidden layer.

Deciding the number of input units for the neural network was also guided by [87] whom detected trends with a window of five samples. For that reason, various window sizes around five samples were evaluated as shown in Table 5.6.

The second parameter that was modulated was the number of hidden neurons. Deciding this value is very important part of the overall network architecture. As shown in Figure 5.25, the hidden layer does not directly interact with the external environment but does have a great influence on the final output. Using too few neurons in the hidden layers results in under-fitting; the neurons cannot adequately detect the signals in a complicated data set. Alternatively, using too many neurons results in several problems. One of these problems is over-fitting. As defined by [143], “over-fitting occurs when the neural network has so much information processing capacity that the limited amount of information contained in the training set is not enough to train all of the neurons in the hidden layer”. Another problem that too many neurons in the hidden layer cause is an increase in training time.

One issue discovered that was not outlined in [87] was that a home care client’s data would very rarely produce an episode with a derivative of zero. Thus, a range
around zero could also be determined such that most segments would not simply be
*Increasing* or *Decreasing*.

Thus, using the original data sets from Figure 5.5 as the gold standard for the
model to match, the optimal values for the features can be selected by testing $x^n$
combinations of values where, $x$ equals the number of values tested (3) and $n$ equals the
number of features (2). The combination of values with the overall smallest combined
RMSE was selected (Table 5.6). As stated previously, the values of the tuning parameters
are not suitable for all cases.

**Table 5.6: Testing and final values of the tuning parameters for the simulated data sets**

<table>
<thead>
<tr>
<th>Tuning Parameter</th>
<th>Testing Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of input units</td>
<td>5,7,9</td>
</tr>
<tr>
<td>Number of hidden neurons</td>
<td>4,6,8</td>
</tr>
</tbody>
</table>

An example of the result obtained with the optimal combination of values for the
tuning parameters on one of the data sets is shown in Figure 5.26. Results for the other
plots can be found in Appendix D.
Figure 5.26: Simulated data, Plot 5, and the corresponding output from the feed-forward neural network

Once the optimal combination of values for the tuning parameters was discovered, the neural network could be presented with the varying noise levels on each trend type. Since the Gaussian noise added to each trend type was generated by a random number generator, it was important to perform a number of iterations for this step in order to obtain an accurate representation of the network’s performance. Testing the network one hundred times with each noise level was completed in order to demonstrate this concept. An example of each noise level with Plot 5 is shown from Figure 5.27 to Figure 5.31.
Figure 5.27: Plot 5 - 3% noise

Figure 5.28: Plot 5 - 5% noise
Figure 5.29: Plot 5 - 7% noise

Figure 5.30: Plot 5 - 9% noise
The performance of the data mining technique at each noise level and for each trend type can be determined by the value of root mean squared error. This value was averaged over the 100 passes for each trend type and the results are shown in Figure 5.32 to Figure 5.36.

![Plot 1 - Average Performance](image)
Figure 5.32: Plot 1 - Average performance at each noise level

Figure 5.33: Plot 2 - Average performance at each noise level

Figure 5.34: Plot 3 - Average performance at each noise level
Figure 5.35: Plot 4 - Averaged performance at each noise level

Figure 5.36: Plot 5 - Average performance at each noise level

The aggregate average results (Figure 5.37) help illustrate the collective performance of all plots for the neural network. From these results, it can be noted that the neural network is able to handle the addition of varying levels of noise fairly well for the given data trends. This can be seen by the small spread in the results (e.g. the largest span from ‘No Noise’ to ‘Noise 17%’ is 4.8).
Figure 5.37: Combined average performance at each noise level for all plots

Incorporating more than the 3 original primitives \{Increasing, Decreasing, and Steady\} to include: \{Concave Up, Concave Down, Convex Up, and Convex Down\} permits the neural network to more accurately represent data trends. For example, Concave Up (respectively Concave Down), permits the neural network to convey information to a clinician that a client’s health data is beginning to steady (Figure 5.38). The other example in Figure 5.38 demonstrates the ability of Convex Up and Convex Down (respectively Concave Up and Concave Down) to better represent transients in the data without flattening or over-extending the minimum (respectively maximum) segment.
Figure 5.38: Two scenarios demonstrating the advantages of the additional primitives

An example of the output for Plot 1 using a neural network that can detect seven primitives is shown in Figure 5.39. These additional primitives were detected by calculating the second derivative of the input units in the training set. The results for Plot 2 – Plot 5 with the optimal parameter values of the neural network with seven primitives can be seen in Appendix F.
Figure 5.39: Simulated data, Plot 1, and the corresponding output from the feed-forward neural network using 7 primitives

Using the optimal parameter values, the RMSE values for the neural network with three primitives and with seven primitives can be compared (Figure 5.40). The results from this research indicate that using seven primitives results in similar or lower RMSE values for the data trends. This indicates an area of improvement using the neural network for trend detection.
5.4.4 Simulation Results – Establishing Network Values

Similar to sub-section 5.3.3, the neural network had to be tested at different trend frequencies.

The network’s number of input and hidden units greatly affects the network’s ability to detect underlying trends. If these values are set for one type of data trend they may not be able to accurately detect others. Therefore, it was deemed important to verify whether it was best to establish these values with lower frequency or higher frequency data trends.

The neural network’s numbers of input and hidden units were optimized for Plot 2, a \( \sin \left( \frac{x}{2} \right) \) curve. The optimal combination was then used for trend detection on curves from \( \sin \left( \frac{x}{2} \right) \) to \( \sin \left( \frac{x}{5} \right) \) and the RMSE values calculated. The results are displayed in Figure 5.41.
The algorithm’s threshold values were then optimized for a $\sin\left(\frac{x}{9}\right)$ curve. The optimal combination of the number of input and hidden units was then used for trend detection on curves from $\sin\left(\frac{x}{2}\right)$ to $\sin\left(\frac{x}{8}\right)$. The results are displayed in Figure 5.42.
In the case of sin curves, combining the results from Figure 5.41 and Figure 5.42 shows that it is best to optimize to lower frequency data trends because the higher frequency trends will be more accurately detected (Figure 5.43). The testing of a sin(x) curve was not possible because there were not enough samples in the curve for five input units.

![Training with optimal parameters for sin(x/2) and sin(x/9)](image)

**Figure 5.43: Frequency testing with optimal parameters of sin(x/2) and sin(x/9)**

### 5.4.4 Summary

An artificial neural network is a potential solution to problems such as the “tedious nature of knowledge acquisition, the inability of the system to learn or dynamically improve its performance and the unpredictability of the system outside its domain of expertise” [87]. Changes to a system which may require retraining of the neural network is simpler than revising a complex knowledge base of an expert system.

Another advantage of using neural networks is that they have demonstrated that they can often outperform other simpler methods because of their ability to represent highly nonlinear function. This characteristic can sometimes result in over-fitting but can
be resolved by establishing an adequate stopping iteration for the gradient descent in the back propagation algorithm [56].

Neural networks, as opposed to logistic regression, “do not require any assumptions regarding the underlying parameter distributions, nor about the interactions among the independent variables” [56].

A disadvantage of neural network is that the number of hidden neurons per layer that are necessary to effectively learn a desired function are not known in advance [56]. Therefore, several configurations need to be tested in order to find an optimal one as demonstrated in sub-section 5.4.4.

The networks also lack interpretability because the “set of weights is not as understandable as a collection of rules or a decision tree” [56]. Neural networks have no explanation capability and therefore, offer no insight into the problem-solving process [144].

In this research, using a feed-forward neural network for detecting trends demonstrated two important traits. The network demonstrated good capability of handling additional noise to the signals tested and was able to more accurately represent the data trends in this research when trained for lower frequencies of the particular data trend to be detected.

5.5 Comparison of the Simulation Results

Analyzing the optimal plots for both data mining techniques, the segmentation algorithm overshoots peaks if there is a steep incline (respectively decline) but consistently follows the increasing (respectively decreasing) segments (see Figure B.2, Appendix B). Alternatively, the neural network truncates peaks (Figure D.2 and D.3, Appendix D) if
there is a steep incline (respectively decline) and does not consistently follow the increasing (respectively decreasing) segments.

Comparing the results for all plots at all noise levels of the two techniques, the majority (19/25) of the segmentation algorithm RMSE values are lower than the neural network (Figure 5.44). Of the six other plots, the RMSE values for the neural network are only better by 0.1 – 0.6.

![Aggregated Average Results](image)

**Figure 5.44: RMSE for all noise levels and plots for both data mining techniques**

Distinguishing between the trend types, the segmentation algorithm can handle noise added to slow trends much better than the neural network (Figure 5.11 to Figure 5.15 and Figure 5.27 to Figure 5.31). The segmentation algorithm also produces Steady segments more readily than the neural network because the neural network most often outputs Increasing/ Decreasing segments. Outputting Steady segments aids the clinicians by providing them information when a client’s health has remained constant.

However, if the ‘No Noise’ results (which have been optimized for each plot and each data mining technique), are considered equal between the two techniques, the neural 
network demonstrates its ability to handle the addition of noise better than the segmentation algorithm. This can be seen by calculating the % difference between the ‘No Noise’ RMSE value and the RMSE value for each level of noise. For all plots at all levels of noise, the neural network is able to handle the addition of noise better than the segmentation algorithm (Figure 5.45). In 19/25 of the results, the neural network outperforms the segmentation algorithm by a 100% difference. Results of Plot 3 and 4 for the segmentation algorithm were too large to be included in Figure 5.45.

![Aggregated Average Results](image)

**Figure 5.45:** % difference for all noise levels and plots for both data mining techniques

An important aspect to discuss is whether or not the data mining techniques are able to detect the underlying trends with the additional noise levels accurately. One option is to analyze the results qualitatively to note which features the techniques are no longer able to represent well. Another option is to analyze them in a quantitative manner.

The following describes one way of analyzing the success of the mining techniques quantitatively. The ‘No Noise’ RMSE results of all plots and for both
techniques were normalized and represented as true “No Noise” values of zero RMSE. Each level of noise was also normalized.

In the case of the example plots used in this dissertation, the noise levels represent the magnitudes indicated in Table 5.7.

**Table 5.7: Noise levels (%) and their corresponding magnitudes**

<table>
<thead>
<tr>
<th>Noise Level (%)</th>
<th>Magnitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.9</td>
</tr>
<tr>
<td>5</td>
<td>1.5</td>
</tr>
<tr>
<td>7</td>
<td>2.1</td>
</tr>
<tr>
<td>9</td>
<td>2.7</td>
</tr>
<tr>
<td>17</td>
<td>5.0</td>
</tr>
</tbody>
</table>

Analyzing Figure 5.46, it can be noted that the segmentation algorithm cannot handle noise well for Plot 3 and 4. The results for these two plots were not normalized because “No Noise” was already so close to zero. Otherwise, both techniques do well for detecting the underlying trends without having RMSE values higher than the corresponding level of noise.
Figure 5.46: Normalized RMSE for all noise levels and plots for both data mining techniques

Using the optimal parameter values, the RMSE values for the segmentation algorithm, a neural network with seven primitives, and a neural with three primitives can be compared (Figure 5.47). The results indicate that using a neural network with seven primitives results in similar or lower RMSE values than a neural network with three primitives in the conditions tested. This indicates an area of improvement using the neural network.
Figure 5.47: Aggregated average results for the segmentation algorithm, feed-forward neural network using 7 and 3 primitives
Chapter 6

Conclusions

This chapter contains a summary of results and proposals for further research.

6.1 Summary of Results

Remote patient monitoring technology enables home care providers to view continuous data regarding their home care clients. This technology can aid clinicians in decision making and can alert them of clients’ conditions before they become more acute. This research focused on two important components of remote patient monitoring: the graphical user interface of the decision support system and mining and analyzing the health data of the home care client.

6.1.1 Graphical User Interface

The development of the user-centered decision support system in this dissertation involved interdisciplinary groups. Users who represented the cross-section of home health care providers were solicited for information throughout this research. This allowed for a holistic view of the entire home care process and therefore, increases the likelihood of user acceptance: that the system will be accepted and used in clinical practice. Designing information and communication flow which will succeed in different work situations, as in the case of home care, with intuitive visualization and interaction
techniques, helps lead to systems which better support clinical work processes for a variety of care providers [145].

As demonstrated in acute care settings [146] it is very important to detect trends of health parameters to more accurately determine the state of a patient. This statement was confirmed through research conducted for this thesis and was supported through focus groups of home care clinicians. The home care clinicians involved in this research indicated that important features for the graphical user interface (GUI) included displaying historical trends and some form of alert to indicate if the client was deviating from their normal state. They also desired a wide variety of client data because the need for specific data is context dependent. Graphical representation of data was preferred to numeric.

The home care clinicians also indicated three main client groups that would benefit the most from remote monitoring technologies. These groups included: clients with mobility issues, with cognitive impairments, and those who require continuous monitoring due to high-risk conditions.

Results from the usability test of the two prototype interfaces with the home care clinicians can be summarized into detailed and conceptual design issues. Improvements of the detailed design issues include: re-locating y-axis descriptions and graph legends, incorporating more colours, and permitting pop-ups as the user scrolls over data points on graphs.

Conceptual design features which were well received include: the amount of graphs and information on the home page (Version ‘A’ had graphs for each of the 18 parameters, Version ‘B’ aggregated the parameters into 4 polar displays) and within any
of the major tabs (Version ‘A’ and ‘B’ had 6 at the second level) provided the right amount of information, the use of red as an indicator for an alert, targets on graphs, and the ability to explode graphs, view weekly and daily data, and view historical trends. Improvements of the conceptual design issues include: making the sparklines clearer and more logical, providing definitions for graphs, tabs, etc. as the user scrolls over them, and a warning trend colour.

Soliciting feedback from home care clinicians regarding their requirements for exploring client data sets is crucial [147]. The two key areas of “understanding and trust” [148], are the driving forces behind visualizing data mining models. If home care clinicians can understand what has been discovered in the context of a health issue, how the analytics and data mining has been applied, they will trust the data and the underlying model and proceed to use it in their decision making. Visualizing a model, such as demonstrated in Chapter 5, allows “a user to discuss and explain the logic behind the model to others and in this way, the overall trust in the model increases and subsequent actions taken as a result are justifiable” [148]. In summary, home care clinicians will be able to understand and trust the knowledge from a data mining technique by the proper visualization of the results [110].

6.1.2 Data Mining

In order to support the needs of the home care clinicians identified from the focus groups, techniques for data mining were examined because they allow extraction of trends from data providing an important tool for clinical decision making. Raw data from a smart home sensor alone may not be sufficient to allow a home care clinician to differentiate between normal and abnormal situations. These techniques can help present
the data in a manner that reflects the important underlying trends and events of health data of a home care client.

The first technique considered was a segmentation algorithm which splits a client’s data into linear segments and the second technique was a feed-forward neural network.

One of the benefits of the segmentation algorithm technique is that it does not require any pre-filtering of the data because the algorithm performs signal filtering which in turn, does not distort steep changes like a traditional low-pass filter. The algorithm can classify discontinuous or continuous shapes and outputs simple, semi-qualitative episodes and a straightforward graph consisting of \{Steady, Increasing and Decreasing\} segments. A disadvantage of the technique is that it needs some a priori knowledge of the parameters monitored in order to establish threshold values.

A benefit of employing a neural network as a machine learning algorithm includes its ability to handle large size data samples and integrate background knowledge into the analysis. A disadvantage of the technique is that it needs all the data to be included in the window (i.e. the input units) before it can notify the user of a trend. Decreasing the number of input units so that a trend is outputted sooner, causes the results to be too noisy and long, slow trends not to be detected. On the other hand, the segmentation algorithm outputs an up-to-date trend by analyzing each data point as it receives them.

Given the data sets in this research, the segmentation algorithm was able to adequately detect trends that consisted of the seven primitives outlined in sub-section 5.2.2. It did however, have a difficult time with some of the data trend types with the addition of noise. When optimized for lower frequency trends, the algorithm was able to
more accurately detect data trends than when optimized at higher frequencies. The segmentation algorithm was more accurate than the neural network in detecting long or slow trends. This could indicate its ability to be used as the mining technique for case managers whom view the health of a home care client over a few months and want aggregated results.

Presented with the same data sets, the neural network was not as successful at accurately detecting trends as the segmentation algorithm. This was determined by calculating the root-mean squared error (RMSE) for each trend type (Plot 1 – 5). However, the neural network demonstrated good capability of handling additional noise to the different trend types by exhibiting a smaller range in RMSE values for all trend types than the segmentation algorithm. Therefore, if the data is very noisy, the neural network should be employed. For more accuracy and simpler, semi-qualitative output, the segmentation algorithm should be used. For example, the neural network may be appropriate for mining bed exit data from a bed pressure sensor mat of a client who has a large variance in bed exit behaviour. The segmentation algorithm may be best for clients who manage, or have help managing, their condition better and have less variance in their data but need to be monitored for slow and long trends.

The neural network showed similar characteristics to that of the segmentation algorithm for the process of establishing its parameters. The network had greater accuracy when trained with slower frequencies trends than when trained with high frequency trends.

A neural network which can detect seven primitives instead of three was also evaluated. In the conditions tested, the results indicated that using a network with seven
primitives resulted in similar or lower RMSE values than a neural network with three primitives. This indicates an area of improvement if the clinicians desire more shapes (i.e. more than the primitives of \{Steady, Increasing and Decreasing\}) and accuracy describing a client's health status in their results.

This dissertation has compared and evaluated two methodologies in terms of the set of desirable characteristics outlined by the home care clinicians. This research reveals the relative strengths and weaknesses of the two mining techniques and concludes that no single method has all the desirable features one would like a diagnostic system to possess. Some of the results indicate features which complement each other and if integrated, is one way to develop a hybrid system that may overcome the weaknesses of the individual techniques.

Incorporating remote monitoring sensors, like a bed pressure sensor mat, into a home care client's residence has the advantage of continuously monitoring their health. Successfully mining the data to detect abnormal situations is an improvement to the current system in which paper charts provide only sporadic snapshots that may not accurately represent the state and health of the client.

6.2 Recommendations for Further Research

This section presents recommendations for further research for both the GUI and data mining techniques. These recommendations include additional experimental data to acquire and new GUI features and data processing methods to investigate.

6.2.1 Graphical User Interface

Further iterations of the GUI design are needed followed by additional usability tests from both a broader population and a more targeted population.
While data was acquired from 8 home care clinicians which included: an occupational therapist, three nurses and four case managers, testing an improved interface with more participants from these user groups would ensure that the design has a general application.

Data acquired from the fourth primary user group, physiotherapists, may prove to include data that vary from that of the other three groups. This primary user group was not involved in the usability test in this research because participants could not be recruited in time. It is recommended that usability tests be conducted to acquire data specifically from this group.

Data acquired from home care clients, the secondary users, may also prove to include data that vary from that of the primary users. The involvement of this group and their relatives into the system development process challenges the “organization of the health care system and introduces a new patient role – the one of an active participant and supervisor of the health care process instead of a passive recipient” [145]. It is recommended that usability tests be conducted with this group as well.

Additional research is needed to determine other alarm display possibilities and when an alarm needs to be sent to a clinician. For example, if a bed pressure sensor mat is employed and a home care client’s number of bed exits drastically increases, what is the critical data point, or what are the critical parameters as to how and when an alarm should notify a clinician that this was an abnormal event? From the data mining techniques, quantitative information can be used to start or stop an alarm and qualitative information can be used to recognize specific alarm situations [131]. In summary, further
research is needed to identify criteria and parameters for alerting clinicians of abnormal events.

The prototype interfaces developed in this research contained a great deal of information regarding the health of a fictitious client and this was voiced as a concern by the clinicians. When an application contains so much information for a variety of user groups, it can be impossible to represent the depth and breadth of the application's content in a single home page. Additionally, users have specific interests or goals in mind when consulting the interface. In such cases, it is often advantageous to use the home page to split the user groups immediately into "interest groups and to offer them specific, more relevant information in menu pages deeper within" [109] the application. It is recommended that the interface be customized to each of the four primary user groups to satisfy this requirement.

Additional usability tests on higher-fidelity prototypes (i.e. prototypes with more detail and functionality) would allow for more sophisticated parameters to be captured by the observers and researchers. Observational data that can be collected includes: recording mouse movements, observing the path used to complete each task, and recording errors and other key moments such as when participants made the same types of errors repeatedly across tasks. Additionally, the individual tendencies and decision-making processes can be observed if participants are allowed to complete each tasks without interruption [42].

These additional usability tests can also be used to solicit feedback on the data mining techniques. For example, do the clinicians understand and like the output of semi-qualitative results? Do the qualitative primitives help data interpretation and decision-
making? Do the clinicians prefer three primitives or seven on the data visualization graphs? Would they like the graphs to include both the model and the original data? This concept, the trade-off between accuracy versus understandability, should be greatly discussed during these tests.

6.2.2 Data Mining

Further testing of the data mining techniques presented in this research using more data types is needed to verify the findings and discover other strengths and limitations.

Health data acquired from home care clients along with corresponding clinical observations may prove helpful in determining the usefulness of the techniques. It is recommended that tests be conducted to acquire real-life results so as to improve the mining techniques and improve on the suggestions of establishing the parameter values of the techniques (i.e. employing the techniques in other scenarios).

It is also wise to explore other algorithms and techniques whenever possible [56]. For example, these could be Kalman filters, and autoregressive and phase-space models.

It is also recommended to design and develop a system which would be able to choose the best algorithm to fit a certain data type automatically. Additional research is needed to verify the accuracy of this method with a variety of data types.

Further testing of the composition of the neural network and the segmentation algorithm is recommended. In this research, the majority the parameters of both data mining techniques were augmented in sub-sections 5.3.3 and 5.4.4 when establishing parameter values. Nevertheless, it is an iterative process that is dependent on time constraints and the variety and type of data. For example, a parameter to augment in the segmentation algorithm is the number of samples that are needed between $th_1$ and $th_2$.
before a new linear segment is calculated. In literature [65] and in this research the number of samples was three. For the neural network, other training functions could be explored and a network with two hidden layers could be tested.
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Appendix A: Other Medical Case Descriptions Used During the Usability Tests

Scenario 1 - Physiotherapist

You are about to arrive at your first client’s house. The client, Joe Ranger, is an 80 year-old male who has mobility issues from a broken ankle. Six weeks ago, Mr. Ranger fell and broke his ankle at home. He had surgery in the hospital and has recovered well enough to go home. Although he is ambulating independently by using a walker, he is scared of falling again and therefore minimizing his activities, including the exercises that he was advised to do. He also states that he is still finds it painful to put weight on his affected ankle and shares that this ankle is affecting his sleep. He received rehab while at the hospital but you are following up on his care in the home.

You need to review Mr. Ranger’s electronic health record in your car before you enter the house so that you can assess how his week went and whether or not there has been any improvement with his mobility.

You access Mr. Ranger’s file and need to:

- Find if he has been more sedentary this week
- Evaluate his activity patterns in the house
- Review the changes in his bed activity (e.g. his bed exit transfers)
• Offer exercise regime to help facilitate healing and building strength in the affected ankle

**Scenario 1 – Occupational Therapist**

You are about to arrive at your first client’s house. The client, Joe Ranger, is an 80 year-old male who has mobility issues from a broken ankle. Since his mobility is affected, you have been asked to conduct a home assessment to ensure that he can be independent in his home. Currently, he uses a walker to enhance his mobility.

You need to review Mr. Ranger’s electronic health record in your car before you enter the house so that you can assess how his week went and whether or not there has been any improvement.

You access Mr. Ranger’s file and need to:

• Find if he has been more sedentary this week
• Evaluate his activity patterns in the house
• Review the changes in his bed activity (e.g. bed exit transfers)
• Suggest assistive devices that can help Mr. Ranger with maintaining independence in the home

**Scenario 1 – Case Manager**

You need to review Joe Ranger’s, an 80 year-old male who has mobility issues, electronic health record in order to determine if there as been any progress with his condition.

You access Mr. Ranger’s file and need to:

• Find if he has been become more sedentary since returning home
• Evaluate his activity patterns in the house since returning home
• Review the changes in his bed activity (e.g. bed exit transfers)
• Suggest changes to his care regime (determine if Mr. Ranger needs additional support such as meals on wheels, assistance with house related chores, transportation to appointments)
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