Abstract

Auxiliary power unit (APU) is a gas turbine engine on aircraft that provides energy for functions other than propulsion. Its starter is a crucial component that outputs assistant power to support the APU starting process. Starter performance degradation significantly impairs the whole APU life and raises risks for the aircraft flight. However, the current maintenance policy for the starter is still “run it till it breaks”. An effective technique for the starter diagnostics and prognostics has not been reported yet. The aim of this thesis is to propose a framework for enabling the online detection and prediction of starter degradation. For this purpose, the thesis makes use of a dataset containing information about 52 APU “inability to start” failure events that were collected from actual aircraft operations over a period of ten years. Through the establishment of the relationship between the starter degradation and gas turbine engine starting performance, 13 of these 52 failures were identified as being caused by the starter degradation. Once this determination has been made, an online classifier based on moving autocorrelation is designed to detect the initial phase of degradation for each failure. Finally, a particle filtering based approach with an associated system state model is proposed to achieve the fault diagnostics and failure prognostics. The results demonstrate that a condition based maintenance program for the APU starter can be implemented to avoid unnecessary economic losses and to enhance aircraft operating safety.
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Nomenclature

\( C_k \): Particle filtering state to describe discrete fluctuations of \( \overline{EP}_k \)

\( c_p \): Specific heat at constant pressure

\( c_{pa} \): Specific heat at constant pressure of ambient air

\( c_{pg} \): Specific heat at constant pressure of combustion gas

\( cyc \): Cumulative count of APU starting cycles

\( EGT \): Exhaust gas temperature (or turbine outlet temperature)

\( EGT_c \): Corrected \( EGT_{raw} \) based on ambient conditions

\( EGT_{peak} \): Peak value of \( EGT \) during starting process

\( EGT_{raw} \): Raw \( EGT \) data measured from aircraft operation

\( EGT_{stable} \): \( EGT \) when air conditioning is enabled after starting with 100\% \( N \)

\( EP \): Corrected \( EGT_{peak} \)

\( \overline{EP}_k \): Particle filtering state to describe starter health condition

\( ES \): Corrected \( EGT_{stable} \)

\( f \): Fuel/air ratio

\( h_{op} \): Cumulative count of APU operating hours

\( ISA \): International standard atmosphere, at sea level \( T_{ISA} = 288.15 \) K, \( P_{ISA} = 101.325 \) kPa

\( m \): Air mass flow

\( N \): Rotational speed
\( N_c \): Corrected \( N_{raw} \) based on ambient conditions
\( N_{peak} \): \( N \) corresponding to \( EGT_{peak} \)
\( N_{raw} \): Raw \( N \) data measured from aircraft operation
\( NP \): Corrected \( N_{peak} \)
\( P_{starter} \): Starter assistance power
\( P_{w_{net}} \): Engine net power output
\( P_{w_{net}} \): Engine external power load
\( P_1 \): Ambient air pressure (or compressor inlet pressure)
\( P_2 \): Compressor outlet pressure
\( P_3 \): Turbine inlet pressure
\( P_4 \): Turbine outlet pressure
\( R \): Gas constant
\( R_X \): Theoretical autocorrelation
\( R_X' \): Theoretical autocovariance
\( RUC \): Remaining useful cycles
\( S_n \): APU serial number
\( S_X \): Power spectral density function
\( t_{start} \): Time duration of starting process
\( T_1 \): Ambient air temperature (or compressor inlet temperature)
\( T_2 \): Compressor outlet temperature
\( T_3 \): Turbine inlet temperature
\( T_4 \): Turbine outlet temperature
\( t_s: \)  Corrected \( t_{\text{start}} \)

\( V_X: \)  Experimental autocorrelation

\( w_k^i: \)  Importance weight

\( x_k^i -: \)  Original particles of particle filtering at time step \( k \)

\( x_k^i +: \)  Resampling particles at time step \( k \)

\( y_k: \)  Measurement at time step \( k \)

\( Y_k: \)  All available measurements at time step \( k \).

\( y: \)  The ratio of specific heat

\( \Delta T_{12}: \)  Compressor temperature rise

\( \Delta T_{34}: \)  Turbine temperature drop

\( \eta_c: \)  Engine compressor efficiency

\( \eta_m: \)  Mechanical efficiency of the compressor-turbine combination

\( \Theta: \)  \( T_1/T_{\text{ISA}} \)

\( \lambda_k: \)  Particle filtering state to describe the exponential growth rate

\( \mu_{\text{nor}}: \)  Mean value of condition monitoring data in the normal phase

\( \sigma_{\text{nor}}: \)  Standard deviation of condition monitoring data in the normal phase

\( \tau: \)  Time difference variable of \( R_X \)
Chapter 1 Introduction

1.1 Overview

1.1.1 APU starter

Auxiliary power unit (APU) is standard equipment on today’s civil aircraft. It is a small gas turbine engine that makes the aircraft independent of ground power supplies. In normal operation, APU works during the phases when the aircraft’s main engines are shut down (e.g. cockpit preparation), to support the electrical and air conditioning systems. The other primary function of APU is to provide pneumatic power for the main engines starting. In adverse condition operation (e.g. high altitude/high weight take-off) or in abnormal operation (e.g. engine out in flight), APU enhances the electrical margin and relieves the working engines’ load [1].

APU starter is one of the most crucial components of APU. During the starting process, the starter accelerates APU to a high rotational speed to provide sufficient air compression for self-sustaining operation. When the starter performance gradually degrades and its output power decreases, either the APU combustion temperature or the surge risk will increase significantly. These consequences will then greatly shorten the whole APU life and even result in an immediate thermal damage. Thus the APU
starter degradation can result in unnecessary economic losses and impair the safety of airline operation. The current maintenance strategy in civil aviation for the APU starter, however, is still the breakdown maintenance. This strategy means that losses caused and risks incurred by the starter degradation cannot be avoided.

1.1.2 Condition-based maintenance

Maintenance is essential in keeping machines and equipment safe and reliable. The most early and basic maintenance strategy is breakdown maintenance. This strategy basically lets the target equipment ‘run it till it breaks’. This means that no action will be taken until the equipment fails. The later developed maintenance strategy is preventive maintenance. In this strategy, actions are performed at periodic intervals or according to machine-run based schedules. The preventive maintenance can effectively prevent the degradation of the equipment. However, one major drawback to this maintenance strategy is that it ignores the actual health status of the equipment. Thus catastrophic failures are still likely to occur and some costly as well as unnecessary maintenance actions are performed.

Condition-based maintenance (CBM) is a more recently developed strategy that recommends maintenance decisions based on the information collected through system condition monitoring and equipment failure prognostics. A CBM, if well established and properly implemented, can significantly reduce the expenditures by avoiding unnecessary maintenance operations while eliminate catastrophic equipment
failures and maintain the performance in a satisfactory level [2].

A CBM framework usually consists of three key steps: (1) Data acquisition, (2) Data processing, (3) Decision-making. Data acquisition is the collection of useful data from targeted equipment for the purpose of CBM. Data processing involves the analysis and interpretation of data for the purpose of extracting features related to equipment health conditions. Decision-making consists of two main aspects, diagnostics and prognostics. Diagnostics monitors the historical data and current status of the targeted equipment to detect the faults occurrence. Prognostics anticipates future status changes and prevents faults before they occur.

The research in this thesis focuses on the implementation of an entire CBM framework on the APU starter to support the corresponding practical civil aviation maintenance programs.

1.2 Literature review

1.2.1 Gas turbine engine theory

The basic theories of gas turbine engines formed by thermodynamics and aerodynamics have been well developed for decades. Since APU is a typical type of gas turbine machine delivering shaft power, the gas turbine engine theories are well applicable to it. The text books written by Saravanamutto [3] and Kerrebrock [4]
have offered good introductions to Gas turbine engines, covering theories from main components design to overall operation principles. More precisely, Walsh [5], focused on gas turbine engine performance, presenting general performance calculation methods for evaluation of engines in balanced and transient states as well as engines specifically engaged in the starting process. The book published by Rolls-Royce [6], by contrast, focused on gas turbine engine structures, offering detailed mechanism information of engine starting system.

While the texts mentioned above primarily discuss engines operating in normal states, the abnormal states of different components have been investigated in a number of research works as well. Aker in [7] and Saravanamutto in [8] for instance, have evaluated the engine performance degradation caused by compressor fouling using computer simulation techniques; Hanachi, et al. in [9] proposed a procedure for diagnosing compressor blade cracks based on detrended fluctuation analyses (DFA) of an experimental dataset; And Kim in [10] applied a fuzzy clustering method to engine operating data in order to diagnose faults in fuel supply systems. However, little attention has thus far been paid to gas turbine engine starter degradation, and the impact of starter degradation on engine performance has rarely been discussed in literatures.

As for a particular type of APU installed in civil aircraft, generally, the user level information (for airline) about the structure and operation procedures are provided in the flight crew operating manuals (FCOM) [11] and the aircraft maintenance manuals (AMM) [12]. However, the design level information (from manufacturer) such as the
performance charts and engine simulation models are normally unavailable to the public. In this thesis, a set of data collected during 10 years of actual airline operations has been used to evaluate the particular APU’s performance.

1.2.2 Diagnostics

Machinery diagnostics is a posterior data analysis that uses historical and current system state to achieve early fault detection and localization. The conventional diagnostics approaches rely on human expertise by utilizing feature extracting tools such as power spectrum [13], cepstrum [14], wavelet phase [15], etc. However, the manual diagnostics approaches are usually time consuming and unreliable when multiple features are involved or when the data are interfered by noises. Alternatively, the progressive diagnostics approach can achieve automatic fault detection. Based on different emphases, the automatic diagnostics approaches can be generally classified into three categories: statistical approaches, artificial intelligence (AI) approaches, and physical-based approaches [16].

Cluster analysis is a widely used statistical approach that classifies signals into different fault and health groups on the basis of the similar features possessed by the signals. One way of cluster analysis is to represent the similarity among different signal groups with the distance measures derived from certain discriminant functions in statistical pattern recognition [17]. The commonly used distance measures includes Euclidean distance [18], Kullback-Leibler distance [19], Bayesian distance [20] etc.
Another way of cluster analysis is to determine the boundary curves that separate different signal groups. Support vector machine (SVM) is a powerful technique applied for such a boundary determination. The basic principle is to separate an \( n \)-dimensional data space by a \( n-1 \)-dimensional hyperplane that creates the maximum margin between two adjacent groups. Other than cluster analysis, hidden Markov model (HMM) can also be used for fault classification [21]. It assumes the time-frequency features extracted from the original signals to be Markov processes with hidden states. The targeted component’s health condition are then represented and classified by evaluating these hidden states [22]. Generally, all the statistical approaches have a main limitation that they cannot be used for time-varying systems, since they rely on the statistic measurements.

Neural network (NN) and fuzzy logic are two useful AI approaches. The NN is a computational model that mimics human brain nervous system that is capable of machine learning and pattern recognition. It has a complex layer structure consisted of simple processing nodes that can model complex non-linear function with multiple inputs and outputs [23]. Fuzzy logic deals with system uncertainties and ambiguities in a way that mimics human reasoning [24]. It starts from highly formalized insights about the structure of categories, and then formulates expert knowledge in a linguistic form [25]. One example of the AI approach applications is given in [26], in which a fault diagnostic scheme is proposed to integrate NN and fuzzy logic for an assessment of bearing health condition. Generally, the AI approaches have two main limitations. Firstly, it is difficult to have physical explanations on the training models. Secondly, a
A comprehensive amount of data is required for the training process which is often unavailable for certain cases.

Physical-based approaches incorporate physics understanding and explicit mathematical model of targeted system into fault diagnostics. With the established model, the estimation tools such as Kalman filter, parameter estimation can be applied to implement the diagnostics. One example of the applications is given in [27], in which a model-based diagnostics system has been built to represent the rolling element bearing faults. Another example is given in [28] in which the fault diagnostics of cracked rotor shafts has been implemented. Generally, with the accurate and reliable model, the physical model based approaches can be more effective than other model-free approaches. However, one main limitation is that each particular targeted system requires its specific model. For some complex systems, such models are very difficult or even impossible to be established.

1.2.3 Prognostics

Machinery prognostics uses current and previous system states to predict a dynamic system’s future states. Reliable forecast information can be used to schedule repairs and maintenance in advance and provide an alarm before faults reach critical levels so as to prevent system performance degradation, malfunction, or even catastrophic failures [29].

In general, prognostics can be conducted using either data-driven methods or
physics-based approaches. Data-driven prognostic methods use pattern recognition and machine learning techniques to detect changes in system states [30], [31]. The classical data-driven methods for nonlinear system prediction include the use of stochastic models such as the autoregressive (AR) model [32], the threshold AR model [33], the bilinear model [34], the projection pursuit [35], the multivariate adaptive regression splines [36], and the Volterra series expansion [37]. In the last decade, interest in data-driven system state forecasting that focuses on the use of flexible models such as various types of neural networks (NNs) [38], [39] and neural fuzzy (NF) systems [40], [41] has grown. Data-driven prognostics methods rely on past patterns of the degradation in similar systems to project future system states. Their forecasting accuracy depends on not only on the quantity but also on the quality of historical system data, which could be a challenging task in many real applications [42], [43]. Another principal disadvantage of data-driven methods is that the prognostics reasoning process is usually opaque to users [44]. As a result, data-driven methods are often not suitable for some applications where forecast reasoning transparency is required.

Physics-based approaches typically involve building models (or mathematical functions) to describe the physics of the system states and failure modes. These approaches incorporate a physical understanding of the system into the estimation of system state and/or remaining useful life (RUL) [45], [46], [47]. Physics-based approaches, however, may not be suitable for some applications where the physical parameters and fault modes may vary under different operation conditions [48]. On
the one hand, it is usually difficult to tune the derived models to accommodate time-varying system dynamics. On the other hand, physics-based approaches cannot be used for complex systems whose internal state variables are inaccessible (or hard) to direct measurement using general sensors.

The Bayesian approaches are particularly well suited to solve dynamic state-estimation problems since they incorporate process data into an optimum state’s estimation by considering the likelihood of observations [49]. Particularly, the particle filtering (PF), also known as sequential Monte Carlo (SMC), provides a solid and consistent theoretical framework for handling nonlinear/non-Gaussian system state models. The PF based approaches, however have been used only in a few prognostics applications, such as the prediction of battery RUL [50] or the monitoring of crack growth in engine blades [51]. One of the common limitations for PF prediction is that no future measurements are available to correct for model inaccuracies. In that sense, an accurate system state model of PF based on a physical understanding of the target equipment is necessary for reliable and robust predictions.

1.3 Objectives

The related researches of this thesis are Letourneau 2008 [52] and Yang 2010 [53] on behalf of the National Research Council Canada (NRC). Letourneau et al. in [52] presented a classification system based on clustering and support vector machine (SVM) for the starter failure estimations. Yang et al. in [53] presented the APU failure
mode and effect analysis. Through an investigation of maintenance records, the paper validated all the possible component faults that can lead to the “APU inability to start” failure effect.

This thesis aims to develop a framework that supports a complete CBM framework for the APU starter in practical civil aviation field. The proposed framework will cover the methodologies for implementing all the three CBM key steps, from data acquisition to data processing to decision-making. This thesis is new in the following aspects:

1. It first time establish the physical relationship between engine performance and the starter health condition based on gas turbine engine theory. With these relations established, different APU failure modes can be identified based on data patterns of collected engine parameters. Also the starter degradation can be indicated by these parameters.

2. It designs an online classifier based on autocorrelation by considering engine parameters as random processes. With this classifier thus designed, the initial phase of starter degradation can be effectively detected.

3. It develops a PF approach with the associated system state model of the APU starter. This PF approach can remove the inherent uncertainties in the data measurements, automatically update the system state model parameters, and dynamically achieve diagnostics and prognostics at each starting cycle for supporting the CBM decision-making.
1.4 Thesis Outline

The reminder of this thesis is organized as follows.

Chapter 2 focuses on the data acquisition. First, relevant background information about the APU and starting procedure is introduced. Then the dataset employed in the thesis is interpreted. Based on the interpretation, several essential engine operating parameters are collected for subsequent technology development.

Chapter 3 presents the data processing. The engine parameters are corrected with respect to different ambient conditions. After that, different data patterns are identified from these corrected parameters.

Chapter 4 discusses gas turbine engine theory. The physical relationship between engine performance and the starter health condition are established. With this physical relationship, this chapter establishes a method by which the starter health condition can be indicated by the collected engine parameters.

Chapter 5 presents the diagnostics of decision making. The statistical properties of the dataset are examined with the methods of kernel smoother and moving average. After that, an online classifier based on autocorrelation is designed to detect the starter degradation.

Chapter 6 implements the diagnostics and prognostics of decision making. A PF estimator is developed with the proposed system state model. This PF estimator can provide optimum estimation of starter current condition and the future degradation trend based on available engine parameter measurements.
Finally, Chapter 7 presents the conclusions of this thesis and some future research topics.
Chapter 2  Data acquisition

Data acquisition is the process of collecting useful data from target equipment. This process is an essential step in implementing a condition-based maintenance (CBM) program for machinery fault diagnostics and failure prognostics.

In this chapter, Section 2.1 introduces the necessary background information about APU operation and starting process. Section 2.2 introduces the data acquisition with necessary interpretations.

2.1  APU structure

The target equipment in this thesis is the Honeywell 331 series APU installed on Airbus A310 [11]. It is a self-contained unit installed in the fireproof compartment located in the aircraft fuselage tail cone. As shown in the Figure 2.1 (a), APU is a small gas turbine engine that delivers mechanical shaft power for the aircraft electrical network and produces bleed air for the main engines starting and air conditioning systems. The APU contains the following main components:

- Power section: A two-stage centrifugal compressor driven by a three-stage axial turbine through the main shaft of a single-spool configuration.
- Load compressor: A single-stage centrifugal compressor directly driven by the power section. The bleed air is delivered from this component to the aircraft pneumatic system.
• Accessory gearbox: A shaft power delivery mechanism driven by the power section directly, carrying the Fuel Control Unit, lubrication pumps and AC generator.

• Starter: A series-wound DC electric motor that automatically varies its speed according to the load, with speed increasing as load decreases and vice versa. During starting, the starter receives power from the aircraft battery, and then drives the APU power section through gearbox.

• Electronic Control Box (ECB): A full-authority digital electronic controller that performs the bulk of the APU system logic for all operations. These operations include starting and shutdown sequence, as well as the monitoring of rotational speed, temperature, bleed and electrical load.

• Air intake flap: It is an electrically operated flap that allows external air to reach the compressor inlet.

Figure 2.1 APU schematic [11].
Figure 2.2 is the flight phases diagram described by the Airbus FCOM. During the flight operation, the APU is normally started on the ground in the phase of cockpit preparation before main engine starting or after touchdown (Phases 1, 9 and 10). The APU is usually shut down in the other phases when the main engines are working.

![Figure 2.2 Airbus flight phases diagram [11].](image)

APU starting is an automatic sequence performed and monitored by the ECB. Once the pilot in the cockpit selects the master switch ON and presses the APU START pushbutton switch, the starting process is initiated. During starting, the ECB controls fuel flow by considering the rotational speed \( N \), Exhaust Gas Temperature \( (EGT) \) and air inlet conditions. This logic flow is schematically shown in Figure 2.3 and the key phases are listed as follows:

- Dry cranking: After the air intake flap reaches its full open position, the starter is energized to provide initial rotational speed to the APU spool with no fuel supply.
- Light-off: At 7% \( N \), fuel is metered to the combustor, and the igniters are energized to ignite locally within the combustor.
- Acceleration: the APU spool is continually accelerated by the thermal power
of fuel combustion and the shaft power of the starter. $N$ increases steadily along with the fuel supply.

- Starter cutoff: At 50% $N$, the starter is declutched and de-energized. After that, the APU is self-sustained and accelerated by thermal power only.

- Starting completed: At 95% $N$, the APU is available to provide electrical load and bleed load to the aircraft. When the starting process is completed, ECB ensures the APU to work stably at 100% $N$.

![APU starting logic schematic](image)

Figure 2.3 APU starting logic schematic [11].

Figure 2.4 records the key APU parameter profiles of starting process from A320
cockpit in an actual flight. The A320 APU has a structure and starting logic that is quite similar to that of A310 APU. Although the numerical values have certain differences, the general trends of these parameter profiles are similar. As can be seen in the figure, during the starting process, \( N \) increases evenly from 0\% to 100\%. \( EGT \) increases rapidly after light-off, reaches the peak before the starter’s declutching and decreases gradually to a stable value as \( N \) reaches 100\%. In the subplot (d), the point where \( EGT \) reaches its peak value is denoted as \( (N_{peak}, EGT_{peak}) \). This point is a distinctive feature that describes the whole profile of \( EGT \) against \( N \).

Figure 2.4 APU starting parameters (a) cockpit display, (b) \( N \) against \( \text{start time} \), (c) \( EGT \) against \( \text{start time} \), (d) \( EGT \) against \( N \).
2.2 Dataset acquisition

Data collected for a CBM framework can be categorized into two main types: the condition monitoring data and event data. Condition monitoring data are the measurements related to the health condition of target equipment, while event data include the information about what has happened to target equipment (e.g., maintenance, breakdown, etc.). In this thesis, both of the two data types are involved in data acquisition.

2.2.1 Condition monitoring data

The dataset in this thesis was derived from the flight records of the Air Canada fleet of 35 Airbus-A310 aircrafts. These records contain APU operating data for 161,000 commercial flights over more than a 10-year period.

Table 2.1 demonstrates part of the dataset for an easy overview. Each row of the table contains data from one independent APU starting cycle. Based on the information of APU operations introduced previously, 10 variables from 70 have been picked out as the condition monitoring data because they are related to the APU starting conditions, while others such as oil temperature and bleed valve angle are either too vague to be interpreted, or are collected after the starting process. These 10 variables are listed below alongside their respective annotations.
\begin{itemize}
  \item \textit{Info} Flight information (flight number, date and route, etc.).
  \item \textit{Sn} APU serial number.
  \item \textit{h}_{op} Cumulative count of the APU operating hours.
  \item \textit{cyc} Cumulative count of the APU starting cycles.
  \item \textit{T}_1 Ambient air temperature.
  \item \textit{P}_1 Ambient air pressure.
  \item \textit{EGT}_{peak} Peak value of exhaust gas temperature in starting process.
  \item \textit{N}_{peak} Rotational speed at the moment of \textit{EGT}_{peak} occurrence.
  \item \textit{t}_{start} Time duration of starting process.
  \item \textit{EGT}_{stable} Exhaust gas temperature when air conditioning is enabled after starting with 100\% \textit{N}.
\end{itemize}

### 2.2.2 Event data

A comprehensive search of the maintenance reports in the same period of the dataset reveals that 83 component replacements have occurred due to the failure effect: “APU inability to start”. However, neither the exact failure modes nor the name of faulty component were made available in these reports. That is, APU “inability to start” failures were recorded, and a faulty component was replaced, but neither the failure modes associated with these failures were nor the components involved were specifically identified. Thus the failure modes could have included hot-starting, hung-starting, ignition failed, or something else. And the faulty components could
have included the starter, the fuel management controller, the igniters, or something else.

The problem of identifying the exact failure mode and faulty component will be handled later in Chapter 4 after the gas turbine theory of starting process is discussed. But at this moment, the 83 component replacement events are treated equally as event data, and are named as reset events in the following context for simplicity. This terminology is used because it is after a component replacement event that both the $h_{op}$ and cyc in the dataset stop their cumulative counts and restarted from zero, as indicated in Table 2.1. This means that the condition monitoring data always reflect a reset event after a component has been replaced.

Furthermore, only the condition monitoring data from the last 250 APU operating hours prior to the reset events were made available. This is because it is during this 250-hour period that all the relevant degradation information about the affected APU component is believed to be recorded. Another terminology, group, is used in this thesis that all of the condition monitoring data corresponding to one reset event are regarded as one group. That is to say, each group corresponds to one APU’s record that a certain component has experienced degradation which finally led to an APU “inability to start” failure effect. After data with format and sensor errors have been eliminated and groups with insufficient length have been removed, 52 valid groups are ultimately generated from the entire dataset.
As mentioned in Section 2.1, during one starting cycle, the APU starter only works for a short period from 0% \( N \) to 50% \( N \) regardless of how long the APU as a whole works after starting. Therefore, it is reasonable to use starting cycles as time units to measure the starter’s life span rather than to use the operating hours.

In order to effectively combine the event data and condition monitoring data together to describe the underlying component degradation, the term, *remaining useful cycles* (\( RUC \)) has been coined specifically for this project. The \( RUC \) is calculated by subtracting \( cyc \) values in all starting cycles with the \( cyc \) value in the reset event starting cycle (see Table 2.1), so that

<table>
<thead>
<tr>
<th>Flight info</th>
<th>Dest ← Dept</th>
<th>( E_{\text{peak}} )</th>
<th>( Sn )</th>
<th>( h_{\text{op}} )</th>
<th>( cyc )</th>
<th>( RUC )</th>
</tr>
</thead>
<tbody>
<tr>
<td>20SEP2002:11:54:26</td>
<td>YYC-YYC</td>
<td>527</td>
<td>795</td>
<td>1986</td>
<td>3150</td>
<td>394</td>
</tr>
<tr>
<td>20SEP2002:17:07:26</td>
<td>YVR-YYC</td>
<td>538</td>
<td>795</td>
<td>1988</td>
<td>3151</td>
<td>393</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19DEC2002:19:27:13</td>
<td>YYZ-PBI</td>
<td>872</td>
<td>795</td>
<td>2235</td>
<td>3542</td>
<td>2</td>
</tr>
<tr>
<td>20DEC2002:00:58:44</td>
<td>YEG-YYZ</td>
<td>792</td>
<td>795</td>
<td>2236</td>
<td>3544</td>
<td>0</td>
</tr>
<tr>
<td>25JAN2005:20:07:20</td>
<td>YYZ-YOW</td>
<td>533</td>
<td>876</td>
<td>5</td>
<td>7</td>
<td>180</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
\[ RUC = cyc_{reset\ event} - cyc. \] 

(2.1)

In effect, \( RUC \) is the concept of remaining useful life (RUL), which denotes how many cycles remain until a reset event occurs. In addition, \( RUC \) has been selected as the discrete time unit for the condition monitoring data, so that each starting cycle is enumerated by a \( RUC \) value in the countdown direction. \( RUC = 0 \) denotes the end of a group when the APU was “inability to start” and the faulty component was replaced through maintenance actions.

With the definition of \( RUC \), the condition monitoring data, \( info, sn, cyc \) and \( h_{op} \), that are used to record the time sequence can be replaced. The remaining condition monitoring data collected from each starting cycle can then expressed as six variables in terms of \( RUC \),

\[
\begin{bmatrix}
T_1(RUC), P_1(RUC), EGT_{peak}(RUC), N_{peak}(RUC), t_{start}(RUC), \\
EGT_{stable}(RUC)
\end{bmatrix}, \quad (RUC = \ldots, 2, 1, 0).
\] 

(2.2)

For simplicity, a shorten notation is also used that

\[
\begin{bmatrix}
T_1, \quad P_1, \quad EGT_{peak}, \quad N_{peak}, \quad t_{start}, \quad EGT_{stable}
\end{bmatrix}.
\] 

(2.3)

An overview of the entire dataset including all 52 groups is plotted in the Figure 25.
2.5 with group numbers against $RUC$. There are a great many of points in the figure. Each point stands for an independent APU starting cycle, and corresponds to the six variables of condition monitoring data. The $x$ axis denotes $RUC$ value of the starting cycle, while the $y$ axis lists the group numbers. As can be seen, theses groups have different length in terms of $RUC$, but all end up at the starting cycle $RUC = 0$.

![Figure 2.5 Overview of the acquired dataset Group against RUC.](image)

It is also worth mentioning that the airline maintenance program document (MPD) prescribes a breakdown maintenance strategy for the APU starter. This means that there is no periodic replacement of the starter for preventive maintenance.
Therefore, if a starter fault that led to an APU “inability to start” has existed during the 10-year period, the corresponding information will be contained within its data acquisition.

2.3 Summary

The process of data acquisition along with necessary interpretations based on APU operation information has been introduced in this chapter. Some important facts have been established, as noted below.

- In each APU starting cycle, six variables condition monitoring data have been collected: \([T_1, P_1, EGT_{peak}, N_{peak}, t_{start}, EGT_{stable}]\).
- A Reset event has been defined as the occurrence of the APU failure “inability to start”. This event indicates that, certain component has been replaced through maintenance action. However, the maintenance record does not specify which the component has been replaced.
- 52 valid groups have been extracted from the original dataset. Each group contains the information about one reset event.
- \(RUC\) has been selected as the discrete time unit of the condition monitoring data. \(RUC\) value also indicates the RUL.

The data acquisition step in this thesis has a great practical value due to its easy accessibility. As can be seen, all the condition monitoring data are routine sensors data collected from airline operation. Thus neither special experimental platforms nor extra
costs are required for the data acquisition. In addition, this thesis’s finding can be applied not only to the aircraft A310, but also to any mainstream civil aircraft including the ERJ 190, the B737, and the A330, among others.

The dataset, however, not as intact as a designed experimental dataset or a computer simulated dataset, is interfered by the actual airline operational factors, and this can make the development of CBM framework challenging. Nevertheless, this thesis aims to tackle those challenges. Chapter 3, therefore, will address the challenge caused by the impacts of various ambient conditions (such as temperature, pressure and humidity) from actual airline operations. Chapter 4 will address the challenge caused by the fact that no sensors are installed in APU system to measure the starter performance directly. Finally Chapters 5 and 6 will address the challenge that all the collected parameters are interfered by the “noise” caused by engine operating uncertainties such as conditions of air flow, fuel-air mixture, flame propagation, etc.
Chapter 3  Data processing

The data processing performed in this chapter handles and analyzes the dataset introduced in the data acquisition step. Section 3.1 presents the correction of the raw engine operating parameters to a standard air condition in order to eliminate the effects of various ambient conditions. On the basis of the corrected results, Section 3.2 reveals that there are 3 distinctive data patterns in all groups. After that, the section lists all the possibly faulty components that could lead to the APU “inability to start” failure based on maintenance records statistics.

3.1  Gas turbine engine parameters corrections

The dataset in this thesis covers a wide range of ambient temperatures from $-20^\circ$ to $40^\circ$ and ambient pressures relevant to the airport elevations from sea level (Vancouver) to 3557ft (Calgary). Since the ambient conditions have a significant impact on gas turbine engine performance, making the engine parameters comparable requires a correction from the actual ambient conditions to the sea level condition of international standard atmosphere (ISA).

The most widely applied correction method is to follow the principle of Mach number similarity. This correction ensures that the Mach number velocity triangles in engine calculated by the corrected parameters in ISA conditions are the same as the velocity triangles calculated by the raw parameters in actual ambient conditions.
Because Mach number can describe flow compressibility and velocity triangles that corresponds to the engine work and incidence losses, during this correction procedure, the parameters of engine efficiencies, temperature ratios and pressure ratios will remain unchanged. The theoretical model of EGT and N corrections based on the Mach number similarity have been presented by Volponi in [54] as follows,

\[ EGT_c = \frac{EGT_{raw}}{\Theta}, \]  
\[ N_c = \frac{N_{raw}}{\sqrt{\Theta}}, \]  
\[ (3.1) \]
\[ (3.2) \]

where the subscript ‘c’ stands for the corrected parameters and the \( \Theta \) is the ratio of actual ambient temperature to ISA temperature, \( T_1/T_{ISA} \).

In most practical applications, the theoretical model given by Equation (3.1) and (3.2) does not yield satisfying results. One reason for this is that the gas constant \( R \) and the ratio of specific heat \( \gamma \) vary due to air humidity. The other reason is the flow boundary layers vary due to the uncertainty of Reynolds number. Therefore, the quality of the correction procedure is often improved by applying empirical exponents of \( \Theta \), as shown in Equation (3.3) and (3.4) [55].

\[ EGT_c = \frac{EGT_{raw}}{\Theta^{a_{EGT}}}, \]  
\[ N_c = \frac{N_{raw}}{\Theta^{a_N}}. \]  
\[ (3.3) \]
\[ (3.4) \]

The empirical exponents \( a_{EGT} \) or \( a_N \) are normally determined by running a
calibrated thermodynamic computer model provided by engine manufacturers. In this thesis, the dataset has been employed instead because it also contains a considerable number of engine parameters covering a wide range of ambient conditions. The only difference is that the engine parameters simulated by the computer model are deterministic in terms of ambient conditions, whereas in the dataset, the parameters collected from actual engine operations are random variables due to engine operating uncertainties.

Taking $EGT$ for example, the correction procedure is performed as follows. The corrected $EGT$ corresponding to any ambient condition should be consistent with the raw $EGT$ collected in the ISA condition, that is

$$EGT_c = \frac{EGT_{raw}}{Q^{a_{EGT}}} = EGT_{raw}|_{ISA},$$

(3.5)

where the $EGT_{raw}$ is a random variable as shown in Figure 3.1 (a). In this case the $a_{EGT}$ can be determined by satisfying the least square estimation,

$$\arg \min_{a_{EGT}} \left\| \frac{EGT_{raw}}{Q^{a_{EGT}}} - EGT_{raw}|_{ISA} \right\|.$$  

(3.6)

Various algorithms can be applied to solve Equation (3.6), while in this thesis the Nelder-Mead downhill simplex algorithm [56] is employed. The correction results are presented in Figure 3.1.
Figure 3.1 Parameters correction (a) raw $\text{EGT}_{\text{stable}}$, (b) corrected $\text{EGT}_{\text{stable}}$, (c) raw $\text{EGT}_{\text{peak}}$, (d) corrected $\text{EGT}_{\text{peak}}$, (e) raw $N_{\text{peak}}$, (f) corrected $N_{\text{peak}}$, (g) raw $t_{\text{start}}$, (h) corrected $t_{\text{start}}$. 

$\alpha_{\text{EGT}_{\text{stable}}} = 0.46924$, $\alpha_{\text{EGT}_{\text{peak}}} = 0.71523$, $\alpha_{N} = -0.15303$, $\alpha_{t_{\text{start}}} = 0.49346$. 
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Taking the $EGT_{stable}$ as an example, the points in the subplot (a) represent the original $EGT_{stable}$ measurements collected from various ambient temperature $T_1$. The tilted line is the least square estimation that indicates the data trend with respect to different $T_1$ values. The points in the subplot (b) represent the corrected $EGT_{stable}$ values. After correction, the least square estimation of $EGT_{stable,c}$ is invariable regardless of $T_1$.

The measurement and correction of $EGT_{peak}$ are shown in the subplots (c) and (d). In contrast to $EGT_{stable}$ that is collected after starting process with stable 100% $N$, the $EGT_{peak}$ is collected during the transient starting process when $EGT$ value peaks around 40% $N$. Therefore, greater engine operating uncertainties relating to such factors as air flow, fuel air mixture, flame propagation are involved in the $EGT_{peak}$. Two expected differences between these two variables $EGT_{stable}$ and $EGT_{peak}$ can be observed from the corresponding subplots. Firstly, $EGT_{peak}$ has greater fluctuations than $EGT_{stable}$. Secondly, $EGT_{peak}$ is more easily affected by $T_1$. Another thing worth mentioning is that $EGT_{stable}$ is measured when the APU undertakes the bleed load of the air conditioning system and the electrical load of the aircraft. Without these loads, $EGT_{stable}$ would be obviously lower than $EGT_{peak}$ when collected from the same starting cycle.

As for the other two variables of condition monitoring data, $N_{peak}$ and $t_{start}$, they are actually not engine thermodynamic parameters, since $N_{peak}$ is the rotational speed at the moment of $EGT_{peak}$ during starting and $t_{start}$ is the time duration of
starting process. However, this correction procedure can still be applied to eliminate
the effect of ambient conditions for these two parameters.

3.2 Data patterns identification

After data correction, the effects of ambient conditions are eliminated and the
corrected engine parameters from different starting cycles became comparable. For
simplicity, the following shortened notations will be used:

- \( \mathcal{E}_{EP} \): Corrected \( EGT_{peak} \).
- \( \mathcal{N}_{NP} \): Corrected \( N_{peak} \).
- \( \mathcal{E}_{ts} \): Corrected \( t_{start} \).
- \( \mathcal{E}_{ES} \): Corrected \( EGT_{stable} \).

The six variables of condition monitoring data in Equation (2.2) can be replaced by
the following four variables in terms of \( RUC \),

\[
[ \mathcal{E}_{EP}, \mathcal{N}_{NP}, \mathcal{E}_{ts}, \mathcal{E}_{ES} ],
\]

As mentioned before, \( \mathcal{E}_{ES} \) is collected after the starting process with 100% \( N \). It
relates to the APU working condition “after starting” rather than “during starting”.

The visualization of \( \mathcal{E}_{ES} \) for all groups reveals one same data pattern. One of the
groups is shown in Figure 3.2. Each point stands for a \( \mathcal{E}_{ES} \) sample collected from the
starting cycle numbered by the corresponding \( RUC \) value. The whole group ends up
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at the starting cycle $RUC = 0$ when the reset event has occurred. Three separate boundaries at $RUC = 150$, $100$ and $50$ are selected in order to demonstrate the underlying data patterns. The whole group has then been divided into 4 zones, while the data pertaining to these zones are denoted with symbols of circle, square, triangle and star respectively. As shown in the figure, $ES$ distributes stably around a constant value regardless of $RUC$ countdown. This data pattern reveals that the APU has worked normally and stably after starting in all the cycles prior to the reset event.

As mentioned previously, the reset event signals an occurrence of the APU failure “inability to start” due to a certain faulty component. Although $ES$ does not reflect APU condition during starting process, the conclusion extracted from the data patterns of this variable is important: In all the groups, if a faulty component exists that has caused “APU inability to start”, this component should only affected APU working condition during starting process, not APU working condition after starting process.
Removing the \( ES \), the remaining three variables of condition monitoring data are

\[
[ EP, \quad NP, \quad ts ]. \tag{3.8}
\]

All these three variables are related to APU starting process directly. Through the visualization of these variables, three distinctive data patterns have been identified, and all the 52 groups have been classified into three categories based on the data patterns.

The first category has 28 groups sharing the same data pattern. One group is shown in Figure 3.3 as an example. As can be seen in the subplots (a) - (c), \( EP, NP \)
and \( ts \) all maintain stable with respect to \( RUC \). The subplot (d) shows that all points \((NP, EP)\) from different starting cycles cluster together without clear separations. These data patterns indicate that the starting profiles (Figure 2.4) are consistent for different cycles prior to the reset event. And there is no hint of any abnormal behaviors.

The second category has 13 groups sharing another data pattern. One of the groups is shown in Figure 3.4 as an example. The developing trends of the three variables, \( EP, NP \) and \( ts \), in terms of \( RUC \) are illustrated in the subplots (a), (b), (c) and (d) of Figure 3.3.

Figure 3.3 the first category data patterns (a) \( EP \) against \( RUC \), (b) \( ts \) against \( RUC \), (c) \( NP \) against \( RUC \), (d) \( EP \) against \( NP \).
(c). In the zone above 150 $RUC$, which is far away from the reset event, their values are relatively constant. In the following zones as $RUC$ approaches to zero, their values vary significantly in the way that $EP$ and $ts$ increase and $NP$ decreases. Clearly, a certain component degrades in this zone and seriously impacts the APU starting process. In the subplot (d), the point $(NP, EP)$ develops toward the top left corner as $RUC$ approaches to zero. This indicates that with a certain component degradation, the starting process gains a higher $EP$ and an earlier associated $NP$.

![Figure 3.4 the second category data patterns](image)

Figure 3.4 the second category data patterns (a) $EP$ against $RUC$, (b) $ts$ against $RUC$, (c) $NP$ against $RUC$, (d) $EP$ against $NP$.

The third category contains the remaining 11 groups. One of the groups is shown
in Figure 3.5 as an example. The most distinctive characteristic of this data pattern is that in the 100-0 \( RUC \) zone, two different stable values of \( NP \) exist while \( EP \) fluctuates furiously. The subplot (d) shows that the development of the points \( (NP, EP) \) is separated into two clusters. This indicates that when a certain component degrades, from different starting cycles, the same \( EP \) value occurs at a rotational speed \( NP \) that shifts back and forth between two stable values.

Figure 3.5 the third category data pattern (a) \( EP \) against \( RUC \), (b) \( ts \) against \( RUC \), (c) \( NP \) against \( RUC \), (d) \( EP \) against \( NP \).

These three data patterns identified above are caused by different faulty components. In paper [53], Yang et al. presented Failure Mode and Effects Analysis
(FMEA) of the APU. Through an investigation of Original Equipment Manufacturer (OEM), which includes maintenance record on APU systems, the paper listed all the recorded faulty components that led to the failure effect “APU inability to start”. Table 3.1 below is adapted from that paper, where the FMP denotes failures mode probability and the FR denotes the failure rate per 1 million APU operating hours. As shown in the table, the faulty components that most frequently cause APU “inability to start” are starter, igniter and fuel subsystem.

Table 3.1 FMEA of APU inability to start [53].

<table>
<thead>
<tr>
<th>Component Name</th>
<th>FMP(%)</th>
<th>FR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Starter</td>
<td>41.4</td>
<td>47.61</td>
</tr>
<tr>
<td>Igniter</td>
<td>31.2</td>
<td>35.88</td>
</tr>
<tr>
<td>Fuel Control Assembly</td>
<td>13</td>
<td>14.95</td>
</tr>
<tr>
<td>Fuel Pump</td>
<td>5</td>
<td>5.75</td>
</tr>
<tr>
<td>Fuel Flow Divider</td>
<td>2.8</td>
<td>3.22</td>
</tr>
<tr>
<td>Low Oil Pressure Switch</td>
<td>2.2</td>
<td>2.53</td>
</tr>
<tr>
<td>Oil Pump Assembly</td>
<td>0.8</td>
<td>0.92</td>
</tr>
<tr>
<td>Monopole Speed Sensor</td>
<td>0.8</td>
<td>0.92</td>
</tr>
<tr>
<td>EGT Thermocouple</td>
<td>0.2</td>
<td>0.23</td>
</tr>
</tbody>
</table>

Two questions have been raised in this chapter. Firstly, which data pattern has
been caused by which faulty component? And secondly, if the faulty component is the APU starter, how can the three variables of condition monitoring data, $EP$, $NP$ and $ts$, indicate the starter health condition? Both of the two questions will be answered in Chapter 4 where gas turbine performance during the starting process will be discussed.

3.3 Summary

Through the correction procedure based on the Mach number similarity, the effect of different ambient conditions from airline operations has been eliminated, and the condition monitoring data collected from different starting cycles have become comparable.

Based on the corrected exhaust gas temperature recorded when APU works stably after starting ($ES$), it becomes clear that all the APU’s stable working conditions can be justified as normal. Therefore, only those components that have effects on APU performance during the starting process can cause the reset events. The condition monitoring data are further simplified into three variables, $EP$, $NP$ and $ts$. The examination of these remained variables leads to the observation of three different data patterns corresponding to different component faults. In next Chapter, the engine turbine theory will be discussed with the purpose to identify the exact faulty component for different data patterns and then to establish an indicator for the starter health condition based on these three variables of condition monitoring data.
Chapter 4  Theory of gas turbine engine starting

In this chapter, the physical relationship between engine performance and APU starter health condition will be established in order to achieve two objectives. The first objective is to identify the specific faulty components that correspond to the different data patterns observed in Chapter 3. And the second objective is to establish method by which the starter health condition can be indicated by the condition monitoring data, $EP$, $NP$ and $ts$.

Section 4.1 begins by describing gas turbine engine off-design performance when the engine is running in an equilibrium state (balanced state). Section 4.2 then describes the engine performance during the starting process which is a typical transient state (unbalanced state). Lastly, Section 4.3 describes the effect of starter degradation on engine starting performance and identifies the failure modes corresponding to different data patterns.

4.1 Off-design performance

A gas turbine engine is designed to give the required performance when stably running at the design point. This design point refers to a particular set of conditions including rotational speed, pressure ratio, air mass flow, etc. By contrast, when the engine is running at a condition other than its design point, the corresponding engine performance is referred as off-design performance. All off-design performance
calculations require the compatibilities of mass flow, work, and rotational speed between the various engine components. This section first introduces these individual engine components with the associated performance characteristics, and then demonstrates the off-design performance calculations.

The APU studied in this thesis is a single-shaft engine delivering shaft power. It contains three main components: compressor, combustor, and turbine. Figure 4.1 shows the simple diagram of this engine type. The engine’s four stations are enumerated as (1) the compressor inlet, (2) the compressor outlet, (3) the turbine inlet, and (4) the turbine outlet. For simplicity, the aerodynamic parameters at different stations are labeled with the subscripts of the corresponding station numbers (e.g., $P_2$ denotes the pressure at the compressor outlet).

![Figure 4.1 Single-shaft engine delivering shaft power.](image)

A compressor characteristic (also known as a compressor map) is a series of curves that shows the compressor’s performance parameters at different rotational speeds. Figure 4.2 is reproduced from the book [3]. It shows the characteristic of a
general centrifugal compressor. This characteristic plots compressor efficiency $\eta_c$ and compressor pressure ratio $P_2/P_1$ respectively against non-dimensional air mass flow $m\sqrt{T_1}/P_1$. Each curve in the figure is called a *constant speed line* on which all points have the same non-dimensional rotational speed $N/\sqrt{T_1}$. The units of both the $m\sqrt{T_1}/P_1$ and the $N/\sqrt{T_1}$ are percentage ratios relative to the corresponding design values.

As indicated in the subplot (a), the $\eta_c$ on each constant speed line varies with the $m\sqrt{T_1}/P_1$ and reaches its maximum value at a certain point. In addition, the maximum $\eta_c$ values on different constant speed lines are generally consistent. In the subplot (b), the $P_2/P_1$ also varies with the $m\sqrt{T_1}/P_1$ on each constant speed line. The right hand extremities represent the points where choking occurs. The left hand extremities of all constant speed lines join up to form the *surge line*. And the points corresponding to the maximum $\eta_c$ of all the constant speed lines join up to form the *maximum efficiency line*. 
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Similarly, as the compressor characteristic, a general axial turbine characteristic is shown in Figure 4.3. In the subplot (b), the different constant speed lines are located closely to each other and gradually merge into a single horizontal line when the turbine pressure ratio $P_3/P_4$ increases. These lines merge because that a choking occurs in the turbine nozzle. When the $P_3/P_4$ reaches a certain threshold, the mass flow reaches its peak value and cannot further increase. In engine performance
calculation, all the constant speed lines can be approximated by the single dash curve shown in the subplot (b), so that a particular \( m\sqrt{T_3/P_3} \) value corresponds to a unique \( P_3/P_4 \) value with regardless of different rotational speeds.

![Figure 4.3 Axial turbine characteristic [3].](image)

When an engine is running in a balanced state at an operating point within these two component characteristics mentioned above, the operating point is called *equilibrium running point*. The off-design performance at this point is calculated as
follows.

First, an arbitrary point on a constant speed line in the compressor characteristic is selected, thus the values of $m\sqrt{T_{01}/P_{01}}$, $\eta_c$, and $P_{01}/P_{02}$ are fixed. The compatibilities of the rotational speed and air mass flow requires that

\[ N_1 = N_3 = N, \quad (4.1) \]
\[ m_1 = m_3 = m. \quad (4.2) \]

Equation (4.1) and (4.2) in non-dimensional forms are calculated as

\[ \frac{N}{\sqrt{T_3}} = \frac{N}{\sqrt{T_1}} \times \frac{\sqrt{T_1}}{\sqrt{T_3}}, \quad (4.3) \]
\[ \frac{m\sqrt{T_3}}{P_3} = \frac{m\sqrt{T_1}}{P_1} \times \frac{P_1}{P_2} \times \frac{P_2}{P_3} \times \frac{\sqrt{T_3}}{\sqrt{T_1}}, \quad (4.4) \]

Each item of Equation (4.4) is determined as follows,

- The $m\sqrt{T_1}/P_1$ and the $P_1/P_2$ are fixed at the selected point in the compressor characteristic.
- The $P_3/P_2$ is considered to be a fixed value. It is obtained from the combustion pressure loss ($\Delta P_b = P_2 - P_3$) caused by the frictional aerodynamic resistance in flame stabilizing.
- The $m\sqrt{T_3}/P_3$ is determined from the turbine characteristic with a known
value of the $P_3/P_4$ (the dash curve in Figure 4.3), denoted as $m\sqrt{T_3}/P_3 = f(P_3/P_4)$.

- The $P_3/P_4$ is equivalent to $(P_3/P_2) \cdot (P_2/P_1)$ by neglecting the inlet and exhaust pressure losses, that is $P_1 = P_4$.

Once all the values have been determined for the above parameters, the turbine inlet temperature can be obtained using Equation (4.4),

$$T_3 = \left( \frac{f \left( \frac{P_3}{P_2} \times \frac{P_2}{P_1} \right) \sqrt{T_1}}{m \sqrt{T_1} \times \frac{P_3}{P_1} \times \frac{P_2}{P_2} \times \frac{P_3}{P_3}} \right)^2. \tag{4.5}$$

Next, the turbine non-dimensional rotational speed $N/\sqrt{T_3}$ can be obtained from Equation (4.3). In addition, with the determined value of $N/\sqrt{T_3}$ and $P_3/P_4$, the turbine efficiency $\eta_t$ can then be fixed on the turbine characteristic.

With all the items above obtained, the compressor temperature rise $\Delta T_{12}$ and the turbine temperature drop $\Delta T_{34}$ are calculated by

$$\Delta T_{12} = \frac{T_1}{\eta_c} \left[ \left( \frac{P_2}{P_1} \right)^{\frac{Y-1}{Y}}_a - 1 \right], \tag{4.6}$$

$$\Delta T_{34} = \eta_t T_3 \left[ 1 - \left( \frac{1}{P_3/P_4} \right)^{\frac{Y-1}{Y}}_g \right]. \tag{4.7}$$

The engine net power output $P_{\text{w net}}$ is defined as the power generated by the turbine
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minus the power consumed by the compressor, that is

\[ P_{w_{net}} = mc_p \Delta T_{34} \frac{1}{\eta_m} mc_p \Delta T_{12}. \]  \hspace{1cm} (4.8)

In Equations (4.6), (4.7) and (4.8), the values of specific heat at the constant pressure \( c_p \) and the ratio of specific heat \( \gamma \) can be checked using the corresponding performance charts [57], where the subscript \( a \) stands for the ambient air while the subscript \( g \) stands for the combustion gas. The \( \eta_m \) is mechanical efficiency of the compressor-turbine combination by considering the aerodynamic friction, windage, and combustion loss. Finally, if an ambient temperature \( T_1 \) is chosen as a combustion reference, the fuel/air ratio \( f \) can be calculated with the known values of \( T_2 \) and \( T_3 \), that is

\[ 0 = (1 + f)c_pg(T_3 - T_1) + c_pa(T_1 - T_2). \]  \hspace{1cm} (4.9)

In practical engine operation, it is also necessary to consider the external load. In order to maintain an equilibrium state, the engine net power output needs to be equivalent to the external load,

\[ P_{w_{net}} - P_{load} = 0. \]  \hspace{1cm} (4.10)

With a known external load value, the problem then becomes finding the single point
on each constant speed line of the compressor characteristic that gives the required net power output at that speed. This can be done by trial and error computer calculations.

The above procedure demonstrates that all the required parameters of off-design engine performance can be determined with a given equilibrium running point in the operation range. Repeating this procedure for a series of constant speed lines, a series of points can be obtained and joined up to form the *equilibrium running line*.

### 4.2 Starting process

In gas turbine operation, starting is technically the most complex phase, not only because it is a transient state that covers engine acceleration from zero to the regulated speed, but more critically, because it involves light-off interference and starter assistance. This section introduces engine starting process by describing a sequence of key phases represented by the following three figures.

Figure 4.4 profiles the power loaded onto engine spool during starting process. The upper curve stands for the engine power, with the negative values representing the *engine resistance* and the positive values representing the *engine assistance*. The lower curve stands for the starter power, referred as *starter assistance*. The starter assistance is drawn in the negative direction such that the *net unbalanced power* loaded onto the engine spool can be directly indicated by the vertical distance between two curves. Figure 4.5, which shows the same graphs displayed in Figure 2.4, is reprinted below for reading convenience. This figure records the profiles of key
APU parameters during a typical APU starting process. Figure 4.6 shows the engine starting running line on the compressor characteristic. Notice that this line is a transient running line rather than the equilibrium running line mentioned in the previous section, because the engine is working in an unbalanced state of acceleration on this line.

Figure 4.4 Engine resistance/assistance and starter assistance.
4.2.1 Dry cranking:

The purpose of the dry cranking phase of engine starting process is to provide sufficient pressure and mass flow in the combustor for light-off.

As can be seen in Figure 4.4, during dry cranking, the starter assistance drives
the engine spool to rotate, while the engine resistance increases with cranking speed due to the flow friction and windage. The net unbalanced power is always positive in order to maintain continuous acceleration.

Figure 4.5 shows that $N$ increases steadily due to this positive net unbalanced power. Meanwhile, since no ignition happens in this phase, $EGT$ is equivalent to the ambient temperature.

In Figure 4.6, the engine starting running line begins from the intersection of the surge line and the zero constant speed line. Along with $N$ increasing, the running line goes across a series of constant speed lines. In this phase, the compressor pressure ratio increases slowly as indicated by the slow rise of the running line.

### 4.2.2 Light-off

In the light-off phase of the engine starting process, the igniters are activated and a constant fuel flow controlled by the ECB is metered into the combustor. After the fuel is ignited by igniters, the flame propagates and stabilizes circumferentially around the combustor.

Figure 4.4 shows that a step reduction occurs in the engine resistance at the light-off moment. However, the turbine output is still less than the sum of compressor consumption and windage losses. The starter assistance is still required to continue engine spool acceleration.

In Figure 4.5, when the flame propagates around the combustor and the
combustion gas reaches the $EGT$ thermocouples, $EGT$ starts to rise rapidly. In this figure, the rise occurs at around 15% $N$.

In Figure 4.6, the engine starting running line also shows a step upwards due to the light-off. Because the engine spool inertia prevents $N$ from sudden change, the step upwards goes along a constant speed line, which is 7% $N$ in our case.

### 4.2.3 Acceleration

In the acceleration phase of engine starting process, fuel flow increases steadily along with $N$. In Figure 4.4, engine resistance decreases and turns into assistance after crossing the $x$ axis. This cross point is called *self-sustain point* because the engine is able to sustain itself from this point onward. However, the starter still works for a while to facilitate a stable transition. At 50% $N$ in our case, the starter is cut out and de-energized.

In this phase, the engine is in a transient state, so that the positive net unbalanced power continually accelerates the engine towards the target rotational speed. The transient performance can be calculated by relatively minor adjustments to the off-design performance discussed in Section 4.1.

Transient acceleration is assumed to cover a series of discrete time steps. During each time step, $N$ is assumed to be a momentarily constant value due to the spool inertia. The fuel flow corresponding to the equilibrium state can be calculated based on Equation (4.9). In order to accelerate to next step, fuel flow is increased to generate
the extra net power $\delta P_{\text{w.net}}$. Considering the starter assistance, $\delta P_{\text{w.net}}$ can be derived from Equations (4.8) and (4.10), so that

$$
\delta P_{\text{w.net}} = m c_{pg} \Delta T_{034} - \frac{1}{\eta_m} m c_{pa} \Delta T_{012} + P_{\text{starter}}. 
$$

(4.11)

According to the dynamic principle, the relation between torque $\delta \tau$ and power $\delta P_{\text{w.net}}$ is

$$
\delta \tau = K_1 \frac{\delta P_{\text{w.net}}}{2\pi N}. 
$$

(4.12)

Since the inertia law states that the acceleration torque is equal to the product of spool inertial and angular acceleration, the following relationship is deduced:

$$
\delta \tau = I K_2 \frac{dN}{dt}, 
$$

(4.13)

where $K_1$ and $K_2$ are constant values relevant to engine structure parameters. Equation (4.12) and (4.13) are then rearranged to get

$$
dN = \left( \frac{K_1 \delta P_{\text{w.net}}}{2\pi INK_2} \right) dt. 
$$

(4.14)

Therefore, the speed changed from one time step to the next can be described as
\[ \delta N = \left( \frac{K_3 \delta P_{w_{net}}}{1N} \right) \delta t. \]  \hfill (4.15)

Once the above procedure is repeated for each time step, all the required parameters of engine performance in the acceleration phase can be determined.

As indicated in Figure 4.6, in this acceleration phase, the engine starting running line deviates from the equilibrium running line. It goes towards the surge line and returns back when a target speed (100\% \( N \) in our case) is reached. Correspondingly, in Figure 4.5, \( ETE \) reaches its peak value shortly after the light-off moment and then gradually returns to the stable value. The reason is analyzed as below.

As mentioned before, in the transient state of acceleration, the fuel flow is higher than it is in the equilibrium state in order to provide an extra power \( \delta P_w \). Meanwhile, the engine spool inertia tends to prevent \( N \) and air mass flow from increasing rapidly. Therefore the actual fuel/air ratio \( f \) is higher than it is in the equilibrium state, which causes a higher turbine inlet temperature \( T_3 \). According to Equations (4.7) and (4.8), since \( T_3 \) increases, the turbine temperature drop \( \Delta T_34 \) and the turbine output power must increase. According to Equation (4.6), this extra turbine power then increases the compressor temperature rise \( \Delta T_{12} \) and the compressor pressure ratio \( P_2/P_1 \). Since the rotational speed \( N \) has hardly changed, the engine running point tends to move upwards roughly along a constant speed line. When the engine stops acceleration at the target speed, the effect just described diminishes.
4.3 Starter degradation

In this section, the effect of starter degradation on engine starting performance will be described. Then the starter health condition can be indicated by the condition monitoring data. After that, the faulty components corresponding to the three different data patterns described in Chapter 3 will be identified. Thus the objective stated in this chapter’s introduction will be achieved.

4.3.1 Indication of starter health condition

Starter assistance power $P_{\text{starter}}$ is the most critical starter performance parameter required in the engine starting process. It is also the most direct numerical indication of starter health condition. When the starter is in perfect health condition, the $P_{\text{starter}}$ profile is stable and identical for different starting cycles. When the starter gradually degrades due to environmental corrosion, aging, etc., the $P_{\text{starter}}$ significantly reduces accordingly.

As mentioned in Chapter 2, there is no sensor installed in the civil aircraft that monitors and records the APU $P_{\text{starter}}$ profile directly. However, based on the gas turbine engine theory provided in this chapter, a qualitative relationship between the $P_{\text{starter}}$ and the condition monitoring data, $EP$, $NP$, and $ts$, can be established.

According to Equation (4.11) and (4.14), a reduced $P_{\text{starter}}$ causes a reduced
engine net power $\delta P_{\text{net}}$. As a result, the engine acceleration $dN/dt$ is reduced and consequently, the starting time $t_s$ is extended. On the other hand, since the time span from light-off (at 7% $N$) to the $EP$ (at the moment that flame propagates to the $EGT$ sensor) is almost constant, the drop of $dN/dt$ results in a decreased $NP$ and a decreased air mass flow in the combustor. Since the fuel supply at light-off is a fixed value controlled by the ECB, the fuel/air ratio $f$ thus increases. This, in turn, eventually causes $EP$ to increase.

Figure 4.7 illustrates the relationship between the $P_{\text{starter}}$ and the profile of $EGT$ against $N$. As can be seen, in the starting cycle with a reduced $P_{\text{starter}}$, $EP$ is higher and $NP$ is lower than these values would be in a normal starting cycle. The point $(NP, EP)$ corresponding to a reduced $P_{\text{starter}}$ thus moves toward the top left. The $t_{\text{start}}$ corresponding to a reduced $P_{\text{starter}}$ is higher than the $t_{\text{start}}$ of a normal starting cycle, although it is not shown in this figure.
Based on the above reasoning, the starter health condition is numerically indicated by the starter assistance power $P_{\text{starter}}$. The $P_{\text{starter}}$ can be numerically indicated by the condition monitoring data, $EP$, $NP$, and $ts$. That is, the normal values of $EP$, $NP$, $ts$ together indicates a normal $P_{\text{starter}}$ and a healthy starter, while an increased $EP$, decreased $NP$ and extended $ts$ indicate a reduced $P_{\text{starter}}$ and a degraded starter. Theoretically, a particular starter health condition would corresponds to a unique set of the condition monitoring data values, and the worse the starter degrades, the further these data deviate from normal values. However, in practical engine operation, the condition monitoring data will also be affected by uncertain conditions such as air flow, fuel-air mixture and flame propagation. These conditions cannot be exactly the same for different starting cycles. Therefore the condition monitoring data are statistical variables rather than a deterministic functions.
with respect to the $P_{\text{starter}}$. These statistical properties will be explored in Chapter 5.

### 4.3.2 Faulty component identification

Based on all the knowledge introduced earlier in this chapter, the faulty components for the three distinct data patterns described in Section 3.2 can now be identified.

In the first category, the 28 groups corresponding to the data pattern shown in Figure 3.3 have experienced either the igniter failure or no component faultiness at all. Igniters are used to ignite fuel in the primary zone of combustor. Once an igniter failure occurs, the only phenomena that can be observed are the failure of light-off and the subsequent APU “inability to start” failure. Therefore, there is no condition monitoring data generated from the failed starting cycle, and all the data from the previous cycles behave as normal. The other possible situation that this data pattern might reflect is that all the APU components are normal but one of them is replaced due to some maintenance plans.

In the second category, the 13 groups corresponding to the data pattern shown in Figure 3.4 have experienced the APU starter degradation. As mentioned previously, a reduced $P_{\text{starter}}$ is indicated by the fact that $EP$ increases, $NP$ decreases and $ts$ extends. Based on this analysis, Figure 3.4 shows that $P_{\text{starter}}$ maintains a constant condition at the beginning of the group, but decreases significantly after passing a boundary line that exists between $150 - 100\ RUC$. 
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In the third category, the 11 groups corresponding to the data pattern shown in Figure 3.5 have experienced a failure in the APU fuel system. As can be seen in the subplots (c) and (d), in the $100 - 0 \text{ RUC}$ zone, a particular $EP$ value corresponds to two distinctive $NP$ values. This shows that the fuel supply varies back and forth between two values in different starting cycles.

As discussed above, only the 13 groups in the second category contain information about APU starter degradation. Only these groups of data, therefore, will be analyzed in the following chapters for APU starter fault diagnostics and failure prognostics.

4.4 Summary

In this chapter, the gas turbine theory of off-design performance and starting process has been introduced. Accordingly, the effect of starter degradation on engine performance has been analyzed. The condition monitoring data, $EP$, $NP$ and $ts$, have been applied to indicate the starter assistance power $P_{starter}$. Furthermore, the 13 groups of data in the second categories initially described in Chapter 3 have been identified as a useful and informative source for estimating the APU starter degradation.
Chapter 5  Diagnostics with online classifier

Diagnostics is a posterior data analysis that utilizes historical and current condition monitoring data to detect faults of targeted equipment. In this chapter, the statistical properties of the condition monitoring data will be described in Section 5.1. Then the methodologies of moving average and autocorrelation will be briefly introduced in Section 5.2. Last, an online classifier based on autocorrelation to detect the APU starter degradation will be developed in Section 5.3.

5.1 Statistical property evaluation

In the previous chapters, totally 13 data groups derived from the 10-year operation records of 35 A310 aircrafts were found to contain useful information about APU starter performance degradation. Also the relationship between the starter assistance power, $P_{\text{starter}}$, and the three condition monitoring variables, $EP(RUC)$, $NP(RUC)$, and $ts(RUC)$, have been investigated, which concludes that a decreased $P_{\text{starter}}$ leads to an increased $EP$, an decreased $NP$, and an increased $ts$. One group of these variables is selected as an example and plotted in Figure 5.1. The statistical properties of these variables will be analyzed in this section. For simplicity, the analysis will refer only to $EP$, but they apply to $NP$ and $ts$ as well.

In theory, a particular $EP$ value should correspond to a unique $P_{\text{starter}}$ condition. However, in practice, the $EP$ value is also affected by engine operating
uncertainties such as the conditions of air flow, fuel air mixture, and flame propagation. Therefore, the \( EP(RUC) \) collected from an entire group exhibits as a random process \[58\], where the \( RUC \) is the time unit in a countdown direction. And each \( RUC \) value corresponds to an independent APU starting cycle.

According to the information above, the random process \( EP(RUC) \) is considered as a combination of two sub-processes. The first sub-process is referred as starter signal. It is a deterministic process with respect to the \( P_{\text{starter}} \) that indicates the starter health condition. The second sub-process is referred as noise signal. It is a random process caused by the engine operating uncertainties.

![Fig 5.1 Starter degradation data pattern](image)

Figure 5.1 Starter degradation data pattern: (a) \( EP(RUC) \), (b) \( ts(RUC) \), (c) \( NP(RUC) \), (d) \( EP(RUC) \) against \( NP(RUC) \).
In Figure 5.1(a), the random process $EP(RUC)$ from the first half and the second half of the example group exhibit two distinct distributions. In the first half, the $EP$ values from different $RUC$ starting cycles are relatively stable. This data pattern indicates that the starter is healthy with the stable and identical $P_{\text{starter}}$ for different starting cycles. Hence the first half is named normal phase. In the second half, the $EP$ values increase considerably as $RUC$ decreases. This data pattern indicates that the starter continually degrades with the $P_{\text{starter}}$ decreasing from one starting cycle to another. Hence the second half is named as degraded phase. The boundary between the normal and degraded phases appears to be located between 150 and 100 $RUC$. The exact location of this boundary will be determined in the later sections of this chapter. However, at this moment, it is safe to say that the $EP$ samples collected before 150 $RUL$ belong to the normal phase.

In order to describe the underlying distributions of the normal and degraded phases, a kernel smoother is applied. Kernel smoother is a statistical technique for estimating probability density function (pdf) by using random experimental samples when no parametric model for this pdf is known [59]. As Figure 5.1(a) shows, three vertical lines have been drawn at 150, 100, and 50 $RUC$ to divide the group into 4 zones. The first zone (> 150 $RUC$) includes $EP$ samples from the normal phase, while the other three zones (150-100, 100-50 and 50-0 $RUC$) include $EP$ samples showing increasingly serious levels of degradation. The results of the kernel smoother applied on the above zones are shown in Figure 5.2.
Figure 5.2 Kernel smoother of $EP$ samples from zones: (a) above 150 $RUC$, (b) 150-100 $RUC$, (c) 100-50 $RUC$, (d) 50-0 $RUC$.

Figure 5.2 (a) shows the kernel smoother applied on $EP$ samples in the first zone (> 150 $RUC$). The result indicates that the pdf of the normal phase behaves as a stationary Gaussian distribution. This is an anticipated result, since the central limit theorem states that the physical quantities that are expected to be the sum of many independent processes often have a distribution very close to Gaussian [60]. This Gaussian distribution of the normal phase is denoted as $\mathcal{N}(\mu_{nor}, \sigma_{nor}^2)$ where the $\mu_{nor}$ and $\sigma_{nor}$ are the mean and standard deviation respectively. Since the $EP(RUC)$ is the sum of the starter signal and the noise signal, in the normal phase,
the underlying distribution, $\mathcal{N}(\mu_{nor}, \sigma^2_{nor})$, can be separated as a constant value $\mu_{nor}$ that indicates the starter signal and a zero mean stationary Gaussian $\mathcal{N}(0, \sigma^2_{nor})$ that is the noise signal.

Figure 5.2 (b), (c) and (d) show the kernel smoothers applied to the other three zones (150 – 100, 100 – 50 and 50 – 0 RUC). From one zone to the next, the mean value of $EP$ increases significantly. This indicates a continuous starter degradation in the degraded phase. At the same time, from one zone to the next, the standard deviation increases significantly. This happens firstly because less mass flow and more fierce combustion give rise to greater engine operating uncertainties. But this also happens because of the shifting of starter signal. Obviously, the distribution of the degraded phase is a non-stationary distribution.

As for the other two condition monitoring variables, $NP(RUC)$ and $ts(RUC)$, they are also considered random processes and exhibit similar properties to those found in $EP(RUC)$. In fact, the statistical correlation shows that the three random processes have high statistical dependence with each other. In the example group shown above, their statistical correlations are:

$$corr(EP, NP) = -0.8881,$$

$$corr(ts, NP) = -0.8277,$$

$$corr(ts, EP) = 0.7815.$$

For instance, Figure 5.2 (d) shows that $EP$ and $NP$ have an approximately linear relationship.

With the statistical properties discussed above, two methodologies, moving
average and autocorrelation, will be involved for the online data analysis. The methodologies are traditional but effective for identifying the starter signal and describing the data distributions. They will be briefly introduced in the next section.

5.2 Methodology

5.2.1 Moving average

Moving average is a type of finite impulse response (FIR) filter used to analyze a dataset by creating a series of averages of different subsets. It is commonly used with time series data to smooth out short-term fluctuations and highlight longer-term trends. The simple moving average (SMA) for a random process \( X(t) \) is the unweighted mean of the previous \( \xi \) date points.

\[
SMA_t = \frac{X(t) + X(t - 1) + \cdots + X(t - \xi - 1)}{n}
\]  

(5.1)

5.2.2 Theoretical autocorrelation

Autocorrelation is an important descriptor of random processes that is widely used in machinery diagnostics [61], [62]. It can identify the distribution features that are indistinguishable by mean and standard deviation. The theoretical autocorrelation
function for a random process $X(t)$ is defined as

$$R_X(t_1, t_2) = E[X(t_1)X(t_2)], \quad (5.2)$$

where $t_1$ and $t_2$ are arbitrary sampling times. $R_X(t_1, t_2)$ indicates how well $X$ correlate with itself at two different times. If $X(t)$ is a stationary process so that its pdf is invariant with time, the autocorrelation depends only on the time difference variable $\tau = t_2 - t_1$. Therefore, $R_X(t_1, t_2)$ is a function only of $\tau$,

$$R_X(\tau) = E[X(t)X(t + \tau)]. \quad (5.3)$$

If the mean value of $X(t)$ is subtracted out, Equation (5.3) then becomes the theoretical autocovariance function, so that

$$R'_X(\tau) = E[[X(t) - \mu_X][X(t + \tau) - \mu_X]]. \quad (5.4)$$

Clearly, $R_X(0)$ is the mean square of $X(t)$ while $R'_X(0)$ is the variance of $X(t)$. In the case that $X(t)$ is a zero mean random process, $R_X(\tau)$ and $R'_X(\tau)$ are then identical.

From the autocorrelation definition, the quality of $R_X(\tau)$ depends on how rapidly $X(t)$ changes with respect to the time difference $\tau$. Therefore, $R_X(\tau)$ contains the frequency information of $X(t)$. There is the theorem known as
Wiener-Khinchin to describe the relationship between the autocorrelation and the
*power spectral density function* [63]. It is expressed as follows:

\[
S_X(j\omega) = \mathcal{F}[R_X(\tau)] = \int_{-\infty}^{\infty} R_X(\tau)e^{-j\omega \tau} d\tau.
\] (5.5)

Both \(R_X(\tau)\) and \(S_X(j\omega)\) are important functions for describing the underlying
distribution of random processes. Different random process will also show different
patterns of \(R_X(\tau)\) and \(S_X(j\omega)\).

As shown in Figure 5.3, for a *Gaussian white noise process* \(X_1(t)\), the
corresponding theoretical autocorrelation is an impulse function and the power
spectral density function is a constant value, such that

\[
R_{X_1}(\tau) = \sigma_{X_1}^2 \delta(\tau),
\]

\[
S_{X_1}(j\omega) = \sigma_{X_1}^2,
\] (5.6)

where \(\sigma_{X_1}^2\) is the variance of \(X_1(t)\). Equation (5.6) indicates that \(X_1(t)\) has no
self-correlation at any two different times, and covers equally on \((0 - 2\pi)\) ranges in
frequency domain.

For another random process, taking the *first order Gauss-Markov process* \(X_2(t)\)
for instance, the theoretical autocorrelation and power spectral density are,
\[ R_{X_2}(\tau) = \sigma_{X_2}^2 e^{-\beta_{X_2}\tau}, \]
\[ S_{X_2}(j\omega) = \frac{2\sigma_{X_2}^2}{\omega^2 + \beta_{X_2}^2}, \quad (5.7) \]

where \( \sigma_{X_2}^2 \) is the variance and \( 1/\beta_{X_2} \) is the estimated time constant [64].

### 5.2.3 Experimental autocorrelation

The determination of autocorrelation from experimental sample is a common engineering problem. Suppose \( X_T(t) \) is a finite-length experimental sample of the random process \( X(t) \), where the subscript \( T \) is the time length, the autocorrelation determined from \( X_T(t) \) is then referred as experimental autocorrelation \( V_X(\tau) \). It is calculated from

\[
V_X(\tau) = \left[ \text{time avg. of } X_T(t)X_T(t - \tau) \right]
= \frac{1}{T - \tau} \int_0^{T-\tau} X_T(t)X_T(t + \tau) \, dt. \quad (5.8)
\]

The experimental autocorrelation \( V_X(\tau) \) does not agree perfectly with the known theoretical autocorrelation \( R_X(\tau) \). However, the \( V_X(\tau) \) will represent the general form of the \( R_X(\tau) \) in a certain accuracy bound. This accuracy bound of \( V_X(\tau) \) for a stationary Gaussian process has been proved in the literature [65] that the variance of \( V_X(\tau) \) satisfies the inequality,
\[
V a r \{ V_X(\tau) \} < \frac{4}{T} \int_0^\infty R_X^2(\tau) d\tau, \tag{5.9}
\]

where \( T \) is the time length of the experimental record and \( R_X(\tau) \) is the theoretical autocorrelation function of the Gaussian process under consideration.

Figure 5.3 show the simulated autocorrelations and power spectral density functions for two random processes. \( X_1(t) \) is the Gaussian white noise process and \( X_2(t) \) is the first order Gauss-Markov process. They are simulated with the same mean and variance values. As can be seen, the theoretical autocorrelations of these two random processes are distinctive. \( R_{X_1}(\tau) \) is an impulse function with \( R_{X_1}(1) = R_{X_1}(2) = 0 \), whereas \( R_{X_2}(\tau) \) is an exponential function with \( R_{X_2}(1) \gg 0 \) and \( R_{X_2}(2) \gg 0 \). The experimental autocorrelations are not in perfect agreement with the corresponding theoretical autocorrelations, but fluctuate in the certain bounds.
Online classifier

In this section, an online classifier will be designed to detect the starter degradation by determining the boundary line between the normal and degraded phases. The procedure is shown as follows.

For each $RUC$, the previous 30 samples are drawn to form a subset $X_{RUC}$ that
\( X_{RUC} = [EP(RUC + 29), EP(RUC + 28), \ldots, EP(RUC) - 1, EP(RUC)] \). \hspace{1cm} (5.10)

With the known values of the above 30 samples, the mean \( \mu_{X_{RUC}} \) and the standard deviation \( \sigma_{X_{RUC}} \) of \( X_{RUC} \) can be calculated. The moving average is then obtained by joining the \( \mu_{X_{RUC}} \) for a series of \( RUC \). In Figure 5.4 (a), \( \mu_{X_{RUC}} \) with bounds of \( \pm 2\sigma_{X_{RUC}} \) are plotted on the \( EP(RUC) \) samples.

In addition, for each \( X_{RUC} \), the inside 30 samples are subtracted by the \( \mu_{X_{RUC}} \), so that \( X_{RUC} \) is transformed into a zero mean subset,

\[
X'_{RUC} = \left[ EP(RUC + 29) - \mu_{X_{RUC}}, EP(RUC + 28) - \mu_{X_{RUC}}, \ldots, EP(RUC) - \mu_{X_{RUC}} \right]. \hspace{1cm} (5.11)
\]

With the new subset \( X'_{RUC} \), the experimental autocorrelation \( V_{X'_{RUC}}(\tau) \) at time difference variable \( \tau = 0, 1, 2 \), can then be calculated from (5.8). In Figure 5.4 (b), three curves, referred as \textit{moving experimental autocorrelations}, are obtained by joining the absolute values of the \( V_{X'_{RUC}}(0), V_{X'_{RUC}}(1), \) and \( V_{X'_{RUC}}(2) \) for a series of \( RUC \).
Figure 5.4  

(a) shows that the moving average $\mu_{X_{RUC}}$ and the moving standard deviation $\sigma_{X_{RUC}}$ are relatively stable in the normal phase, but increase dramatically in
the degraded phase. This result reaffirms the conclusion made in Section 5.1. The conclusion states that the random process $E_P$ is a combination of the starter signal and the noise signal. In normal phase, $E_P$ satisfies the stationary Gaussian $\mathcal{N}(\mu_{nor}, \sigma_{nor}^2)$. The starter signal is indicated by the constant $\mu_{nor}$ and the noise signal satisfies a zero-mean stationary Gaussian $\mathcal{N}(0, \sigma_{nor}^2)$.

Furthermore, Figure 5.4 (b) shows that the $V_{X'_{RUC}}(1)$, and $V_{X'_{RUC}}(2)$ vary slightly around zero in the normal phase, but increase dramatically in the degraded phase. This result indicates that the noise signal is a Gaussian white noise process in the normal phase, but is a different random process in degradation phase. The mission of identifying the exact boundary line between the normal and degraded phases then becomes identifying the specific $RUC$ where the associated subset $X'_{RUC}$ begins to deviate from the Gaussian white noise process in the normal phase to the random process in the degraded phase.

According to Equation (5.9), in the normal phase the variance of $V_{X'_{RUC}}(\tau)$ should satisfy the inequality

$$\text{Var} \left[ V_{X'_{RUC}}(\tau) \right] < \frac{4}{30} \int_0^{\infty} R_{X'_{RUC}}^2(\tau) d\tau,$$

(5.12)

where $R_{X'_{RUC}}(\tau) = \sigma_{nor}^2 \delta(\tau)$ is the theoretical autocorrelation of the Gaussian white noise in the normal phase. The $\sigma_{nor} \approx 22.18$ can be determined from a sufficient number of samples in the zone above 150 $RUC$. Equation (5.12) is calculated to yield
\[
\sigma_{V'_{X_RUC}} < \sqrt{\frac{4}{30} \sigma_{\text{nor}}^2} = 189.8. \quad (5.13)
\]

Statistically, more than 95% of the \(V'_{X_RUC}(\tau)\) should fall into the \(\pm 2\sigma_{V'_{X_RUC}}\) band. In other words, once the \(V'_{X_RUC}(1)\) or \(V'_{X_RUC}(2)\) exceed the band, the corresponding set \(X'_{RUC}\) most probably belongs to a distribution other than \(\mathcal{N}(0, \sigma_{\text{nor}}^2)\), hence the corresponding \(RUC\) can be judged to be in the degraded phase rather than in the normal phase.

Based on the above criterion, a threshold is set to be \(2\sigma_{V'_{X_RUC}} = 379.6\) as the horizontal line shown in Figure 5.4 (b). The \(RUC\) where \(V'_{X_RUC}(1)\) or \(V'_{X_RUC}(2)\) exceeds this threshold is determined as the boundary line between the normal and degraded phases as the vertical line shown in Figure 5.4 (b). So far, the online classifier is achieved.

Applying the classifier to the other two random processes, \(NP\) and \(ts\), the results are shown in Figure 5.5 and Figure 5.6. Comparing these figures, it is found that \(EP\) is most sensitive to starter degradation and can effectively determine the boundary line. \(NP\) shows almost the same result as \(EP\). However, \(ts\) has quite slow response and cannot identify the degraded phase in time. Based on these observations, the boundary line determined by \(EP\) is selected. In addition, the \(ts\) is removed from the condition monitoring data, only the remaining two variables, \(EP\) and \(N\), will be kept in the following analysis.
Figure 5.5  $NP$  (a) samples, moving average, and moving standard deviation bounds (b) absolute values of moving experimental autocorrelations, the threshold, and the boundary line.
Figure 5.6 $ts$ (a) samples, moving average, and moving standard deviation bounds (b) absolute values of moving experimental autocorrelations, the threshold, and the boundary line.
5.4 Offline evaluation

With the online classifier designed, the normal and degraded phases are then classified. For the same group shown in the previous section, the experimental autocorrelation $V_{EP}(\tau)$ and the power spectral density function $S_{EP}(j\omega)$ of the normal and degraded phases are plotted respectively in Figure 5.7.

As shown in the subplots (a) and (b), in the normal phase, $V_{EP_{nor}}(\tau)$ is a typical impulse function, while $S_{EP_{nor}}(j\omega)$ is almost a constant value over all frequency ranges. The results match with the expectations for a Gaussian white noise. As shown in the subplots (c) and (d), in the degraded phase, $V_{EP_{de}}(\tau)$ and $S_{EP_{de}}(j\omega)$ indicate that the underlying distribution is obviously different with that found in the normal phase.
The results of the online classifier applied on all 13 data groups have been listed in Appendix A. Some of the key parameters are listed in Table 5.1. The $\mu_{nor}$ and $\sigma_{nor}$ indicates the underlying distribution of the corresponding random processes in the normal phase. The $RUC_{bound}$ indicates the remaining useful cycles from the boundary line to the final failure “APU inability to start”. It can be seen that these parameters varies significantly from one group to another.
<table>
<thead>
<tr>
<th>Group Number</th>
<th>$EP(C^0)$ $\mu_{nor}$</th>
<th>$\sigma_{nor}$</th>
<th>$NP(%)$ $\mu_{nor}$</th>
<th>$\sigma_{nor}$</th>
<th>Threshold $V_{x,r=1,2}$</th>
<th>$RUC_{bound}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>543.78</td>
<td>22.26</td>
<td>41.065</td>
<td>2.638</td>
<td>362.00</td>
<td>124</td>
</tr>
<tr>
<td>2</td>
<td>532.92</td>
<td>18.86</td>
<td>41.143</td>
<td>2.6132</td>
<td>259.77</td>
<td>106</td>
</tr>
<tr>
<td>3</td>
<td>541.12</td>
<td>37.36</td>
<td>40.37</td>
<td>4.1336</td>
<td>1019.32</td>
<td>148</td>
</tr>
<tr>
<td>4</td>
<td>607.98</td>
<td>44.70</td>
<td>37.766</td>
<td>3.8024</td>
<td>1459.23</td>
<td>62</td>
</tr>
<tr>
<td>5</td>
<td>514.32</td>
<td>38.62</td>
<td>40.885</td>
<td>5.3483</td>
<td>1089.09</td>
<td>138</td>
</tr>
<tr>
<td>6</td>
<td>554.21</td>
<td>23.41</td>
<td>40.07</td>
<td>2.916</td>
<td>400.09</td>
<td>113</td>
</tr>
<tr>
<td>7</td>
<td>551.43</td>
<td>23.51</td>
<td>40.064</td>
<td>2.0238</td>
<td>403.80</td>
<td>54</td>
</tr>
<tr>
<td>8</td>
<td>535.69</td>
<td>32.02</td>
<td>39.312</td>
<td>4.6808</td>
<td>748.62</td>
<td>132</td>
</tr>
<tr>
<td>9</td>
<td>648.34</td>
<td>28.03</td>
<td>37.603</td>
<td>2.6879</td>
<td>573.74</td>
<td>115</td>
</tr>
<tr>
<td>10</td>
<td>511.94</td>
<td>20.32</td>
<td>42.008</td>
<td>2.9267</td>
<td>301.62</td>
<td>217</td>
</tr>
<tr>
<td>11</td>
<td>538.93</td>
<td>23.15</td>
<td>41.619</td>
<td>2.984</td>
<td>391.39</td>
<td>80</td>
</tr>
<tr>
<td>12</td>
<td>570.90</td>
<td>36.99</td>
<td>39.797</td>
<td>2.9943</td>
<td>995.37</td>
<td>77</td>
</tr>
<tr>
<td>13</td>
<td>582.98</td>
<td>48.57</td>
<td>37.072</td>
<td>3.9804</td>
<td>1722.96</td>
<td>39</td>
</tr>
</tbody>
</table>

The moving averages and data samples of $EP$ and $NP$ from all 13 groups are plotted together in Figure 5.8 and Figure 5.9 respectively. In order to make different groups comparable, each group is translated horizontally to let the boundary line overlap with $y$ axis, and vertically to let the $\mu_{nor}$ overlap with $x$ axis, that is a
translation from the coordinate \((RUC, EP)\) to the coordinate \((RUC + \text{boundary, } EP - \mu_{\text{nor}})\). In the subplots (a) in the two figures, the moving averages illustrate that the starter degradations trends vary greatly in different groups. The subplots (b) in the two figures show that the online classifier has been effectively applied on all 13 groups.
Figure 5.8 $E_P$ for all groups (a) moving average line, (b) samples.
5.5 Summary

In this chapter the condition monitoring data have been interpreted into random
processes based on physical understanding of gas turbine theory. Each independent group has been found to have two phases: the normal phase and the degraded phase. An online classifier has been developed to detect when the APU starter enters into the degraded phase.

When the designed classifier is applied to $EP$ and $NP$ respectively, it is found that the degraded phase of all 13 groups can be effectively detected. However, when the designed classifier is applied to $ts$, it is found that the results are not responsive effectively to reveal starter degradation. Therefore, the condition monitoring data is further simplified to the two variables $EP$ and $NP$.

Based on the offline evaluation in Section 5.4, it is found that either the APU operating parameter in the normal phase or the degradation trend in degraded phase varies significantly from one group to another. Therefore, a general function of starter degradation that can be fit to all groups does not exist. In next chapter, a particle filtering approach will be implemented so that the prediction model can continuously update its parameters based on the measurements from each group in order to achieve accurate fault diagnostics and failure prognostics.
Chapter 6  Diagnostics and prognostics with particle filtering

Prognostics techniques analyze condition monitoring data prior to system failures in order to predict the future health conditions of targeted equipment based on information about their past usages and current states. Prognostics are more cost-effective than diagnostics because they can help prevent costly failures and reduce expenditures on condition-based maintenance.

This chapter presents a particle filtering (PF) approach applied on APU starter to achieve both diagnostics and prognostics simultaneously. The PF approach can identify the current starter health condition by filtering out engine uncertainty noises. Meanwhile, it can estimate the future degradation rate based on online condition monitoring data. The methodologies of recursive Bayesian estimation and the PF is introduced in Section 6.1. The proposed system state model of starter health condition and the PF implementation are demonstrated in Section 6.2. The PF results are analyzed in section 6.3.

6.1 Methodology

6.1.1 Recursive Bayesian estimation

Consider a general system state model in the form of Markov Process that
\[ x_{k+1} = f_k(x_k, \omega_k), \]  
\[ y_k = h_k(x_k, v_k), \]

where \( k \) is the time step index, \( x_k \) is the unobserved system state, \( y_k \) is the observed time series measurement, and \( \omega_k \) and \( v_k \) are the process noises of \( x_k \) and \( y_k \) respectively. The \( f_k(\cdot) \) and \( h_k(\cdot) \) are Markov process functions of system state and measurement.

The goal of a recursive Bayesian estimator is to make dynamic estimations of the system states \( x_k \) by constructing its conditional probability density functions (pdf) based on all the available measurements, \( Y_k \triangleq [y_1, y_2, ..., y_k] \). This conditional pdf is referred as a posteriori pdf, \( p(x_k|Y_k) \). By contrast, the conditional pdf of \( x_k \) based on all measurements from the previous time step is referred as a priori pdf, \( p(x_k|Y_{k-1}) \) [67].

Suppose the a posteriori pdf at time step \( k - 1 \) is available, that is \( p(x_{k-1}|Y_{k-1}) \), the a priori pdf at time step \( k \) can be estimated via the transition density function \( p(x_k|x_{k-1}) \) such that

\[
p(x_k|Y_{k-1}) = \int p(x_k|x_{k-1})p(x_{k-1}|Y_{k-1}) dx_{k-1}. \quad (6.3)
\]

Then the a posteriori pdf at time step \( k \) is computed via the Bayes’ theorem,
\[
p(x_k|Y_k) = \frac{p(y_k|x_k)p(x_k|Y_{k-1})}{p(y_k|Y_{k-1})}, \quad (6.4)
\]

where the normalizing constant is determined by

\[
p(y_k|Y_{k-1}) = \int p(y_k|x_k)p(x_k|Y_{k-1})dx_k. \quad (6.5)
\]

If the pdf of the initial state \(p(x_0)\) is available, the dynamic estimations of the system state \(x_k\) can then be computed by iterations of the recursive process between the a priori pdf and the a posteriori pdf as shown in Figure 6.1.

If the system is linear with independent Gaussian noises, the Bayesian state
estimator then reduces to the Kalman filter. If the system is nonlinear or has non-Gaussian noises, the analytical solutions are usually not available. In the past few decades, the extended Kalman filter (EKF) has become the most popular way for providing the approximate solutions. However, in the case of a system with severe nonlinearities, EKF will behave significant deviations from the true distribution. This deviation occurs because EKF relies on linearization to propagate the mean and covariance of the state [67].

6.1.2 Particle filtering

Sequential importance sampling (SIS) is the most basic Particle filtering (PF) algorithm for numerically implementing the recursive Bayesian estimator via Sequential Monte Carlo (SMC) simulations. The key idea of SIS is to represent the required a posteriori pdf \( p(x_k|Y_k) \) by a set of random particles (samples) \( x^i_k \) \( (i = 1, 2, \ldots, N) \) and their associated weights \( w^i_k \) \( (i = 1, 2, \ldots, N) \).

\[
p(x_k|Y_k) \approx \sum_{i=1}^{N} w^i_k \delta(x_k - x^i_k), \quad \sum_{i=1}^{N} w^i_k = 1. \tag{6.6}
\]

The \( w^i_k \), normally known as **importance weight**, is the approximation of the probability density of the corresponding particle. In a nonlinear/non-Gaussian system where the state’s distribution cannot be analytically described, the \( w^i_k \) of a dynamic
set of particles can be recursively updated through

$$w_k^i \propto w_{k-1}^i \frac{p(y_k|x_k^i)p(x_k^i|x_{k-1}^i)}{q(x_k^i|x_{k-1}^i, y_k)}, \quad (6.7)$$

where $q(x_k^i|x_{k-1}^i, y_k)$ is a proposal function called importance density function. There are various ways of estimating the importance density function. One common way is to select $q(x_k^i|x_{k-1}^i, y_k) = p(x_k^i|x_{k-1}^i)$ so that

$$w_k^i \propto w_{k-1}^i p(y_k|x_k^i). \quad (6.8)$$

In this particular case, the algorithm is also known as the bootstrap filter [68].

A common problem with SIS is known as the “degeneracy phenomenon”. This occurs when the weight of one particle becomes significantly large while the weights of other particles degenerate to negligibility after a few iterations. One straightforward way to reduce degeneracy effects is to perform the resampling procedure on the weights at every cycle so that they turn into uniformly distributed weights. Suppose the original $N$ particles at the $k$ time step iteration are termed as $x_k^{i-}$, for $i = 1, 2, ... N$. The resampling procedure would then be performed by the following two steps [69].

1. Generate a random number $r$ that is uniformly distributed on $[0, 1]$.

2. Accumulate the importance weights $w_i$ into a sum, one at a time, until
\[ \sum_{i=1}^{j-1} w_i < r \text{ but } \sum_{i=1}^{j} w_i \geq r. \] The new particle \( x_{k}^{i+} \) is then set equal to the \( j \)th original particle \( x_{k}^{j-} \), that \( x_{k}^{i+} = x_{k}^{j-} \) with probability \( w_j \).

This resampling idea that the distribution presented by the set of new particles \( x_{k}^{i+} \) approaches the a posterior pdf \( p(x_k|y_k) \) as the number of particles \( N \) becomes sufficiently large is formally justified in [70].

### 6.2 Implementation

An accurate system state model is required before PF implementation. A brief review of the statistical properties of the condition monitoring data used to indicate the starter health condition (which were presented in Chapter 5) will be presented below for the purpose of establishing this system model.

The condition monitoring data consists of two random processes, \( EP \) and \( NP \). They have similar statistical properties and high correlations with each other. Taking \( EP \) for example, the \( EP \) measurement is considered as the sum of two signals, the starter signal that indicates starter health condition and the noise signal caused by engine operating uncertainties.

Furthermore, an independent group is identified as having two phases, normal phase and degraded phase. In the normal phase, \( EP \) measurements satisfy a stationary Gaussian \( \mathcal{N} (\mu_{nor}, \sigma_{nor}^2) \). The starter is healthy in this phase, and this healthy state is indicated by the starter signal which is a relative constant value equivalent to \( \mu_{nor} \). Meanwhile, the noise signal is a stationary white noise with
variance of $\sigma^2_{nor}$. In the degraded phase, $EP$ measurements satisfy a non-stationary distribution that cannot be analytically described. The starter is experiencing degradation in this phase, and the degradation level is indicated by the starter signal which is the estimation of the measurements. Meanwhile, the noise signal is a non-stationary process with a variance that varies with the starter’s degradation level.

Based on the above discussion, a PF approach supported by the proposed system state model should be able to achieve two goals. Firstly, the PF approach must filter out the white noise and identify the starter signal. Secondly, the PF approach must identify the degradation trend based on available measurements. This system state model is proposed as follows:

$$\bar{EP}_k: \quad x_{1k} = x_{1k-1} \left( \frac{x_{3k}}{x_{3k-1}} \right) \exp[x_{2k}(RUC_k - RUC_{k-1})], \quad (6.9)$$

$$\lambda_k: \quad x_{2k} = x_{2k-1} + \omega_{2k}, \quad (6.10)$$

$$C_k: \quad x_{3k} = x_{3k-1} + \omega_{3k}, \quad (6.11)$$

$$EP_k: \quad y_k = x_{1k} + v_k. \quad (6.12)$$

where the subscript $k$ represents the $k$th time step and $RUC_k$ represents the starting cycle in this $k$th time step. There are three system states, $\bar{EP}$, $\lambda$, $C$, and one measurement, $EP$, in this system state model. These states and measurement are also denoted as $x_1$, $x_2$, $x_3$ and $y$ respectively.

The first system state, $\bar{EP}$, represents the starter signal. As described in Equation
(6.9), its value at time step $k$ is determined from the system states at the previous time step. The second system state $\lambda$ represents the starter degradation rate. It is located in the exponential part of Equation (6.9). Therefore, the starter degradation rate between two adjacent starting cycles is indicated by $e^{\lambda}$. The higher $\lambda$ is, the faster the starter degrades along an exponential growth. When $\lambda = 0$, no degradation develops between two starting cycles. The third system state $C$ represents a discrete change of the starter degradation between two adjacent starting cycles. As can be seen in Equation (6.9), $(C_k/C_{k-1})$ is located in the product part. When $(C_k/C_{k-1}) = 1$, the starter degradation has no discrete change but develops continually along a the exponential curve $e^{\lambda}$. By contrast, when $(C_k/C_{k-1}) \gg 1$, the starter degradation develops suddenly and has a step upwards between two adjacent starting cycles. Both $\lambda$ and $C$ self-update with the random variables $\omega_\lambda$ and $\omega_C$ as described in Equation (6.10) and (6.11). These random variables are independent Gaussian white noise processes. The measurement used to update the above three system states is $EP$. As described in Equation (6.12), each $EP$ measurement is the sum of the starter signal $\overline{EP}$ and the noise signal $\nu$, where the $\nu$ represents the interference of engine operating uncertainties.

During the PF iterations, the systems states are estimated in the framework of recursive Bayesian by constructing their conditional pdf based on the measurements. The diagnostics is implemented by $EP$ estimation that directly indicates the starter health condition. The discrete fluctuation of starter health condition is adapted by $C$ estimation. And the prognostics is implemented by $\lambda$ estimation. Once the
measurements stops, both \( \lambda \) and \( C \) are fixed with their most recent values. Thus the future degradation trend is expressed as an exponential growth of \( e^{\lambda} \). The developed PF algorithm is summarized in Table 6.1:

**Table 6.1 Particle filtering algorithm.**

1. Generate \( N \) particles from the initial condition:

For \( i = 1: N \)

\[
\begin{align*}
x_{10}^{i+} &= \mu_{nor} \\
x_{20}^{i+} &\sim \mathcal{N}(0, (\omega_{2k})^2) \\
x_{30}^{i+} &\sim \mathcal{N}(\mu_{nor}, (\omega_{3k})^2)
\end{align*}
\]

End for

2. Iteration between a priori and a posterior steps:

For \( k = 1: \) size of \( RUC \)

(a) Obtain a priori particles

For \( i = 1: N \)

\[
\begin{align*}
x_{2k}^{i-} &= x_{2k-1}^{i+} + \omega_{2k} \\
x_{3k}^{i-} &= x_{3k-1}^{i+} + \omega_{3k} \\
x_{1k}^{i-} &= x_{1k}^{i+} \left( \frac{x_{2k}^{i-}}{x_{3k}^{i-}} \right) \exp \left[ \frac{x_{2k}^{i-} (RUC_k - RUC_{k-1})}{2} \right]
\end{align*}
\]

(b) Compute importance weights \( w_i \) for each particle \( x_{1k}^{i-} \)

\[
w_i = P[(y_k)|x_{1k}^{i-}] \propto \frac{1}{(2\pi)^{\frac{1}{2}v_k}} \exp \left( -\frac{v_k^2}{2} \right) 
\]

End for

(c) Scale the relative likelihoods \( w_{reg_i} \)

\[
w_{reg_i} = \frac{w_i}{\sum_{i=1}^{N} w_i}
\]
(d) Resample for posteriori particles $x_{j_k}^i (j = 1,2,3)$

For $i = 1:N$

Generate a random number of $r \sim U[0,1]$

Find: $\Sigma_{i=1}^{j-1} w_{reg_i} < r \& \Sigma_{i=1}^{j} w_{reg_i} \geq r$

Set $x_{k}^{i+} = x_{k}^{j-}$ with probability $w_{reg_i}$.

End for

(e) Compute states estimations based on a posterior pdf $P[x_{j_k}|y_k]$

\[
\begin{align*}
\hat{x}_{k} &= E(x_{1_k}|y_k) \\
\hat{x}_{2} &= E(x_{2_k}|y_k) \\
\hat{x}_{3} &= E(x_{3_k}|y_k)
\end{align*}
\]

End for

6.3 Results

6.3.1 Diagnostics results

The PF results of the two condition monitoring variables, $EP$ and $NP$, are demonstrated in Figure 6.2 and Figure 6.3 respectively. In these figures, the $x$-axis value represents the starting cycles in terms of $RUC$ with a left horizontal translation, such that the cycle 0 indicates the boundary line between the normal and the degraded phases determined in Chapter 5. Since the system state model only involves the step span, $RUC_k - RUC_{k-1}$, rather than the numerical value of $RUC_k$, this horizontal translation of $x$-axis does not affect PF results. As was mentioned before,
EP and NP has strong statistical dependence. A degraded starter is indicated by an increased EP and a decreased NP. Still taking EP as an example, the results are discussed as follows.

Figure 6.2 shows the estimations of the system states, $\overline{EP}$, $\lambda$, and $C$, in the full range of the group. In the subplot (a), $\overline{EP}$ is plotted as solid circle symbol that indicates the starter signal. $EP$ is plotted as star symbols that indicates the original measurement. In the subplots (b) and (c), $\lambda$ and $C$ are plotted as solid circle symbol that indicate the starter condition’s degradation rate and sudden fluctuation respectively. Comparing the subplots (a), (b) and (c), the starter degradation in this group appears to have experienced three phases. Each of the phases is described as follows.

The first phases occurs in the zone $x < -15$. Since $x = 0$ is the boundary line determined by the online classifier, this phase has been identified as normal phase. Also as shown in the figure, all the three system states maintain stable values. $\overline{EP} \approx \mu_{nor}$ indicates that the starter is in a good health condition. $\lambda \approx 0$ indicates that there is no degradation developed. And $C_k \approx C_{k-1}$ indicates that there is no sudden fluctuation of starter health condition between two adjacent starting cycles.

The second phase occurs in the zone $-15 < x < 30$. It is a transitional phase from normal to degradation. $\overline{EP}$ indicates that the starter degradation develops rapidly. $\lambda$ indicates that the degradation rate grows from $e^0$ to around $e^{0.003}$. $C$ indicates that the degradation does not follow a smooth exponential growth but jumps upwards suddenly from one starting cycle to the next.
The remaining phase is in the zone $x > 30$. The degradation becomes relatively stable. $\overline{EP}$ indicates that the starter continues to degrade. However, $\lambda$ indicates that the degradation rate stops increasing but fluctuates repetitively between $e^{0.002}$ to $e^{0.003}$. $C$ indicates that the degradation’s upwards jumping stops. But the starter health condition is more unstable than that in the first phase.

In conclusions, the diagnostics of the APU starter health condition has been implemented by the proposed PF approach. Firstly, the subplot (a) shows that the noise signal has been effectively filtered out. $\overline{EP}$ is a relatively smooth and continuous curve that can responsively indicate the starter health condition. Secondly, the subplots (b) and (c) show that $\lambda$ and $C$ have self-updated dynamically to indicate the progressive rate of starter degradation.
Figure 6.2 (a) $E\rho$ estimation, (b) $\lambda$ estimation, (c) $C$ estimation.
Once the $EP$ and $NP$ values for a particular starting cycle have been determined, the corresponding measurement, $EP$ and $NP$, can then be expressed as the pdf of a 2-D Gaussian distribution by considering them as a 2-dimensional vector.
\[ x = (EP, NP), \text{ so that} \]

\[
f_x(EP, NP) = \frac{1}{2\pi|\Sigma|^2} \exp\left\{ -\frac{1}{2} (x - \mu)^T \Sigma^{-1} (x - \mu) \right\},
\]

\[
\mu = (EP, NP),
\]

\[
\Sigma = \begin{pmatrix}
    v_{EP}^2 & \rho v_{EP} v_{NP} \\
    \rho v_{EP} v_{NP} & v_{NP}^2
\end{pmatrix},
\]

(6.13)

where \( \rho \) has been calculated in Section 5.1 with \( corr(EP, NP) = -0.8881 \). Taking the starting cycle \( x = 100 \) in Figure 6.2 and Figure 6.3 for instance, the corresponding \( \overline{EP} = 800 \) and \( \overline{NP} = 33 \). In addition, the corresponding \( v_{EP}^2 = 4937 \) and \( v_{NP}^2 = 6.5 \) have been determined from Figure 5.4 and Figure 5.5. With all these known values, the joint pdf of \( EP \) and \( NP \) is then described in Figure 6.4.
6.3.2 Prognostics results

The basic idea of prognostics on the APU starter is that $\lambda$ are fixed at its most recent values updated by the available measurements. Then the future degradation trend is expressed as an exponential growth, $e^{\lambda}$, started from the latest $\bar{E}_P$ or $\bar{N}_P$ estimations. Figure 6.5 and Figure 6.6 show the PF results when the prognostics is triggered at 100 and 50 starting cycles prior to the reset event respectively. Furthermore, since there are totally 13 groups have been identified as containing starter degradation information, the processing results for the other 12 groups using the developed PF based approach are plotted in Appendix A, in which the prognostics are triggered at the last 30 cycles prior to the reset event.

As shown in these figures, this proposed PF approach has been validly implemented on APU starter prognostics. In a single group, as more measurements become available over the period of state estimation, the PF can self-update the system states and generate more accurate forecasting results. From different groups, as the corresponding measurement trends vary with each other, the PF can self-adapt to each trend and generate the most pertinent predictions.
Figure 6.5 PF prognostics results of $EP$
An important concept in Prognostics is the remaining useful life (RUL), which is also referred as RUC in this thesis. It indicates the time left before the final failure of target equipment. A common method to decide RUL is to select a threshold of the
feature that indicates the target equipment’s health condition. Once the predicted value reaches the threshold, the corresponding time span is then determined as the RUL. Taking Figure 6.5 for example, suppose a threshold of $E_P$ is selected $800^\circ C$, the prediction curve trigged at around $x = 25$ crosses the threshold at $x = 105$, the corresponding time span $105 - 25 = 80$ is then determined as the $RUC$.

However, because of the intrinsic properties of APU and its starter, both APU operating parameters and starter degradation conditions vary significantly from one group to another. Therefore, a $E_P$ or $N_P$ threshold that applies to all groups for RUC prediction can be hardly selected. This is demonstrated in the Appendix A, Table 6.2, and Figure 6.7.

Table 6.2 lists the key parameters from all groups. As can be seen, for different groups, $\mu_{nor}$ is in a range from $511^\circ C$ to $648^\circ C$, indicating that the mean values of maximum exhaust gas temperatures in starting processes with healthy starter may vary more than $100^\circ C$. Also, $RUC_{bound}$ is in a range from 39 to 217, indicating that the time spans from initial degradation to final failure may vary more than 180 cycles. Last, $\overline{E_P}_{end} - \mu_{nor}$ in Table 6.2 is plotted in Figure 6.7, which is in a range from $61^\circ C$ to $289^\circ C$, indicating that the starter degradation levels at the final failures do not have a general standard threshold.

The varieties discussed above is reasonable, because APU is a complex system that involves manufacturing, assembling, and operating of hundreds of components, also because the starter degradation involves complex conditions of aging, operating and environment. Therefore, although the PF can effectively estimate and predict the
starter health condition, a precise $RUC$ for a particular APU starter is still difficult to be determined.
Table 6.2 PF results for all groups.

<table>
<thead>
<tr>
<th>Group</th>
<th>$\mu_{nor}$</th>
<th>$RUC_{bound}$</th>
<th>$EP_{end}$</th>
<th>$\overline{EP}_{end}$</th>
<th>$EP_{end} - \mu_{nor}$</th>
<th>$\overline{EP}<em>{end} - \mu</em>{nor}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>543.78</td>
<td>124</td>
<td>810.12</td>
<td>806.57</td>
<td>266.3479</td>
<td>262.79</td>
</tr>
<tr>
<td>2</td>
<td>532.92</td>
<td>106</td>
<td>588.01</td>
<td>721.47</td>
<td>55.0997</td>
<td>188.55</td>
</tr>
<tr>
<td>3</td>
<td>541.12</td>
<td>148</td>
<td>913.64</td>
<td>758.38</td>
<td>372.5201</td>
<td>217.26</td>
</tr>
<tr>
<td>4</td>
<td>607.98</td>
<td>62</td>
<td>838.58</td>
<td>766.65</td>
<td>230.6016</td>
<td>158.67</td>
</tr>
<tr>
<td>5</td>
<td>514.32</td>
<td>138</td>
<td>863.37</td>
<td>775.61</td>
<td>349.0587</td>
<td>261.29</td>
</tr>
<tr>
<td>6</td>
<td>554.21</td>
<td>113</td>
<td>662.17</td>
<td>769.13</td>
<td>107.9696</td>
<td>214.92</td>
</tr>
<tr>
<td>7</td>
<td>551.43</td>
<td>54</td>
<td>872.83</td>
<td>840.98</td>
<td>321.4063</td>
<td>289.55</td>
</tr>
<tr>
<td>8</td>
<td>535.69</td>
<td>132</td>
<td>612.02</td>
<td>670.61</td>
<td>76.3328</td>
<td>134.92</td>
</tr>
<tr>
<td>9</td>
<td>648.34</td>
<td>115</td>
<td>736.08</td>
<td>709.91</td>
<td>87.7410</td>
<td>61.57</td>
</tr>
<tr>
<td>10</td>
<td>511.94</td>
<td>217</td>
<td>817.61</td>
<td>742.44</td>
<td>305.6733</td>
<td>230.50</td>
</tr>
<tr>
<td>11</td>
<td>538.93</td>
<td>80</td>
<td>507.91</td>
<td>663.65</td>
<td>-31.0121</td>
<td>124.72</td>
</tr>
<tr>
<td>12</td>
<td>570.90</td>
<td>77</td>
<td>847.13</td>
<td>733.23</td>
<td>276.2319</td>
<td>162.33</td>
</tr>
<tr>
<td>13</td>
<td>582.98</td>
<td>39</td>
<td>845.12</td>
<td>654.27</td>
<td>262.1456</td>
<td>71.29</td>
</tr>
</tbody>
</table>

- $\mu_{nor}$: Average value of $EP$ in normal phase.
- $RUC_{bound}$: The $RUC$ at the boundary line between normal and degraded phase.
- $EP_{end}$: $EP$ at the last cycle when APU “inability to start” occurs.
- $\overline{EP}_{end}$: $\overline{EP}$ at the last cycle estimated by PF.
However, from the view point of actual airline operation, the aim is to prevent unnecessary economical loss and the potential flight risk. Examining Figure 6.7, it shows that $\bar{E}P_{\text{end}} - \mu_{\text{nor}} = 50^\circ C$ is a safe threshold for all groups, while $100^\circ C$ is a safe threshold for most of the groups. Therefore, this thesis suggest to perform a maintenance action once the estimated $\bar{E}P$ is $50^\circ C$ higher than $\mu_{\text{nor}}$, or once the starter is determined as entering into the degraded phases by the classifier designed in Chapter 5. Although the APU starter may still support another dozens of starting cycles, $EP$ and $NP$ have already obviously deviated from normal standards. These deviations will impair the APU engine core, shorten the APU life, increase the starting surge and starting overheat risks and endanger the aircraft flight.
6.4 Summary

In this chapter, a PF based approach with the associated system state model has been proposed based on an understanding of the data’s statistical properties and gas turbine theory. Three states, $E_P$ (or $N_P$), $\lambda$, and $C$, have been estimated in the Bayesian framework based on the available condition monitoring data, $E_P$ and $N_P$, to indicate the current starter health condition and future degradation trends.

This proposed PF approach has been validly applied on the APU starter diagnostics and prognostics. Firstly, the noise signal caused by engine operating uncertainties has been effectively filtered out. The starter signal that indicates the starter health condition has been clearly described. Secondly, these system states can dynamically self-update based on measurements from different phase or different group and generate most effective estimations and predictions.

Because of the tremendous varieties exhibited in different groups, the determination of general thresholds of $E_P$ and $N_P$ for all the APU RUC prediction is very challenging. However, from the actual airline operation viewpoint, this thesis suggests that a maintenance action once the estimated $E_P$ is $50^\circ C$ higher than $\mu_{nor}$, or once the starter is determined as entering into the degraded phases by the designed online classifier. This criterion can effectively support the CBM decision-making to prevent APU damage and enhance flight safety.
Chapter 7 Conclusions and future works

7.1 Conclusions

APU starter is a crucial component that supports APU operation and aircraft operation. Starter performance degradation can cause significant economic loss and raise aircraft flight risk. However, the condition-based maintenance (CBM) for the APU starter has not been well investigated. Accordingly, this thesis proposed a framework to support the entire CBM procedure, from data acquisition to data processing to decision-making.

Firstly, the dataset collected from actual airline operations has been corrected to the ISA sea level ambient conditions following the principle of Mach number similarity. After that, two essential parameters, the corrected $\text{EGT}^\text{peak}$ value during starting process, $\text{EP}$, and the associated rotational speed, $\text{NP}$, are selected as the condition monitoring data. The physical relationship between $\text{EP}$, $\text{NP}$ and the starter assistance power, $P_{\text{starter}}$, has been derived from general gas turbine engine theory. Based on this relationship, 13 groups of the dataset have been identified as informative data source for estimating the starter degradation. Next, $\text{EP}$ and $\text{NP}$ have been treated as two random processes in terms of $RUC$. The techniques, kernel smoother and moving average, have been applied for the statistical properties analyses. With the statistical properties, an online classifier based on the moving
autocorrelations has been designed that can effectively detect the starter’s initial degradation. Finally, a PF based approach with associated system state model has been developed and implemented for the APU starter fault diagnostics and failure prognostics.

Throughout the entire thesis, a complete CBM for APU starter in civil aviation field has been implemented. There are three key methodologies to support this CBM framework:

1. The $EP$ and $NP$ indicator for APU starter health condition.
2. The autocorrelation classifier for APU starter degradation detection.
3. The PF estimator for APU starter fault diagnostics and failure prognostics.

### 7.2 Future works

There are still many challenges that need to be addressed in the future research works. These works can be conducted on the following subjects:

- The proposed CBM framework will be applied to other mechanical systems such as aircrafts’ main engines.
- The dataset will be further explored to extract other relevant features for starter health condition indication.
- In the case that a particular gas turbine engine’s performance characteristics (performance maps) at design level are accessible, the engine operating uncertainties can be determined more precisely.
In this thesis, the identification of different failure modes caused by different components has been made based on offline data observation. The future research aims to implement an online automatic identification.

In this thesis, the prognostics assume that starter degradation follows a certain exponential growth pattern. It cannot effectively handle the repetitive fluctuation of the starter degradation. The future research should consider to combine the data-driven techniques such as neural fuzzy and the PF applied in this thesis. This combination may achieve better results in failure prognostics.
Appendix A Results for all starter degradation groups

Appendix A demonstrates data patterns, online classifier and PF estimations of the groups relevant to APU starter degradation. Each group is described by the following figures:

- Subplot (a): $EP$ against $RUC$.
- Subplot (b): $ts$ against $RUC$.
- Subplot (c): $NP$ against $RUC$.
- Subplot (d): $EP$ against $NP$.
- Subplot (e): online classifier based on autocorrelation.
- Subplot (f): $\overline{EP}$ diagnostics and $\overline{EP}$ prognostics at last 30 cycles.
- Subplot (g): $\lambda$ diagnostics.
- Subplot (h): $C$ diagnostics.
(a) group:2

(b) group:2

(c) group:2

(d) group:2

(e) group: 2

(f) group:2

(g) group:2

(h) group:2
Figures (a) to (h) illustrate various datasets and their corresponding analyses. Each figure is labeled with its respective group number:
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