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Abstract

Artificial neural networks (ANN) have recently emerged as a powerful computer-aided design (CAD) tool for modeling nonlinear devices and circuits. The overall objective of this thesis is to develop sensitivity analysis based neural network techniques for both frequency domain and transient modeling of nonlinear circuits. The proposed techniques not only adds sensitivity data to the obtained model but also makes conventional training more efficient. The first contribution of this thesis is the development of sensitivity-analysis-based adjoint neural-network (SAANN) technique for modeling microwave passive components. This method adds sensitivity data to the obtained model. In addition, the SAANN technique reduces the amount of training data required for model development increasing the efficiency of model development. As a further contribution, this thesis presents a novel robust modeling technique, adjoint state-space dynamic neural network (ASSDNN), for transient modeling of nonlinear optical/electrical components and circuits. This technique adds time-domain sensitivity data, which does not exist in current opto-electronic and physics-based simulators, to the output of the obtained model. The proposed technique requires less training data for creating the model and consequently makes training faster and more efficient. Furthermore, this technique was developed such that it can take advantage of parallel computation. This results in the technique being much faster and efficient than conventional transient modeling techniques. In addition, the evaluation time for models of nonlinear optical-electrical and physics-based devices generated using the proposed technique is reduced compared to current simulation tools.
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Chapter 1

Introduction

1.1 Introduction to Artificial Neural Networks

The fast development of commercial markets for wireless communication products in recent years has led to an increasing interest for improving circuit design methods in the radio frequency (RF) and microwave topics. The older discipline of Department of Defense (DOD)-oriented RF/microwave electronics with the emphasis on performance is being replaced by this new market for the expertise in high frequency after the defense build-down in the early 1990s. Modern wireless communication systems need an understanding of RF and microwave circuit design methods and a background in digital communication methods and also knowledge about the current and emerging standards of the wireless communication protocol. The emphasis of the wireless industry on low cost and time-to-market, are creating increasing demands on computer-aided design (CAD) tools for RF/microwave circuits, and electrical/optical systems.

Electromagnetic (EM) simulation methods for high frequency structures devel-
oped recently brought the CAD for RF/microwave circuits to its current state of the art. The use of trained artificial neural network (ANN) models by EM simulators [1]-[3] is among the recent developments that led to an efficient usage of EM simulation for RF and microwave CAD. In this way, EM simulation calculates S-parameters for all the components to be modeled over the ranges that they are going to be used. Using the obtained data from EM simulations to train ANN leads to an ANN model for all of the components. ANNs can also be used for modeling active devices and for circuit optimization and statistical design [4].

Generally ANNs are strong techniques for modeling any input/output relationships. Many applications have been reported in several areas such as control [5], telecommunications [6], biomedical [7], remote sensing [8], pattern recognition [9], and manufacturing [10]. However, ANNs are being used frequently in the RF/microwave design area [11]. Several applications are also reported in automatic impedance matching [12], microstrip circuit design [13], microwave circuit analysis and optimization [14], [15], active device modeling [15]-[17], modeling of passive components [1]-[3], [18],[19], and modeling for electro/opto interconnections [20]. Several other advanced works have been done in RF and microwave-oriented neural network structures [21]-[22], training algorithms [22]-[23], white-box modeling [24], and knowledge based networks [19], [25]-[26], [27].

In the circuit simulation area, ANNs can be used to develop models using input-output data obtained from components that can replace traditional models leading to faster execution times with good accuracy. The growing complexity of high frequency nonlinear circuits has brought out a need to develop faster models capturing
the dynamic behavior of nonlinear components and systems [86]-[94]. Attempts to address this need started with the introduction of discrete-time recurrent neural networks [86], [87], [92], [94], [95]. There are several other structures of neural networks such as multilayer perceptron neural networks (MLP) [96], real valued time-delay neural networks [90], radial basis function neural networks ([97], [91]), continuous-time dynamic neural networks ([88], [89]), and the recently introduced state-space dynamic neural networks (SSDNN) [98]-[102]. SSDNN can be seen as a generalized form of DNN-based techniques [88], [98].

In this thesis, two new training techniques for static and dynamic neural network are developed. The first developed method, sensitivity-analysis-based adjoint neural-network technique (SAANN), is an advance over the conventional static MLP which adds the sensitivity information to the conventional ANN by formulating new backward-forward propagation technique and it can be incorporated into the existing CAD tools. Using this method, not only adds the sensitivity information beyond the variable limits of CAD tools but also makes the training more efficient requiring less training data and leading to less model development cost. Several examples have been demonstrated to verify the validity of the proposed method in this thesis.

The second developed technique, adjoint state-space dynamic neural network (ASSDNN), is an advance over the conventional state-space dynamic neural network for transient modeling of nonlinear circuits/components. The proposed ASSDNN, similar to the proposed SAANN for static ANN structures, adds the sensitivity information to the conventional dynamic state-space models which leads to less training data being required for training. Therefore, the proposed method, providing
the sensitivity information, not only makes the evaluation time much faster than traditional simulation tools, but also makes the training more efficient compared to the conventional dynamic state-space neural network techniques. Also, for the first time, this training algorithm was formulated such that it can be processed using parallel cores which makes a significant improvement in the training process. Several optical/electrical examples have been presented to prove the validity of the proposed technique.

1.2 List of Contributions

1.2.1 Sensitivity-Analysis-Based Adjoint Neural-Network Technique [103]

The following contributions were made in the development of the new adjoint sensitivity-analysis-based technique (SAANN) for modeling microwave components:

- Formulating a new error function based on the conventional error and the sensitivity errors.

- Developing new recursive forward-backward propagation method to obtain the second derivative information.

- Deriving the gradient of the objective function including the sensitivities using the new formula for second derivative information in order to develop the new training method.
1.2.2 Adjoint State-Space Dynamic Neural Network Technique for Nonlinear Transient Modeling [99]

The following contributions were made in the development of the new adjoint state-space dynamic neural network technique (ASSDNN) for modeling optical/electrical components and circuits:

- Formulating the new adjoint system based on the original response of the system and their sensitivities.

- Formulating a novel constrained optimization problem using Lagrangian functions to train models developed using the ASSDNN technique.

- Proof that the proposed technique produces lower training error compared to traditional training techniques that do not use sensitivity information.

- Proof that the new system obtained through the proposed method is stable.

- Formulation of the proposed method to run on parallel cores.

1.3 Thesis Organization

The rest of the thesis is organized as follows: Chapter 2 presents an overview of ANN-based techniques as well as dynamic-ANN methods. Chapter 3 presents a new sensitivity-analysis-based adjoint neural network technique that is an advance over conventional neural network techniques. This is followed by Chapter 4 which presents a new adjoint state-space dynamic neural network technique for modeling
nonlinear components in the time-domain. Finally Chapter 5 presents the conclusions and discusses future work that can be performed in this area.
Chapter 2

Literature Review

ANNs have several structures that will be discussed in the next section. Regardless of the structure of ANNs, all of them have at least two physical components, the processing elements and the connections between them. The processing elements are called neurons, and the connections between them are called links. There is a weight parameter associated with each link. Each neuron receives outputs coming from the neurons connected to it, processes the information, and produces an output. Input neurons are the neurons that receive information from outside the network (i.e., not from neurons of the network) and the output neurons are ones whose outputs are used externally. Hidden neurons are the neurons that receive information from other neurons and pass the processed information to the other neurons in the neural network. There are several ways of processing information by a neuron, and several ways of connecting the neurons to each another. Therefore, by using different processing elements and by the different ways of connection between them, several neural network structures can be created.

Different structures of neural network have been developed so far for signal
processing, pattern recognition, control and so on. In the next section, the most commonly used structures of neural networks will be described [1], [28]. These structures include multilayer perceptrons (MLP), radial basis function networks (RBF), and recurrent neural networks (RNN).

2.1 Neural Network Structures

Assume $N_x$ and $N_y$ represent the number of input and output neurons of the neural network, $x$ be an $N_x$-vector including the external inputs to the neural network, $y$ be an $N_y$-vector including the outputs from the output neurons, and $w$ be a vector including all the weight parameters representing the connections in the neural network. The function $y = y(x, w)$ mathematically represents a neural network. The definition of $w$ and the way that $y$ is calculated from $x$ and $w$, determine the structure of the neural network.

2.1.1 Multilayer Perceptions (MLP) Networks

MLPs are the most popular type of neural networks being used in many different applications. They are part of a general class of structures called feedforward neural networks [29]. MLP neural networks have been used in several modeling and optimization problems.

In the structure of MLP, the neurons are grouped into different layers. The first and last layers are called input and output layers, respectively. The rest of the layers are called hidden layers. Typically, an MLP includes one input layer, one or more hidden layers, and one output layer, as shown in Figure 2.1. Suppose $L$ as the
total number of layers. The first layer is the input layer, the $L^{th}$ layer is the output layer, and layers 2 to $L - 1$ are hidden layers. Suppose the number of neurons in $l^{th}$ layer to be $N_l, l = 2, ..., L$.

Figure 2.1: Multilayer perceptrons (MLP) structure containing one input layer, one output layer, and several hidden neurons.

Suppose $w_{ij}^l$ represents the weight of the link between $j^{th}$ neuron of $(l - 1)^{th}$ layer and $i^{th}$ neuron of $l^{th}$ layer (for $1 \leq j \leq N_{l-1}, 1 \leq i \leq N_l$). Assume $x_i$ to be the $i^{th}$ input to the MLP, and $z_i^l$ be the output of $i^{th}$ neuron of $l^{th}$ layer. Also, let $w_{i0}^l$ represents the bias for $i^{th}$ neuron of $l^{th}$ layer. Therefore, the vector of weights
in MLP is,
\[
    w = [w_{10}^2, w_{11}^2, w_{12}^2, \ldots, w_{1N_1}^2, w_{10}^3, w_{11}^3, w_{12}^3, \ldots, w_{N_L N_{L-1}}^L]^T \tag{2.1}
\]

Let \( \sigma(.) \) be the activation function of a hidden neuron in MLPs. There are several activation functions for hidden neurons. The sigmoid function is the most common one as follows,
\[
    \sigma(\gamma) = \frac{1}{1 + e^{-\gamma}} \tag{2.2}
\]

Other possible activation functions are arc-tangent function,
\[
    \sigma(\gamma) = \left(\frac{2}{\pi}\right) \arctan(\gamma) \tag{2.3}
\]
and hyperbolic-tangent function,
\[
    \sigma(\gamma) = \frac{e^\gamma - e^{-\gamma}}{e^\gamma + e^{-\gamma}} \tag{2.4}
\]

All of these functions are bounded, continuous, monotonic, and continuously differentiable. Also, the linear activation function that is used to calculate MLP output is defined as,
\[
    \sigma(\gamma_i^L) = \gamma_i^L = \sum_{j=0}^{N_{L-1}} w_{ij}^L \gamma_j^{L-1} \tag{2.5}
\]

Now the feedforward process is to pass the external inputs to the input neurons, then the outputs from the input neurons are fed to the hidden neurons of the 2\textsuperscript{nd} layer, and so on, and finally the outputs of \((L-1)^{th}\) layer are fed to the output.
neurons (the last layer). This process can be summarized as,

\[ z_i^1 = x_i, \quad i = 1, 2, \cdots, N_1, \quad N_1 = N_x \]  \hspace{1cm} (2.6)

\[ z_i^l = \sigma \left( \sum_{j=0}^{N_{l-1}} w_{ij}^{l} z_j^{l-1} \right), \quad i = 1, 2, \cdots, N_l, \quad l = 2, 3, \cdots, L \]  \hspace{1cm} (2.7)

\[ y_i = z_i^L, \quad i = 1, 2, \cdots, N_L, \quad N_L = N_y \]  \hspace{1cm} (2.8)

According to the universal approximation theorem for MLP that was proved by Cybenko [30] and Hornik et al. [31], a three layer perceptron (a perceptron is an algorithm for supervised learning) provided by enough hidden neurons, is capable of approximating an arbitrary nonlinear, continuous, multi-dimensional function with any desired accuracy. Practically, the exact number of hidden neurons required for a modeling task is still an open question. The ongoing research in this direction includes methods such as constructive algorithms [32], network pruning [33], and regularization [34], to match the complexity of the neural network model with complexity of the problem.

In practice, three-layer or four-layer perceptrons are most commonly used for many applications. Perceptively, a four-layer perceptrons would perform better in modeling nonlinear problems whereas a three-layer perceptron neural network-although capable of modeling such problems-may need too many hidden neurons to realize the same behavior. In the function approximation where generalization capability is a major concern, three-layer perceptrons are usually preferred [35], because
the resulting network usually includes fewer hidden neurons. It was demonstrated in [36] that four-layer perceptrons have better performance in boundary definitions so they are usually preferred in pattern classification problems.

The purpose in neural model development is to find the optimum weight parameters \( w \), such that \( y = y(x, w) \) is similar to the formulation of the original problem. This goal is achieved through a process called training. The training data that is passed to the neural network include pairs of \((x_k, d_k), k \in I\), where \( d_k \) is the desired outputs of the neural model for inputs \( x_k \), and \( I \) is the set of training samples.

The error function defined as the difference between the actual and the desired outputs is calculated as,

\[
E (x, w) = \frac{1}{2} \sum_{k \in I} \sum_{j=1}^{N_L} (y_j(x_k, w) - d_{jk})^2
\]  

(2.9)

where \( d_{jk} \) is the \( j^{th} \) element of \( d_k \) and \( y_j(x_k, w) \) is the \( j^{th} \) output of neural network for input \( x_k \). The weight parameters \( w \) should be adjusted during training such that the error function is minimized. Rumelhart, Hinton, and Williams in 1986 [37] proposed a systematic method for training of neural network in a process called back propagation (BP) algorithm. In the following, it’s explained how to compute the gradient information, \( \frac{\partial E_k}{\partial w} \), in the BP algorithm.

The derivative of \( E_k \) with respect to the weight parameters of the \( l^{th} \) layer can be calculated as,

\[
\frac{\partial E_k}{\partial w_{ij}^l} = \frac{\partial E_k}{\partial z_i^l} \times \frac{\partial z_i^l}{\partial w_{ij}^l}
\]  

(2.10)
and
\[ \frac{\partial z^l_i}{\partial w^l_{ij}} = \frac{\partial \sigma}{\partial \gamma_i} \times z^{l-1}_j \]  
\[ (2.11) \]

The gradient \( \frac{\partial E_k}{\partial z^L_i} \) can be initialized at the output layer as,
\[ \frac{\partial E_k}{\partial z^L_i} = y_i(x_k, w) - d_{ik} \]  
\[ (2.12) \]

and by back-propagating this error from \((l + 1)^{th}\) layer to \(l^{th}\) layer the derivatives are calculated as,
\[ \frac{\partial E_k}{\partial z^l_i} = \sum_{j=1}^{N_{l+1}} \frac{\partial E_k}{\partial z^{l+1}_j} \times \frac{\partial z^{l+1}_j}{\partial z^l_i} \]  
\[ (2.13) \]

As an example, if sigmoid is used as activation function of hidden neuron,
\[ \frac{\partial \sigma}{\partial \gamma} = \sigma(\gamma) (1 - \sigma(\gamma)) \]  
\[ (2.14) \]

\[ \frac{\partial z^l_i}{\partial w^l_{ij}} = z^l_i \left(1 - z^l_i\right) z^{l-1}_j \]  
\[ (2.15) \]

and
\[ \frac{\partial z^l_i}{\partial z^{l-1}_j} = z^l_i \left(1 - z^l_i\right) w^l_{ij} \]  
\[ (2.16) \]

Let \( \delta^l_i \) be defined as \( \delta^l_i = \frac{\partial E_k}{\partial \gamma_i} \) representing local gradient at \(i^{th}\) neuron of \(l^{th}\) layer which is given by,
\[ \delta^L_i = y_i(x_k, w) - d_{ik} \]  
\[ (2.17) \]

\[ \delta^l_i = \left( \sum_{j=1}^{N_{l+1}} \delta^{l+1}_j w^{l+1}_{ji} \right) z^l_i \left(1 - z^l_i\right), \quad l = L, L - 1, \ldots, 2 \]  
\[ (2.18) \]
and finally derivatives of the error with respect to the weights are

$$\frac{\partial E_k}{\partial w^l_{ij}} = \delta^l_i z_j^{l-1}, \quad l = L, L - 1, \cdots, 2$$  \hspace{1cm} (2.19)

### 2.1.2 Radial Basis Function Networks (RBF) Networks

Radial basis function (RBF) neural networks are the feedforward neural networks that have a single hidden layer and use radial basis activation functions for hidden neurons. They have been applied to various applications including microwave transistors [38] and high speed I/O port of integrated circuits [39], [40].

A typical RBF neural network is shown in Figure 2.2. It includes one input layer, one radial basis hidden layer, and one output layer. Parameters $c$ and $\lambda$ in the figure are centers and standard deviations of radial basis activation functions. The Gaussian and multiquadratic are the most common radial basis activation functions in RBFs. The Gaussian function is given by,

$$\sigma(\gamma) = \exp\left(-\gamma^2\right)$$  \hspace{1cm} (2.20)

and multiquadratic function is given by,

$$\sigma(\gamma) = \frac{1}{(\beta^2 + \gamma^2)^{\alpha}}, \quad \alpha > 0$$  \hspace{1cm} (2.21)

where $\beta$ is a constant. Given the external inputs $x$, the input to the $i^{th}$ hidden neuron $\gamma_i$ is given by

$$\gamma_i = \sqrt{\sum_{j=1}^{N_1} \left(\frac{x_j - c_{ij}}{\lambda_{ij}}\right)^2}, \quad i = 1, 2, \cdots, N_2$$  \hspace{1cm} (2.22)
where $N_2$ is the number of hidden neurons. The output value of the $i^{th}$ hidden neuron assumed to be $z_i = \sigma(\gamma_i)$, where $\sigma(\gamma)$ is an RBF. Finally, the outputs of the network are calculated as

$$y_k = \sum_{i=0}^{N_2} w_{ki} z_i, \ k = 1, 2, \cdots N_3$$

(2.23)

where $w_{ki}$ is the weight of the link between $i^{th}$ hidden neuron and $k^{th}$ output neuron.

The trainable parameters $w$ of the RBF network consist $w_{k0}$, $w_{ki}$, $c_{ij}$, and $\lambda_{ij}$, where $k = 1, 2, \cdots N_3$, $i = 1, 2, \cdots N_2$, and $j = 1, 2, \cdots N_1$. 

Figure 2.2: RBF neural network structure.
2.1.3 Time Domain ANNs

In this section, two specific types of neural network structures, recurrent neural networks (RNN) and dynamic neural networks (DNN), that permit modeling of time-domain behaviors of a dynamic system are described.

Recurrent Neural Networks

In recurrent neural networks (RNN), the system outputs depend on current states of inputs and also on the history of system states and inputs [28], [41]-[43]. A typical RNN is shown in Figure 2.3. Assume history of the RNN outputs to be \( y(t-\tau), y(t-2\tau), \ldots, y(t-m\tau) \) and similarly, the history of the inputs to be demonstrated as \( x(t-\tau), x(t-2\tau), \ldots, x(t-n\tau) \) where \( m \) and \( n \) are the maximum number of delay steps for \( y \) and \( x \), respectively. The system formulation can be demonstrated by,

\[
y(t) = f(y(t-\tau), y(t-2\tau), \ldots, y(t-m\tau), x(t), x(t-\tau), x(t-2\tau), \ldots, x(t-n\tau)) \tag{2.24}
\]

The Hopfield network is a specific type of RNN structure [44] that has a single layer. Assume it has \( H \) neurons and the neuron \( i \) can receive information from input \( x_i \), the outputs of other neurons \( y_j, j = 1, 2, \ldots, H \), and also from the output of the neuron itself \( (y_i) \). The output of each neuron is an external output of the neural network. Then, the activation function input of neuron \( i \) is

\[
\gamma_i(t) = \sum_{j=1}^{H} w_{ij} y_j(t) + x_i(t), \quad j \neq i \tag{2.25}
\]
and the output of the neuron $i$ is

$$y_i(t) = \sigma(\gamma_i(t))$$

(2.26)

**Dynamic Neural Networks**

For best describing the nonlinear behavior of the circuits in circuit simulation, the differential dynamic neural network (DNN) was presented [45] for large signal modeling of nonlinear circuits.

Generally, the original nonlinear circuit can be described in state variable form as

$$\dot{x}(t) = \varphi(x(t), u(t))$$

$$y(t) = \psi(x(t), u(t))$$

(2.27)

where $x$ is a vector of state variables, $u$ and $y$ vectors of inputs and outputs of the original circuit, and $\varphi$ and $\psi$ represent the nonlinear functions. Such these
nonlinear differential equations in system level are very complicated and computationally expensive. So, there is a need here for a simpler model to approximate the input/output relationship. Let $n$ to be the order of the reduced DNN model. Let $f_{ANN}$ represent an MLP with input neurons representing $u(t)$, $y(t)$, and their derivatives with respect to time ($d^i y/dt^i$, $i = 1, 2, ..., n-1$ and $d^j u/dt^j$, $j = 1, 2, ..., n$), and the output neurons represent $d^n y/dt^n$. Therefore, a differential DNN can be formulated as [45]

$$\begin{align*}
\dot{v}_1(t) &= v_2(t) \\
\vdots \\
\dot{v}_{n-1}(t) &= v_n(t) \\
\dot{v}_n(t) &= f_{ANN}(v_n(t), v_{n-1}(t), ..., v_1(t), u^{(n)}(t), u^{(n-1)}(t), ..., u(t))
\end{align*}$$

(2.28)

where $y(t) = v_1(t)$.

The DNN model (2.28) is in a standardized format for typical nonlinear circuit simulators. As an example, the left-hand side of the equation provides the charge or the capacitor part, and the right-hand side provides the current part, which are the standard representation of nonlinear components in many harmonic balance (HB) simulators. Therefore, the proposed DNN can provide dynamic current-charge parameters for general nonlinear circuits with any number of internal nodes in original circuit.

The order $n$ represents the effective order (or the degree of nonlinearity) of the original circuit that is visible from the input-output data. Therefore, the size of the DNN reflects the internal property of the original circuit rather than external signals.
and, as such, the model does not suffer from the curse of dimensionality in multi-tone simulation. By changing the number of hidden neurons, we can easily adjust the required nonlinearity degree in the DNN model. Such simple adjustments make the model creation much easier than conventional equivalent circuit based methods where manual trial and error may be needed to create/adjust the equivalent circuit. Figure 2.4 shows the structure of a DNN.

Figure 2.4: Dynamic neural network structure.
2.2 Training of ANNs

A neural network needs to be trained with corresponding training data in order to be able to represent any device/circuit behavior. Suppose \( y = f(x, w) \) represents the input/output relationship of the ANN and \( E(w) \) the objective function (error function) of the optimization problem (training problem). The purpose of training is to find \( w \) parameters such that the error function is minimized. As the error function is highly nonlinear with respect to \( w \), several training algorithms have been established to accomplish this goal. In this section, some commonly used training algorithms has been reviewed.

2.2.1 Back Propagation Algorithm

Back propagation (BP) algorithm (previously mentioned in section 2.1.1) proposed by Rumelhart, Hinton, and Williams in 1986 [37], is among the most commonly used algorithms for training ANNs. In BP algorithm, weights of the neural network are updated along the negative gradient direction in the design space according to the following formula

\[
\Delta w_{\text{now}} = w_{\text{next}} - w_{\text{now}} = -\eta \frac{\partial E_k(w)}{\partial w} \bigg|_{w=w_{\text{now}}} \tag{2.29}
\]

or

\[
\Delta w_{\text{now}} = w_{\text{next}} - w_{\text{now}} = -\eta \frac{\partial E_I(w)}{\partial w} \bigg|_{w=w_{\text{now}}} \tag{2.30}
\]
where the learning rate, $\eta$, controls the step size of weight update. In the sample-by-sample update equation (2.29), the weights are updated after passing each training sample to the ANN. In the batch mode update equation (2.30), the weights are updated after passing all training samples to the ANN.

Since the sample-by-sample training in BP algorithm leads to a stochastic process (weight oscillation), we can keep learning rate small and add a momentum parameter to relieve this problem. By choosing a small $\eta$, we will have more epochs in the training process and the training becomes more stable. This technique (adding the momentum parameter) was introduced in [37] will modify the update equation as following

$$
\Delta w_{\text{now}} = -\eta \frac{\partial E_k(w)}{\partial w} \bigg|_{w=w_{\text{now}}} + \alpha \Delta w_{\text{old}} = -\eta \frac{\partial E_k(w)}{\partial w} \bigg|_{w=w_{\text{now}}} + \alpha (w_{\text{now}} - w_{\text{old}})
$$

(2.31)

$$
\Delta w_{\text{now}} = -\eta \frac{\partial E_I(w)}{\partial w} \bigg|_{w=w_{\text{now}}} + \alpha \Delta w_{\text{old}} = -\eta \frac{\partial E_I(w)}{\partial w} \bigg|_{w=w_{\text{now}}} + \alpha (w_{\text{now}} - w_{\text{old}})
$$

(2.32)

where $\alpha$ is the momentum factor that curbs the effect of the previous weight update direction on the current weight update, and $w_{\text{old}}$ represents the previous value of $w$.

Many researchers have worked on improving the BP algorithm. In [46], two methods for increasing the performance of BP algorithm was presented, first focuses on learning rate adaptation to reduce the energy value of the gradient direction in an optimum way, and the second is derived from the conjugate gradient method
with inexact linear searches. An enhanced BP approach for learning algorithm was presented in [47] in order to reduce the learning time compared to the conventional method. In [48], an efficient method of deriving the first and second derivatives of the objective function with respect to the learning rate is presented, which does not include computation of second-order derivatives in weight space, but rather uses the gathered information from the backward and forward propagation. This method focuses on dynamic learning rate optimization of the BP algorithm using derivative information. In [49], to overcome the oscillations, a method was presented to correct the value of the weights near the bottom of a error surface ravine and a new acceleration algorithm based on that correction was introduced.

2.2.2 Gradient-Based Training Techniques

The BP algorithm explained above is relatively simple to understand and implement. However, the rate of convergence also gets slow around the ravine area. Because supervised learning of neural networks can be considered as an optimization problem, higher-order optimization methods using gradient information can be used for training in order to improve the convergence rate. Compared to the BP algorithm, these approaches have a theoretical basis and guaranteed convergence. In [50], some of the early works in this area were discussed. In [51], the first- and second-order optimization techniques for learning in feedforward neural networks was discussed. In the next parts, two most common gradient-based techniques, conjugate gradient and quasi-Newton methods, are discussed.
Conjugate Gradient Method

The conjugate gradient techniques was originally derived from quadratic minimization. By initializing the weight vector $w_{initial}$, the gradient $\left. \frac{\partial E_I(w)}{\partial w} \right|_{w=w_{initial}}$, and direction vector $h_{initial} = -g_{initial}$, the vector sequences of $g$ and $h$ are constructed recursively using conjugate gradient method as following [52]

$$g_{next} = h_{now} + \lambda_{now} H h_{now} \quad (2.33)$$

$$h_{next} = -g_{next} + \gamma_{now} h_{now} \quad (2.34)$$

$$\lambda_{now} = \frac{g_{now}^T g_{now}}{h_{now}^T H h_{now}} \quad (2.35)$$

$$\gamma_{now} = \frac{g_{next}^T g_{next}}{g_{now}^T g_{now}} \quad (2.36)$$

or,

$$\gamma_{now} = \frac{(g_{next} - g_{now})^T g_{next}}{g_{now}^T g_{now}} \quad (2.37)$$

where $H$ is the Hessian matrix of the objective function $E_I$. Equation (2.36) is called the Fletcher-Reeves formula [53] and equation (2.37) the Polak-Ribiere formula [54].

To avoid the need for Hessian matrix calculation for finding the conjugate direction, another way was advanced to compute the conjugate direction [55]. First, calculate $w_{next}$ by proceeding from $w_{now}$, along the direction $h_{now}$ to the local minimum
through line minimization, and then set $g_{next} = \frac{\partial E_I(w)}{\partial w}\bigg|_{w=w_{next}}$. This $g_{next}$ is then used as the vector of (2.33). In this way, there is no need for computationally expensive matrix calculation. Therefore, conjugate gradient techniques are very efficient and scalable with the size of networks.

**Quasi-Newton Method**

In quasi-Newton method, the second-order information about the error function is used for updating the weights without the knowledge about Hessian matrix $H$. This method has faster convergence rate compared to conjugate gradient method because of appropriate approximation of the inverse Hessian matrix. Let $A$ be the inverse of the Hessian matrix $H$. In Quasi-Newton method, the direction is calculated by modifying gradient vector $g$ using matrix $A$. The weights are updated as [56]

$$w_{next} - w_{now} = -\eta A_{now} g_{now} \quad (2.38)$$

$$A_{now} = A_{old} + \Delta A_{now} \quad (2.39)$$

or

$$A_{now} = A_{old} + \frac{\Delta w \Delta w^T}{\Delta w^T \Delta g} - \frac{A_{old} \Delta g \Delta g^T A_{old}}{\Delta g^T A_{old} \Delta g} \quad (2.40)$$

where

$$A_{now} = A_{old} + \left(1 + \frac{\Delta g^T A_{old} \Delta g}{\Delta w^T \Delta g}\right) \frac{\Delta w \Delta w^T}{\Delta w^T \Delta g} - \frac{\Delta w \Delta g^T A_{old} + A_{old} \Delta g \Delta w^T}{\Delta w^T \Delta g} \quad (2.41)$$
\[ \Delta w = w_{\text{now}} - w_{\text{old}} \]  
\[ \Delta g = g_{\text{now}} - g_{\text{old}} \]

The equation (2.40) is called the Davidon-Fletcher-Powell (DFP) formula [57] and equation (2.41) the Broyden-Fletcher-Goldfarb-Shanno (BFGS) formula [58].

Because of the huge units of required for approximation of the inverse Hessian matrix, this method will not be efficient for large networks. In limited-memory (LM) or one-step BFGS method [59], the approximation of inverse Hessian is reset to the identity matrix after every iteration and therefore eliminating the need for storage. Several approaches for parallel implementation of second-order, gradient-based MLP training algorithms was introduced in [60]. Through the approximation of inverse Hessian matrix, Quasi-Newton method has a faster convergence rate than the conjugate-gradient method.

2.3 Summary and Conclusion

In this chapter, a literature review of the ANN-based approaches for electrical and microwave modeling and design has been presented. Several types of neural network structures that are widely used in nonlinear modeling were discussed. In addition to that, several training techniques for neural networks such as back propagation algorithm, conjugate gradient method and Quasi-Newton technique have been presented.
Conventional methods for modeling the behavior of the nonlinear circuits either rely on intensive computations such as detailed transistor-level models or have the problem of limited accuracy such as equivalent-circuit-based models. The ANN-based techniques shown to have a great capability to capture both speed and accuracy advantage for modeling the nonlinear circuit even if the internal details of the circuit is not known. In the next chapters several advances over the current ANN techniques are presented for both static and dynamic transient modeling of nonlinear circuits.
Chapter 3

Parametric Modeling of Microwave Passive Components Using Sensitivity-Analysis-Based Adjoint Neural-Network Technique

This chapter presents a novel sensitivity-analysis-based adjoint neural-network (SAANN) technique to develop parametric models of microwave passive components. This technique allows robust parametric model development by learning not only the input-output behavior of the modeling problem, but also derivatives obtained from electromagnetic (EM) sensitivity analysis. A novel derivation is introduced to allow complicated high-order derivatives to be computed by a simple artificial neural-network (ANN) forward-back propagation procedure. New formulations are deduced for exact second-order sensitivity analysis of general multilayer neural-network structures with any numbers of layers and hidden neurons. Compared to the previous work on adjoint neural networks, the proposed SAANN is easier to
implement into an existing ANN structure. The proposed technique allows us to obtain accurate and parametric models with less training data. Another benefit of this technique is that the trained model can accurately predict derivatives to geometrical or material parameters, regardless of whether or not these parameters are accommodated as sensitivity variables in EM simulators. Once trained, the SAANN models provide accurate and fast prediction of EM responses and derivatives used for high-level optimization with geometrical or material parameters as design variables. Three examples including parametric modeling of coupled-line filters, cavity filters, and junctions are presented to demonstrate the validity of this technique.

3.1 Introduction

Artificial neural network (ANN) techniques have been recognized for modeling and optimization of microwave components and circuits in electromagnetic (EM)-based microwave design. [61]-[65]. Design optimization often requires repetitive adjustments of the values of geometrical or material parameters and can be very time consuming. An ANN can learn EM responses as a function of geometrical variables through an automated training process, and the trained ANN model can be subsequently implemented in high-level circuit and system designs, allowing fast simulation and optimization [55]. To improve learning and generalization in ANNs, knowledge-based neural network approaches that incorporate prior knowledge, such as analytical expressions [66], empirical models [67], [68] or equivalent circuits [69], [70], into the model structure were developed. Using these techniques, accurate models can be built with less hidden neurons and trained with less data, therefore
speeding up model development.

Recent advances in electromagnetic simulation have led to the availability of sensitivity information in addition to EM simulations, such as [71]-[74]. An algorithm for efficient estimation of S-parameter sensitivities with the time-domain transmission line modeling (TLM) method has been proposed in [75]. A time-domain algorithm for wideband adjoint variable method (AVM) sensitivity analysis for dispersive materials is presented in [76]. An adjoint sensitivity based topology optimization method for the design of patch antennas is developed in [77]. A self-adjoint sensitivity analysis based approach for enhancing the bandwidth of narrow band antennas is introduced in [78]. Also an algorithm for accelerating the space mapping optimization using adjoint sensitivities is shown in [79]. Here we propose to exploit such sensitivity information to further enhance the efficiency and accuracy of ANN models for microwave passive components. In order to train ANN models to learn EM sensitivities, we need to use ANN outputs to represent these sensitivities. Furthermore, in order to train the sensitivity-based ANN models, we need the derivatives of sensitivity outputs, therefore leading to the need of both first- and second- order derivatives in ANN. The subject of ANN derivatives has been investigated in the ANN community, and several techniques for ANN sensitivity computation have been used to train ANN models, such as [37], [80]-[82]. The most widely used method in ANN area was the back propagation method, which was one of key milestones propelling the ANN research into mainstream in the 1980s [37]. The back propagation method used a systematic mechanism to propagate ANN training error starting from the output layer and down to the input layer. Through
this process, the first-order derivatives of ANN outputs versus inputs are obtained efficiently [80]. Another interesting ANN derivative method, a generalized recursive least square method incorporating first-order derivatives for the ANN training, was developed to improve the generalization ability of ANN models while getting a compact structure [81]. Furthermore, an ANN and its extension of derivatives were applied to predict the radar cross section of a nonlinearly loaded antenna [82]. All these methods are based on first-order derivatives in ANNs. An interesting method for second-order derivative computation in ANN was presented in [83], where a rather generic neural network structures was assumed, including knowledge based neural network structure.

In this chapter, we propose a novel sensitivity-analysis-based adjoint neural network (SAANN) technique, which allows robust parametric model development by learning not only the input-output behavior of the EM modeling problem, but also the derivatives from EM sensitivity analysis. To simultaneously learn input-output behavior and the derivative information, a novel derivation is introduced to allow complicated high-order derivatives to be computed by a simple ANN backward-forward propagation procedure that can be conveniently accommodated by the existing ANN. When the model was obtained by the existing derivative data using the proposed technique, it can calculate the derivatives for the points where their derivatives were not existed. New formulations are deduced for general multilayer neural network structures with any numbers of layers and hidden neurons. Compared to the previous work [83], the proposed SAANN technique is easier and simpler to implement into an existing ANN structure. The SAANN technique,
which incorporates the derivative information into the model training process, can enhance the capability of learning and generalization of parametric models. This technique introduces a new way to reduce the amount of training data needed in the model training process while retaining model accuracy. This is beneficial because generation of training data from EM simulation or measurement is often the major expense of model development process, and thus the SAANN technique makes model development faster. Another benefit of this technique is that the trained model can be used to predict the derivative information with respect to any inputs of the model (geometrical or material variables), no matter if they are accommodated as sensitivity variables in EM simulation or not. Once trained, the SAANN models provide accurate and fast prediction of the EM responses and their corresponding derivatives used for high-level design optimization with geometrical and material parameters as design variables. The validity of the proposed approach is confirmed by three parametric modeling examples involving coupled-line filters, cavity filters and junctions.

3.2 Analysis and Incorporation of Derivative Information into Model Training Process

We propose to use the EM derivative information to train ANN models for EM problems. Let x and y represent the inputs and outputs of the original EM problems, respectively. Consider two cases of ANN learning of EM problems, ANN 1 learning only the EM input-output relationship (\(x - y\) relationship, e.g., geometry versus S-parameters in the original microwave modeling problems), and ANN2 learning
not only the $x - y$ relationship, but also the $dy/dx$ to $x$ relationship. We illustrate the learning using 3 training samples and two testing samples as shown in Fig. 3.1. With the conventional approach, ANN1 learns the three training samples well; however the trained ANN is not accurate at testing points unless more training data are added. Our proposed approach is to train the ANN (i.e., ANN2 in the figure) to learn not only the three training samples but also the exact derivatives of $dy/dx$ at these 3 training samples. From this figure, the training error of the typical ANN1 is small but its testing error is quite large. However, by learning training samples and their exact derivatives simultaneously, the proposed ANN2 can match well not only training samples but also testing samples.

To further investigate such accuracy advantage of the proposed sensitivity training method, we use symbol $f_0(x)$ to represent the original $x - y$ relationship of the EM problems. Suppose that in theory $f_0(x)$ has continuous derivatives of any orders. Let $x_0$ be a training sample. Let $f_1(x)$ be the fitting curve by the conventional ANN approach (i.e., ANN1 trained without using derivative data). Let $E_1(x_0)$ be the training error between $f_1(x)$ and $f_0(x)$ at training sample location $x_0$. Let $f_2(x)$ be the fitting curve by the proposed ANN (i.e., ANN2 trained with derivative data). Let $E_2(x_0)$ and $E'_2(x_0)$ represent the training errors between $f_2(x)$ and $f_0(x)$ at $x_0$, and between ANN derivatives $f'_2(x)$ and derivative training data $f'_0(x)$ at $x_0$, respectively. Based on the Taylor expansion at $x_0$, the models $f_0(x)$, $f_1(x)$ and $f_2(x)$ can be expanded as,
Figure 3.1: Graphical illustration of ANN learning of $x - y$ relationship with or without using $dy/dx$ information. Trained without derivatives, the typical ANN1 can obtain a small training error but a larger testing error. Trained with derivatives, the new ANN2 can obtain a small training error and a consistent testing error.

\begin{align*}
    f_0(x) &= f_0(x_0) + f_0'(x_0) \cdot \Delta x + \sum_{i=2}^{n} \frac{1}{i!} f_0^{(i)}(x_0) \cdot \Delta x^i \\
    f_1(x) &= f_0(x_0) + E_1(x_0) + f_1'(x_0) \cdot \Delta x + \sum_{i=2}^{n} \frac{1}{i!} f_1^{(i)}(x_0) \cdot \Delta x^i \\
    f_2(x) &= f_0(x_0) + E_2(x_0) + f_0'(x_0) \cdot \Delta x + E_2'(x_0) \cdot \Delta x + \sum_{i=2}^{n} \frac{1}{i!} f_2^{(i)}(x_0) \cdot \Delta x^i
\end{align*}

(3.1)
In the ideal case, when the proposed and conventional ANNs are both trained very well, the training errors \(E_1(x_0), E_2(x_0)\) and \(E'_2(x_0)\), will be all equal to zeros. Assuming higher order parts of the equations are negligible because of small \(\Delta x^i\), in such ideal case, the testing errors of proposed and conventional ANNs at testing sample \(x = x_0 + \Delta x\) are,

\[
E_1(x_0 + \Delta x) = |f_1(x) - f_0(x)| = |f'_1(x_0) - f'_0(x_0)| \cdot \Delta x + \sum_{i=2}^{n} \frac{1}{i!} [f^{(i)}_1(x_0) - f^{(i)}_0(x_0)] \cdot \Delta x^i
\]

\[
E_2(x_0 + \Delta x) = |f_2(x) - f_0(x)| = \left| \sum_{i=2}^{n} \frac{1}{i!} [f^{(i)}_2(x_0) - f^{(i)}_0(x_0)] \cdot \Delta x^i \right|
\]

Clearly,

\[
\lim_{\Delta x \to 0} \frac{E_2 - E_1}{\Delta x} = - |f'_1(x_0) - f'_0(x_0)| \leq 0 \quad (3.2)
\]

Therefore, the testing error \(E_2\) of the proposed ANN2 is absolutely lower than the testing error \(E_1\) of the conventional ANN1 if the testing sample \(x_0 + \Delta x\) is not far from the training sample \(x_0\).

### 3.3 Proposed Sensitivity-Analysis-Based Adjoint Neural Network Technique

#### 3.3.1 Structure of the Proposed SAANN Model

Let \(x\) be a vector representing the inputs of the original neural network such as frequency, geometrical and material parameters of microwave passive components.
Let $y$ be a vector representing the outputs of the original neural network such as real and imaginary parts of S-parameters (scattering parameters are the elements of a scattering matrix describing the electrical behavior of linear electrical systems). Let $w$ represent the synaptic weights of original neural network. The adjoint neural network is a "companion" neural network sharing the same set of internal neuron-connection parameters as that in original neural network, but with modified neuron activation functions such that the adjoint neural network provides first-order derivative information $dy/dx$. The detailed explanation of the adjoint neural network concept is in [83].

The structure of the sensitivity-analysis-based adjoint neural network and its training is shown in Fig. 3.2. The SAANN model consists of two parts: the original neural network and the adjoint neural network. The inputs $x$ of the SAANN model contain frequency, geometrical and material parameters, which are the same as those of the original neural network. The outputs of the SAANN model contain the outputs $y$ of the original neural network in addition to the derivatives $dy/dx$, which are the outputs of the adjoint neural network. Let $d$ and $d'$ be vectors representing the outputs of EM simulations (e.g, S parameters) and the derivatives of S-parameters with respect to geometrical or material variables from EM sensitivity analysis, respectively. The object of the SAANN training is to adjust the internal weights $w$ such that for all training samples the error between $y$ and the training data $d$ and $dy/dx$ and $d'$ are minimized. Although the whole training process involves both the original and adjoint neural networks, the final parametric model can be fairly simple only containing the original neural network as shown in Fig. 3.2. Let
the total training error be defined as

\[ E_T = E_o + E_a = \frac{1}{2} A \sum_{q \in Q} (y_q - d_q)^2 + \frac{1}{2} \sum_{p \in P, q \in Q} B_{q,p} \left( \frac{\partial y_q}{\partial x_p} - d'_{q,p} \right)^2 \]  

(3.3)

where \( E_o \) and \( E_a \) represent the training error from original and adjoint neural network models, respectively, \( x_p \) and \( y_q \) denote the \( p^{th} \) input in \( x \) and the \( q^{th} \) output in \( y \), respectively. \( P \) and \( Q \) represent index sets of inputs and outputs, respectively. \( d'_{q,p} \) represent the training data for the derivative of the \( q^{th} \) output with respect to the \( p^{th} \) input. \( A \) and \( B_{q,p} \) are the weighting factors for different terms in the error function (3.3), e.g., \( A \) representing the inverse of the minimum to maximum range of training data \( d_q \), for \( q \in Q \), and \( B_{q,p} \) representing the inverse of the minimum to maximum range of training data \( d'_{q,p} \), for \( p \in P, q \in Q \).

**Figure 3.2:** Structure of the proposed SAANN model. It consists of two parts: original neural network and adjoint neural network, where \( L, W, h, \) and \( \omega \) represent geometrical parameters such as length, width, thickness of substrates and frequency, respectively.
3.3.2 Second-order derivatives for Training the SAANN Model

During the traditional ANN training process, only first-order derivatives are required to guide the gradient based training process, and such first-order derivatives can be computed through the back propagation method [55]. In order to train the original and adjoint neural network efficiently and simultaneously, the second-order derivatives with respect to ANN internal weights $w$ should also be found.

The structure of the original neural network, as shown in Fig. 3.3, contains multi-layers with the sigmoid function as the activation function in each hidden neuron. Different from our previous work [83] where the second-order derivatives were calculated through a special computation process different from the original ANN, here a novel derivation is introduced to allow complicated second-order derivatives to be computed by a simpler ANN forward-backward propagation procedure, which can be conveniently accommodated by the existing ANN computational mechanism.

The proposed forward-backward propagation method is a combination of the standard back propagation procedure and a new procedure that maximally utilizes the ANN feedforward infrastructure already existing in typical ANN computations. The outputs of the $i^{th}$ hidden neuron in $l^{th}$ layer of a standard multilayer perceptron (MLP) neural network are defined as [55]

$$z_i^l = \begin{cases} 
\gamma_i^l & \text{for } i = 1, 2, \ldots, N_l, l = L \\
\sigma (\gamma_i^l) & \text{for } i = 1, 2, \ldots, N_l, l = 2, \ldots, L - 1 \\
x_i & \text{for } l = 1
\end{cases}$$  \hspace{1cm} (3.4)

where
Figure 3.3: Structure of the original neural network.

\[ y_i = \sum_{k=0}^{N_l} w_{ik} \sigma^{l-1} (i = 1, 2, \ldots, N_l; l = 2, 3, \ldots, L) \] (3.5)

and \( w_{ik} \) is the weight between \( i^{th} \) hidden neuron of the \( l^{th} \) layer and \( k^{th} \) hidden neuron of the \( (l-1)^{th} \) layer, \( y_i \) is the \( i^{th} \) output of the original neural network, \( \sigma(\gamma) \) is the sigmoid function, \( N_l \) is the total number of hidden neurons in the \( l^{th} \) layer, and \( L \) is the total number of layers. Note that for simplicity of the bias calculation, the first neuron in each layer is supposed to be 1, i.e., \( z_0^l = 1(l = 1, 2, \ldots, L) \).

To calculate the second-order derivatives efficiently, we define new variables of
\( \alpha_{qi} \) and \( \beta_{lp} \) as,

\[
\begin{align*}
\alpha_{qi}^l &= \frac{\partial y_q}{\partial \gamma_i^l} \\
\beta_{lp}^l &= \frac{\partial z_i^l}{\partial x_p}
\end{align*}
\]

(3.6)  

(3.7)

where \( l = 2, \ldots, L; \ q = 1, \ldots, N_L; \ \ i = 1, \ldots, N_l; \ p = 1, \ldots, N_1 \)

According to the definition of \( \alpha_{qi}^l \), for the last layer, i.e. \( l = L \), \( \alpha_{qi}^L \) is initialized as

\[
\alpha_{qi}^L = \begin{cases} 
1, & i = q \\
0, & i \neq q
\end{cases}
\]

(3.8)

Then, \( \alpha_{qi}^l \) can be recursively calculated using the back propagation procedure,

\[
\alpha_{qi}^l = \sum_{k=1}^{N_{i+1}} \frac{\partial y_q}{\partial \gamma_k^{l+1}} \frac{\partial \gamma_k^{l+1}}{\partial \gamma_i^l} = z_i^l \cdot (1 - z_i^l) \sum_{k=1}^{N_{i+1}} \alpha_{qk}^{l+1} \cdot w_{ki}^{l+1}
\]

(3.9)

for \( i = 1, \ldots, N_l; \ l = L - 1, \ldots, 2; \ q = 1, \ldots, N_L. \) This process is further illustrated in Fig. 3.4.

Now the adjoint neural network can be built using the \( \alpha s \) as shown in Fig. 3.5. The outputs of the adjoint neural network, i.e, the derivative of the outputs \( y \) of the original neural network to inputs \( x \) can be calculated as,

\[
\frac{\partial y_q}{\partial x_p} = \sum_{i=1}^{N_2} \frac{\partial y_q}{\partial \gamma_i^2} \frac{\partial \gamma_i^2}{\partial x_p} = \sum_{i=1}^{N_2} \alpha_{qi}^2 \cdot w_{ip}^2
\]

(3.10)

where \( p = 1, \ldots, N_1, \ q = 1, \ldots, N_L, \ \gamma_i^2 \) is \( \gamma_j^l \) in Equation (3.5) at the second layer, and \( w_{ip}^2 \) is the weight between \( i^{th} \) hidden neuron of the second layer and \( p^{th} \) hidden
Figure 3.4: Calculation of the proposed parameter $\alpha$ using the back propagation procedure available from the standard ANN procedure.

neuron of the first layer. This process is the same as the standard back propagation procedure [55] except that the starting error vector for back-propagation is a binary vector defined by (3.8) for a fixed $q$. In this way, the proposed parameters $\alpha$ are obtained with the minimum change to the standard ANN implementation. In this chapter, an Adjoint Neural Network is defined to represent the computation of the first order derivatives in the original neural network. The adjoint neural network is illustrated in Fig. 3.5 (only derivatives of one of the outputs of the ANN to all the inputs are shown in this figure). The output of the adjoint neural network
represents the derivative of the original neural network output with respect to the original neural network inputs. As seen in Fig. 3.5, the adjoint neural network is the reverse of the original neural network so that the number of inputs of the adjoint neural network is the number of outputs of the original neural network.

Figure 3.5: The structure of the adjoint neural network (the outputs demonstrated here include only the derivatives of one of the outputs of the ANN to all of the inputs) using back propagation calculation of $\alpha_{qi}^l$ for each layer. As it can be seen the last layer computations contain only summation without an extra multiplication.
Next, we derive a simple method to compute $\beta_{ip}^l$ for each layer by maximally utilizing the ANN feedforward infrastructure already existing in typical ANN computations. For each given index $p$, we formulate a systematic recursive procedure starting at the input layer. For the first layer, $\beta_{ip}^1$ is initialized as

$$\beta_{ip}^1 = \begin{cases} 
1 & i = p \\
0 & i \neq p 
\end{cases}$$

(3.11)

for $i = 1, \ldots, N_l$; $p = 1, \ldots, N_1$.

The next step using feedforward procedure is to compute $\beta_{ip}^l$ for the upper layers. According to definitions of $z_{li}$ in Equation (3.4) and $\gamma_{li}$ in Equation (3.5),

$$\beta_{ip}^l = \frac{\partial z_{li}}{\partial \gamma_{li}} \frac{\partial \gamma_{li}}{\partial x_p} = z_{li} \cdot (1 - z_{li}) \cdot \frac{\partial}{\partial x_p} \left( \sum_{k=0}^{N_{l-1}} w_{ik}^l \cdot z_{k-1}^l \right)$$

(3.12)

$$= z_{li} \cdot (1 - z_{li}) \cdot \sum_{k=1}^{N_l-1} w_{ik}^l \cdot \beta_{kp}^{l-1} \quad i = 1, \ldots, N_l$$

$$l = 2, \ldots, L - 1$$

According to the definitions of $z_{li}$ in Equation (3.4), $z_{li}$ for the last layer is computed differently from other layers. Thus, the last step after calculating $\beta_{ip}^l$ for all layers lower than $L$, is to compute $\beta_{ip}^L$ as

$$\beta_{ip}^L = \frac{\partial z_{li}}{\partial x_p} = \frac{\partial \gamma_{li}}{\partial x_p} = \sum_{k=0}^{N_{L-1}} w_{ik}^L \cdot \beta_{kp}^{L-1} \quad i = 1, \ldots, N_L$$

(3.13)

Fig. 3.6 shows the inside of a typical $\beta_{ip}^l$ block. It includes a multiplication after
the summation. From this figure, we can see this block is very similar to a node in the original neural network structure except that the activation function in each neuron is a multiplication of $z_i^l(1 - z_i^l)$ instead of the sigmoid function.

Similar to the calculation of the first derivative information, there is another binary vector in the process of the calculation of $\alpha$ but with the length of $N_1$, so that at the same time just one of the elements is 1 and it determines which $x_p$ is selected for feedforward computation. Fig. 3.7 shows one step standard feedforward in the forward propagation method for calculating $\beta$.

\[ \sum \left( \beta_{ip}^l \right) \]

\[ z_i^l \cdot (1 - z_i^l) \]

\[ \begin{align*} W_{i0}^l & \quad W_{i1}^l & \quad \ldots & \quad W_{iN_{l-1}}^l \end{align*} \]

Figure 3.6: Block diagram of $\beta_{ip}^l$. As shown in this figure, this block is very similar to a node in the original neural network structure except that the activation function in each neuron is a multiplication of $z_i^l(1 - z_i^l)$ instead of the sigmoid function.

Based on the calculation of $\alpha$ and $\beta$, the second-order derivatives can be obtained. We define
\[
\theta_{qip}^L = \frac{\partial^2 y_q}{\partial \gamma_i^L \partial x_p}
\]  

(3.14)

Figure 3.7: One sample feedforward step in forward propagation method for the calculation of \( \beta \) for \( x_p \). From this figure, we can see the calculation of \( \beta \) can be done within the original neural network structure except that the activation function is a multiplication of \( z_i^L(1 - z_i^L) \) instead of the sigmoid function.

Firstly, for the output layer, i.e, the layer \( l = L \), \( \theta_{qip}^L \) needs to be initialized. According to the definition in Equation (3.14), the first-order derivative of \( y_q \) to \( \gamma_i^L \) in the \( i^{th} \) neuron in output layer can be obtained as
\[
\frac{\partial y_q}{\partial \gamma^L_i} = \begin{cases} 
1 & q = i \\
0 & q \neq i 
\end{cases}
\]

Since the above derivative is a constant value, its second-order derivative to input \(x_p\) is zero, i.e.,

\[
\frac{\partial}{\partial x_p} \left( \frac{\partial^2 y_q}{\partial \gamma^L_i \partial x_p} \right) = 0
\]

Thus for the output layer, \(\theta^L_{qip}\) is initialized as

\[
\theta^L_{qip} = \frac{\partial^2 y_q}{\partial \gamma^L_i \partial x_p} = 0
\]  

(3.15)

for \(q = 1, ..., N_L, \ i = 1, ..., N_L, \) and \(p = 1, ..., N_1.\) It indicates that for the output layer, the second-order derivatives of \(y_q\) to \(\gamma^L_i\) in the \(i\)th neuron and input \(x_p\) are fixed to zeros.

According to the definition of \(\theta^l_{qip}\) in Equation (3.14) for layers below the output layer, i.e., layer \(l \neq L,\)

\[
\theta^l_{qip} = \frac{\partial}{\partial x_p} \left( \frac{\partial y_q}{\partial \gamma^l_i} \right) = \frac{\partial (\alpha^l_{qi})}{\partial x_p}
\]  

(3.16)

Utilizing Equation (3.9), Equation (3.16) now becomes,

\[
\theta^l_{qip} = \sum_{k=1}^{N_{l+1}} \left( \frac{\partial \alpha^l_{qk}}{\partial x_p} \cdot w_{kq}^l \cdot z_q^l \cdot (1 - z_i^l) + \frac{\partial (z_i^l \cdot (1 - z_i^l))}{\partial x_p} \cdot \alpha^l_{qk} \cdot w_{kq}^l \right)
\]  

(3.17)

where utilizing the definition of \(\beta^l_{ip}\) in Equation (3.7),
\[
\frac{\partial}{\partial x_p} \left( z_i^l \cdot (1 - z_i^l) \right) = (1 - 2z_i^l) \cdot \frac{\partial z_i^l}{\partial x_p} = (1 - 2z_i^l) \cdot \beta_{lp}^l
\]

Therefore, \( \theta_{qip}^l \) in Equation (3.17) can be calculated recursively as

\[
\theta_{qip}^l = z_i^l \cdot \left(1 - z_i^l\right) \cdot \sum_{k=1}^{N_{i+1}} \theta_{qkp}^{l+1} \cdot w_{kq}^{l+1} + \left(1 - 2z_i^l\right) \cdot \beta_{ip}^l \cdot \sum_{k=1}^{N_{i+1}} \alpha_{qk}^{l+1} \cdot w_{kq}^{l+1} \tag{3.18}
\]

for \( l = L - 1, \ldots, 2; \ q = 1, \ldots, N_L; \ i = 1, \ldots, N_l; \ p = 1, \ldots, N_1 \)

Fig. 3.8 shows the calculation of \( \theta_{qip}^l \) based on \( \theta_{qip}^{l+1} \) and \( \alpha_{qi}^{l+1} \) in the upper layer using simple back propagation procedure. From this figure, we can see the calculation of \( \theta_{qip}^l \) is quite similar to twice the standard back propagation calculation of the first-order derivatives in (3.9) in addition to two multiplications.

Now, the second-order derivatives of the outputs of the original neural network model, e.g., the derivatives of S-parameters to geometrical variables \( x \), to ANN internal weights \( w \) can be computed as,

\[
\frac{\partial^2 y_q}{\partial w_{ij}^l \cdot \partial x_p} = \frac{\partial}{\partial x_p} \left( \frac{\partial y_q}{\partial \gamma_i^l} \cdot \frac{\partial \gamma_i^l}{\partial w_{ij}^l} \right) \tag{3.19}
\]

According to the Equation (3.5),

\[
\frac{\partial \gamma_i^l}{\partial w_{ij}^l} = z_{j}^{l-1}
\]

Equation (3.19) now becomes,
Figure 3.8: Calculation of $\theta_{qip}^l$ using back propagation procedure. As shown in this figure, the calculation of $\theta_{qip}^l$ is very similar to the calculation of the first-order derivative information in addition to some extra multiplication factors.

$$\frac{\partial^2 y_q}{\partial w_{ij}^l \partial x_p} = \frac{\partial^2 y_q}{\partial \gamma_i^l \partial x_p} \cdot \frac{\partial \gamma_i^l}{\partial w_{ij}^l} + \frac{\partial}{\partial \gamma_i^l} \left( \frac{\partial \gamma_i^l}{\partial w_{ij}^l} \right) \frac{\partial y_q}{\partial \gamma_i^l}$$

$$= \frac{\partial^2 y_q}{\partial \gamma_i^l \partial x_p} \cdot z_{j}^{l-1} + \frac{\partial z_{j}^{l-1}}{\partial x_p} \frac{\partial y_q}{\partial \gamma_i^l} = \theta_{qip}^l \cdot z_{j}^{l-1} + \beta_{jp}^{l-1} \cdot \alpha_{qi}^l$$

(3.20)

For $l = 2, ..., L; q = 1, ..., N_L; p = 1, ..., N_1; i = 1, ..., N_l; j = 1, ..., N_{l-1}$.

As shown in this Equation (3.20), once $\alpha_{qi}^l$, $\beta_{jp}^{l-1}$, and $\theta_{qip}^l$ are computed, the second-order derivatives of the outputs $y$ to ANN internal weights $w$ are readily obtained. Fig. 3.9 is a block diagram demonstrating the process of calculating of the second-order derivatives for the proposed SAANN model. To obtain the
second-order derivatives, firstly $\beta_{lp}^l$ has to be initialized following (3.11) with $l2$ and calculated recursively following (3.13) using the forward propagation procedure with increasing $l$ until $lL$. Then, $\alpha_{qi}^l$ is initialized following (3.8) with $lL$, and calculated recursively following (3.9) using the back propagation procedure with decreasing $l$ until $l2$. Note that the calculation of $\alpha$ and $\beta$ can be done in parallel. Next, $\theta_{qip}^l$ is initialized following (3.15) with $lL$, and calculated recursively following (3.18) using computed $\beta_{lp}^l$ and $\alpha_{qi}^l$ and the back propagation procedure with decreasing $l$ until $l2$. Finally, the computed $\alpha$, $\beta$ and $\theta$ are used to calculate the second-order derivatives following (3.20).
Figure 3.9: Calculation of the second-order derivatives of the proposed SAANN parametric model.
3.4 Application Examples

3.4.1 Parametric Modeling of a Coupled-Line Filter

In this example, we illustrate the use of the proposed SAANN technique to develop a parametric model for a family of coupled-line filters as shown in Fig. 3.10, where $S_1$ and $S_2$ are the spacing between lines, and $D_1$, $D_2$ and $D_3$ are the offset distances from the ends of each coupled lines to the corresponding fringes, respectively.

Figure 3.10: Structure of a coupled-line filter and geometrical parameters used for generating training data for parametric modeling example.

The structure of the SAANN model for the coupled-line filter example is shown in Fig. 3.11. This parametric model has six inputs i.e., $x = [S_1 \ S_2 \ D_1 \ D_2 \ D_3 \ \omega]^T$, 
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which include five geometrical variables $S_1$, $S_2$, $D_1$, $D_2$, and $D_3$ defined in Fig. 3.10 and frequency $\omega$. A 3D EM simulator, i.e., CST Microwave Studio(R) [71], is used to generate S-parameters and sensitivity information. In the implementation of sensitivity analysis in the EM simulator, the variables $D_1$, $D_2$, and $D_3$ are set as the sensitivity geometrical variables and the variables $S_1$ and $S_2$ are variables without sensitivity information. This SAANN model combining the original and adjoint neural networks used for training has 28 outputs, i.e., $[RS_{11} IS_{11} RS_{12} IS_{12}
\frac{dRS_{11}}{dS_1} \frac{dRS_{11}}{dS_2} \frac{dRS_{11}}{dD_1} \frac{dRS_{11}}{dD_2} \frac{dRS_{11}}{dD_3} \frac{dSIS_{11}}{dD_1} \frac{dSIS_{11}}{dD_2} \frac{dSIS_{11}}{dD_3} \frac{dSIS_{11}}{d\omega}
\frac{dRS_{12}}{dS_1} \frac{dRS_{12}}{dS_2} \frac{dRS_{12}}{dD_1} \frac{dRS_{12}}{dD_2} \frac{dRS_{12}}{dD_3} \frac{dSIS_{12}}{dD_1} \frac{dSIS_{12}}{dD_2} \frac{dSIS_{12}}{dD_3} \frac{dSIS_{12}}{d\omega}]^T$, which are real and imaginary parts of $S_{11}$ and $S_{12}$, the derivatives of real and imaginary parts of $S_{11}$ and $S_{12}$ with respect to six input variables (including frequency). The sensitivity analysis in EM simulator is performed to obtain the derivatives of real and imaginary parts of $S_{11}$ and $S_{12}$ to three sensitivity variables $D_1$, $D_2$, and $D_3$. Since the other variables are not available from EM simulation (i.e., $S_1$, $S_2$ and $\omega$ are non sensitivity-variables in CST EM simulation), the corresponding outputs from SAANN model are left as free variables in the model training process. This is achieved by setting the training weights for $[\frac{dRS_{11}}{dS_1} \frac{dRS_{11}}{dS_2} \frac{dRS_{11}}{dD_1} \frac{dRS_{11}}{dD_2} \frac{dRS_{11}}{dD_3} \frac{dSIS_{11}}{dD_1} \frac{dSIS_{11}}{dD_2} \frac{dSIS_{11}}{dD_3} \frac{dSIS_{11}}{d\omega}
\frac{dRS_{12}}{dS_1} \frac{dRS_{12}}{dS_2} \frac{dRS_{12}}{dD_1} \frac{dRS_{12}}{dD_2} \frac{dRS_{12}}{dD_3} \frac{dSIS_{12}}{dD_1} \frac{dSIS_{12}}{dD_2} \frac{dSIS_{12}}{dD_3} \frac{dSIS_{12}}{d\omega}]^T$ as zero in our training program [84]. The frequency range is from 2 GHz to 2.9 GHz with a step size of 2.7 MHz. In order to show the merits of the SAANN technique which can enhance the capability of learning and generalization of the overall models with less training data, the data range of training data and testing data is defined in Table 3.1. Partial orthogonal design of experiments method [85], is used to determine the size of training and testing data. Although the whole training process involved original neural network and adjoint
neural network, the final parametric model is simple, only containing the original neural network.

![Diagram of SAANN model for coupled-line filters](image)

Figure 3.11: Structure of the parametric SAANN model for coupled-line filters.

Fig. 3.12 depicts the outputs of the proposed SAANN model for three different geometries #1, #2, and #3, and its comparison with EM data and conventional ANN model trained with training data of different sizes.

The geometrical variables for three coupled-line filters are as follows (negative values are based on the offset from the initial points provided by CST):

Geometry 1: \( S_1 = 39.5 \) mm, \( S_2 = 37.5 \) mm, \( D_1 = 4.1 \) mm, \( D_2 = -2.5 \) mm, \( D_3 = -2.3 \) mm,

Geometry 2: \( S_1 = 40.5 \) mm, \( S_2 = 38.5 \) mm, \( D_1 = 7.5 \) mm, \( D_2 = -1.1 \) mm, \( D_3 = -1.1 \) mm,
Geometry 3: $S_1 = 36.5$ mm, $S_2 = 38.5$ mm, $D_1 = 6.5$ mm, $D_2 = -3.1$ mm, $D_3 = -0.5$ mm.

Table 3.1: Definition of Training and Testing Data for The Coupled-Line Filter Example

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Training data</th>
<th>Testing data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Min</td>
<td>Max</td>
</tr>
<tr>
<td>$S_1$(mm)</td>
<td>36</td>
<td>44</td>
</tr>
<tr>
<td>$S_2$(mm)</td>
<td>36</td>
<td>44</td>
</tr>
<tr>
<td>Sensitivity Variables</td>
<td>D_1 (mm)</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>D_2 (mm)</td>
<td>-4.6</td>
</tr>
<tr>
<td></td>
<td>D_3 (mm)</td>
<td>-4.4</td>
</tr>
</tbody>
</table>

Table 3.2: Training and Testing Results for Coupled-Line Filter Example

<table>
<thead>
<tr>
<th>Model Type</th>
<th>Original Neural Network Structure</th>
<th>Average Training Error</th>
<th>Average Testing Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conventional ANN Model using 120 sets of training data</td>
<td>6-40-4</td>
<td>0.897%</td>
<td>0.989%</td>
</tr>
<tr>
<td>Conventional ANN Model using 40 sets of training data</td>
<td>6-35-4</td>
<td>1.073%</td>
<td>4.357%</td>
</tr>
<tr>
<td>Proposed SAANN Model using 40 sets of training data</td>
<td>6-35-4</td>
<td>0.871%</td>
<td>0.946%</td>
</tr>
</tbody>
</table>
Figure 3.12: Comparison of the magnitude in dB of $S_{11}$ of the SAANN model trained with less data (40 sets of data), CST EM data, conventional ANN model trained with less data (40 sets of data), and conventional ANN model trained with more data (120 sets of data) for three different filter geometries. These 3 different geometries are from test data and have never been used in training. As shown in this figure, using the SAANN model, we can use less training data to achieve good model accuracy than that needed for conventional ANN model.
As shown in Fig. 3.12, broadband accuracy of the proposed SAANN model is confirmed by its good agreement with EM data in terms of $S_{11}$ even though these geometries are never used in the training process.

As shown in Table 3.2, SAANN trained with few data can achieve similar accuracy as conventional ANN trained with much more data. In this way, the development time for the proposed SAANN model is much shorter than that of conventional ANN. All simulations in this chapter are done on the same computer with Intel core 2 Quad CPU@2.4 GHz and 4 GB memory. The obtained ANN model achieves almost the same solutions as CST EM simulations using much less time. The SAANN model development cost for this coupled-line filter example, including training data generation time (40 sets of training geometries) and model training time, is about 5.46 hours and for conventional ANN model development (120 sets of training geometries) is about 15.5 hours. Note that the training is a one-time investment, and the benefit of using the model accumulates when the model is used over and over again.

Here, we show another benefit of this proposed SAANN technique that the trained model can accurately predict the derivative information with respect to geometrical variables. As shown in Fig. 3.13, we provide the comparison of the derivative information of the real part of $S_{11}$ with respect to sensitivity variables $D_1$, $D_2$, and $D_3$ by the proposed SAANN parametric model and CST sensitivity analysis at geometries #1, #2, and #3, respectively. This figure confirms that the proposed SAANN model can approximate the derivative information well, even though the geometry values have never been used in training.
In Fig. 3.14, we utilize the sensitivity ability of SAANN to predict the derivative information of the real part of $S_{11}$ with respect to non-sensitivity variables $S_1$ and $S_2$, by the SAANN parametric model and perturbation sensitivity at geometries #1, #2, and #3, respectively. This figure demonstrates that the SAANN parametric model can be used to accurately predict the derivative information with respect to geometrical variables, which can even be non-sensitivity variables in EM simulation.

As an example to demonstrate the validity of the proposed second-order derivatives calculation in the SAANN technique, Fig. 3.15 compares the second-order derivatives of the real part of $S_{11}$ to variables $D_1$ or $D_2$ and ANN weights $w_{11}^2$ and $w_{11}^3$ at geometries #1 by the SAANN parametric model versus that from perturbation as a continuous function in frequency sub-spaces before and after training, respectively. The good agreement in those figures verifies our proposed formulas (3.6)-(3.20) for the second-order derivatives calculation in the SAANN technique.
Figure 3.13: Comparison of the derivative information of the real part of $S_{11}$ to sensitivity variables $D_1$, $D_2$, and $D_3$ by the proposed SAANN model and CST sensitivity analysis for $\frac{dR_{S_{11}}}{dD_1}$, and $\frac{dR_{S_{11}}}{dD_2}$ at (a) geometries #1, (b) geometries #2, and (c) geometries #3 for the coupled-line filter example. As shown in this figure, the proposed SAANN model can accurately predict the derivative information, which are much closer to those obtained from CST sensitivity analysis, even though such geometries are never used in the training process.
Figure 3.14: Derivative information of the real part of $S_{11}$ to non-sensitivity variables $S_1$ and $S_2$ by the proposed SAANN model and perturbation sensitivity for $\frac{dR_{S_{11}}}{dS_1}$ and $\frac{dR_{S_{11}}}{dS_2}$ at (a) geometries #1, (b) geometries #2, and (c) geometries #3 for the coupled-line filter example. As shown in this figure, the proposed SAANN parametric model can predict the derivative information with respect to the geometrical variables, even though these variables are not available as sensitivity variables in original EM simulation.
3.4.2 Parametric Modeling of a Junction

In this example, the proposed SAANN technique is applied to develop the parametric model of a family of junctions as shown in Fig. 3.16, where $g$ is the gap distance between two conductive walls, $d_h$ is the height of the tuning cylinder, and $d_r$ is the radius of the tuning cylinder.
Figure 3.16: Structure of a junction and geometrical parameters used for generating training data for parametric modeling example (3D structure).

The structure of the proposed SAANN parametric model for the junction example is shown in Fig. 3.17. This parametric model has four inputs i.e., $x = [g \ d_h \ d_r \ \omega]^T$, which include three geometrical variables $g \ d_h$ and $d_r$ defined in Fig. 3.16 and frequency $\omega$. In this example, $g$, $d_h$ and $d_r$ are all set as the sensitivity variables. This SAANN model combining the original and adjoint neural networks used for training has 40 outputs, i.e., $[RS_{11} \ IS_{11} \ RS_{21} \ IS_{21} \ RS_{31} \ IS_{31} \ RS_{41} \ IS_{41} \ \frac{dRS_{11}}{dg} \ \frac{dRS_{11}}{dd_h} \ \frac{dIS_{11}}{dg} \ \frac{dIS_{11}}{dd_h} \ \frac{dRS_{21}}{dg} \ \frac{dRS_{21}}{dd_r} \ \frac{dIS_{21}}{dg} \ \frac{dIS_{21}}{dd_r} \ \frac{dRS_{31}}{dg} \ \frac{dRS_{31}}{dd_r} \ \frac{dIS_{31}}{dg} \ \frac{dIS_{31}}{dd_r} \ \frac{dRS_{41}}{dg} \ \frac{dRS_{41}}{dd_r} \ \frac{dIS_{41}}{dg} \ \frac{dIS_{41}}{dd_r} \ ... \ \frac{dIS_{41}}{d\omega}]^T$ which are real and imaginary parts of $S_{11}$ $S_{21}$ $S_{31}$ and $S_{41}$, the derivatives of real and imaginary parts of $S_{11}$ $S_{21}$ $S_{31}$ and $S_{41}$ with respect to four input variables (including frequency). The sensitivity analysis in CST EM simulator is performed to obtain the derivatives of real and imaginary parts of $S_{11}$ $S_{21}$ $S_{31}$ and $S_{41}$ to three sensitivity variables. Since frequency $\omega$ is not sensitivity-variables in EM simulation, the corresponding outputs from SAANN parametric model are left as free variables in the model training process. This is
achieved by setting the training weights for \( \left[ \frac{dRS_{11}}{d\omega} \quad \frac{dIS_{11}}{d\omega} \quad \frac{dRS_{21}}{d\omega} \quad \frac{dIS_{21}}{d\omega} \quad \frac{dRS_{31}}{d\omega} \quad \frac{dIS_{31}}{d\omega} \quad \frac{dRS_{41}}{d\omega} \quad \frac{dIS_{41}}{d\omega} \right]^{T} \) as zero in our training program. The frequency range is from 7 GHz to 9 GHz with a step size of 6 MHz. The data range of training data and testing data is defined in Table 3.3. Partial orthogonal design of experiments method is also used to determine training and testing data.

![Diagram of the proposed SAANN parametric model for the junction example.](image)

Figure 3.17: Structure of the proposed SAANN parametric model for the junction example.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Training data</th>
<th>Testing data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Min</td>
<td>Max</td>
</tr>
<tr>
<td>Sensitivity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variables</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( g ) (mm)</td>
<td>16</td>
<td>24</td>
</tr>
<tr>
<td>( d_h ) (mm)</td>
<td>1.5</td>
<td>3.5</td>
</tr>
<tr>
<td>( d_r ) (mm)</td>
<td>2</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 3.4 shows final results of training in terms of the average training and testing error of final trained model and its comparison with conventional ANN model.
which was trained without using EM derivative data. Two sets of training data were used in order to compare the effect of training with respect to different sizes of training data. One set of training data has 80 samples (i.e., training with more training data), and another set has only 15 samples (i.e., training with less training data). From this table, we can see that with more training data, the conventional ANN model (i.e., trained without sensitivity information) can obtain a small training error and a consistent testing error. With less training data, conventional ANN model trained without sensitivity information can obtain a small training error but a larger testing error since the limited training data could not adequately represent the whole EM behavior of the original modeling problem. In contrast, the proposed SAANN parametric model can obtain a small training error and a small testing error with the same number of training data using sensitivity information to training neural networks. This technique introduced a new way to decrease the necessary training data in the model training process.

The SAANN model development cost for this junction example, including training data generation time (15 sets of training data) and model training time, is about 9.4 hours and for the conventional ANN model development (80 sets of training geometries) is about 45.7 hours. This further demonstrates that using the proposed technique, we speedup the model development time. Note that the training is a one-time investment, and the benefit of using the model accumulates when the model is used over and over again.

Fig. 3.18 depicts the outputs of the proposed SAANN parametric model for three different junction geometries #1, #2, and #3, and its comparison with EM
Table 3.4: Training and Testing Results for Junction Example

<table>
<thead>
<tr>
<th>Model Type</th>
<th>Original Neural Network Structure</th>
<th>Average Training Error</th>
<th>Average Testing Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conventional ANN Model using 80 sets of training data</td>
<td>4-20-8</td>
<td>0.413%</td>
<td>0.473%</td>
</tr>
<tr>
<td>Conventional ANN Model using 15 sets of training data</td>
<td>4-20-8</td>
<td>0.482%</td>
<td>0.862%</td>
</tr>
<tr>
<td>Proposed SAANN Model using 15 sets of training data</td>
<td>4-20-8</td>
<td>0.453%</td>
<td>0.531%</td>
</tr>
</tbody>
</table>

data and conventional ANN model trained with training data of different sizes. The geometrical variables for three junctions are as follows:

Geometry 1: \( g = 19.5 \text{ mm}, d_h = 1.8 \text{ mm}, d_r = 2.7 \text{ mm} \),

Geometry 2: \( g = 20.5 \text{ mm}, d_h = 2.8 \text{ mm}, d_r = 3.1 \text{ mm} \),

Geometry 3: \( g = 22.5 \text{ mm}, d_h = 3.0 \text{ mm}, d_r = 3.7 \text{ mm} \),
Figure 3.18: Comparison of the magnitude in dB of $S_{11}$, $S_{21}$, $S_{31}$, and $S_{41}$ of the proposed SAANN model, CST EM data and conventional ANN model with less or more training data for three different geometries (a) #1, (b) #2, and (c) #3 for the junction example. As shown in this figure, the proposed technique obtains more accurate model with less training data than conventional ANN technique. The match between proposed SAANN with original EM data is good even though the testing geometries used in the figures are never used in training.
As shown in Fig. 3.18, broadband accuracy of the proposed SAANN parametric model is confirmed by its good agreement with EM data in terms of \( S_{11} \), \( S_{21} \), \( S_{31} \) and \( S_{41} \) even these geometries are never used in the training process.

Table 3.5 also compares the proposed SAANN models and CST EM simulations in terms of CPU time for evaluating 100 different testing geometries of junction. As shown in Table 3.5, the trained ANN model is much faster than EM simulations.

Table 3.5: CPU time of evaluating 100 different testing geometries for junction example.

<table>
<thead>
<tr>
<th>Model Evaluation Type</th>
<th>CPU Time of Evaluating 100 Different Testing Geometries</th>
</tr>
</thead>
<tbody>
<tr>
<td>CST EM Simulations</td>
<td>95 minutes</td>
</tr>
<tr>
<td>Proposed SAANN Model</td>
<td>2.8s</td>
</tr>
<tr>
<td>Speedup Factor</td>
<td>2035</td>
</tr>
</tbody>
</table>

Here, we show another benefit of this technique where the trained model can accurately predict the derivative information of the junction responses with respect to geometrical variables. As shown in Fig. 3.19, we provide the comparison of derivatives of the real part of \( S_{11} \) and \( S_{31} \) with respect to sensitivity variables \( g \) by the proposed SAANN parametric model and CST sensitivity analysis at geometries \#1, \#2, and \#3, respectively. As shown in this figure, the proposed SAANN model can accurately predict the derivative information, which is close to those obtained from CST sensitivity analysis, even though such geometries are never used in training process.
Figure 3.19: Comparison of the derivative information of the real part of $S_{11}$ and $S_{31}$ to sensitivity variable $g$ by the proposed SAANN model and CST sensitivity analysis for $\frac{dR_{S_{11}}}{dg}$ and $\frac{dR_{S_{31}}}{dg}$ at (a) geometries #1, (b) geometries #2, and (c) geometries #3 for the Junction example. As shown in this figure, the proposed SAANN model can accurately predict the derivative information, even though such geometry is never used in the training process.
3.4.3 Parametric Modeling of a Cavity Filter

In this example, the proposed SAANN technique is applied to develop the parametric model of a family of microwave cavity filters as shown in Fig. 3.20, where $H_{c1}$, $H_{c2}$, and $H_{c3}$, which represent the heights of the cylinders respectively, are responsible for tuning the frequencies in the cavity, positioned at the cavity centers.

![Figure 3.20: Structure of a microwave cavity filter and geometrical parameters used for generating training data for parametric modeling example (3D structure).](image)

The structure of the proposed SAANN parametric model for the cavity filter example is shown in Fig. 3.21. The structure of the SAANN parametric model for microwave cavity filters is shown in Fig. 3.20. In this example, this SAANN parametric model has 4 inputs, i.e., $x = [H_{c1}, H_{c2}, H_{c3}, \omega]^T$ which include three geometrical variables $H_{c1}$, $H_{c2}$, and $H_{c3}$ defined in Fig. 3.20 and frequency $\omega$. In this example, all three input geometrical variables are all set as the sensitivity variables. This SAANN model combining the original and adjoint neural networks used for training has 20 outputs, i.e., $[RS_{11} IS_{11} RS_{12} IS_{12} \frac{dRS_{11}}{dH_{c1}} \frac{dRS_{11}}{dH_{c2}} \frac{dRS_{11}}{dH_{c3}} \frac{dRS_{11}}{d\omega}]$. 

67
\[
\frac{dS_{11}}{dH_c1} \ldots \frac{dS_{12}}{dH_c1}^T,
\]
which are the derivatives of real and imaginary parts of \(S_{11}\) and \(S_{12}\) to 4 inputs (including frequency). The sensitivity analysis in CST EM simulator is performed to obtain the derivatives of real and imaginary parts of \(S_{11}\) and \(S_{12}\) to three sensitivity variables. Since the frequency \(\omega\) is not sensitivity-variables in CST EM simulation, the corresponding outputs from SAANN parametric model are left as free variables in the model training process. This is achieved by setting the training weights for \([\frac{dRS_{11}}{d\omega}, \frac{dIS_{11}}{d\omega}, \frac{dRS_{12}}{d\omega}, \frac{dIS_{12}}{d\omega}]^T\) as zero in our training program. The frequency range is from 0.65 GHz to 0.7 GHz with a step size of 1.5 MHz. The data range of training data and testing data is defined in Table 3.6. Partial orthogonal design of experiments method is used to determine the size of training and testing data.

![Diagram of the proposed SAANN parametric model for the cavity filter example.](image)

Figure 3.21: Structure of the proposed SAANN parametric model for the cavity filter example.

Table 3.7 shows final results of training in terms of the average training and testing error of final trained model and its comparison with conventional ANN model.
Table 3.6: Definition of Training and Testing Data for Cavity Filter Example

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Training data</th>
<th>Testing data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Min</td>
<td>Max</td>
</tr>
<tr>
<td>Sensitivity Variables</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_{c1}$ (mm)</td>
<td>25</td>
<td>29</td>
</tr>
<tr>
<td>$H_{c2}$ (mm)</td>
<td>16.5</td>
<td>20.5</td>
</tr>
<tr>
<td>$H_{c3}$ (mm)</td>
<td>23</td>
<td>27</td>
</tr>
</tbody>
</table>

which was trained without using EM derivative data. Two sets of training data were used in order to compare the effect of training with respect to different sizes of training data. One set of training data has 120 samples (i.e., training with more training data), and another set has only 50 samples (i.e., training with less training data). From this table, we can see that with more training data, conventional ANN model (i.e., trained without sensitivity information) can obtain a small training error and a small testing error. With less training data, conventional ANN model trained without sensitivity information cannot obtain small testing error even though the training error is small. In contrast, the proposed SAANN model can obtain a small training error and a small testing error even with less training data. This is because that the SAANN technique incorporates not only the input-output behavior of the modeling problem, but also the derivative information from sensitivity analysis into the model training process. Therefore, using sensitivity information, we can obtain accurate model using less training data than without using sensitivity information.
Figure 3.22: Comparison of the magnitude in dB of $S_{11}$ of the proposed SAANN model, CST EM data and conventional ANN model with less or more training data for three different geometries (a) #1, (b) #2, and (c) #3 for the cavity filter example. As shown in this figure, the proposed technique obtains more accurate model with less training data than conventional ANN technique. The match between proposed SAANN with original EM data is good even though the testing geometries used in the figures are never used in training.
Table 3.7: Training and Testing Results for Cavity Filter Example

<table>
<thead>
<tr>
<th>Model Type</th>
<th>Original Neural Network Structure</th>
<th>Average Training Error</th>
<th>Average Testing Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conventional ANN Model using 120 sets of training data</td>
<td>4-25-20-8</td>
<td>1.17%</td>
<td>1.71%</td>
</tr>
<tr>
<td>Conventional ANN Model using 50 sets of training data</td>
<td>4-25-20-8</td>
<td>1.15%</td>
<td>5.41%</td>
</tr>
<tr>
<td>Proposed SAANN Model using 50 sets of training data</td>
<td>4-25-20-8</td>
<td>1.47%</td>
<td>1.59%</td>
</tr>
</tbody>
</table>

The SAANN model development cost for this cavity filter example, including training data generation time (50 sets of training data) and model training time, is about 17.2 hours and for the conventional ANN model development (120 sets of training geometries) is about 37.5 hours. This further demonstrates that using the proposed technique, we speedup the model development time. Note that the training is a one-time investment, and the benefit of using the model accumulates when the model is used over and over again.

Fig. 3.22 depicts the outputs of the proposed SAANN parametric model for three different filter geometries #1, #2, and #3, and its comparison with CST EM data and conventional ANN model trained with training data of different sizes. The geometrical variables for three filters are as follows:

Geometry 1: \( H_{c1}=27 \text{ mm}, H_{c2}=18.9 \text{ mm}, H_{c3}=25 \text{ mm}; \)

Geometry 2: \( H_{c1}=28.8 \text{ mm}, H_{c2}=19.3 \text{ mm}, H_{c3}=25.6 \text{ mm}; \)

Geometry 3: \( H_{c1}=27.8 \text{ mm}, H_{c2}=17.5 \text{ mm}, H_{c3}=24 \text{ mm}. \)
As shown in Fig. 3.22, broadband accuracy of the proposed SAANN parametric model is confirmed by its good agreement with EM data in terms of $S_{11}$ even these geometries are never used in the training process.

Here, we further show that the trained model can accurately predict the derivative information with respect to geometrical variables. As shown in Fig. 3.23, we provide the comparison of the derivatives real part of $S_{11}$ to sensitivity variables $H_{c1}$, $H_{c2}$, and $H_{c3}$ by the proposed SAANN parametric model and CST sensitivity analysis at geometries #1, #2, and #3, respectively. As shown in this figure again, the proposed SAANN parametric model can accurately predict the derivative information, which is much closer to those obtained from CST sensitivity analysis, even though such geometries are never used in training process.
Figure 3.23: Comparison of the derivative information of the real part of $S_{11}$ to sensitivity variables $H_{c1}, H_{c2}$ by the proposed SAANN parametric model and CST sensitivity analysis for $\frac{dR_{S11}}{dH_{c1}}$ and $\frac{dR_{S11}}{dH_{c2}}$ at (a) geometries #1, (b) geometries #2, (c) geometries #3 for the cavity filter example. As shown in this figure, the proposed SAANN model can accurately predict the derivative information, which are much closer to those obtained from CST sensitivity analysis, even though such geometry is never used in the training process.
3.5 Summary and Conclusion

In this chapter, a novel sensitivity-analysis-based adjoint neural network technique for developing parametric model of microwave passive components has been presented. Using sensitivity information, this technique introduces a new way to develop accurate neural network models with less EM data than that without using sensitivity. The parametric SAANN models are well suited for the purpose of establishing EM component libraries, where the trained models can be re-used again and again for microwave passive components design with different specifications. The SAANN technique can also provide sensitivity information with respect to geometric parameters which are not sensitivity variables in the original EM simulator. Therefore the method also helps to extend sensitivity analysis beyond the variable-limits in EM simulators.

While SAANN has its advantages over conventional methods it is restricted to static cases where no time-domain transient data is present. The next chapter presents a technique that extends the concepts present in SAANN for application to cases where transient data is used to develop dynamic models.
Chapter 4

Adjoint State-Space Dynamic Neural Network Technique for Nonlinear Microwave Electronic/Photonic Component Modeling

In this chapter an adjoint state-space dynamic neural network (ASSDNN) method for modeling nonlinear circuits and components is presented. This method is used for modeling transient behavior of nonlinear electronic and photonic components. The proposed technique is an extension of the existing state-space dynamic neural network technique (SSDNN). The new method simultaneously adds derivative information to the training patterns of nonlinear components allowing the training to be done with less data without sacrificing model accuracy and consequently makes training faster and more efficient. Also, this method has been formulated such that it can be suitable for parallel computation. The use of derivative information and parallelization make training using the proposed technique much faster.
than SSDNN. In addition, the models created using the proposed method are much faster to evaluate compared to conventional models present in traditional circuit simulation tools. The validity of the proposed technique is demonstrated through transient modeling of physics-based CMOS driver, commercial NXP’s 74LVC04A inverting buffer and nonlinear microwave photonic components.

4.1 Introduction

In the past few years artificial neural networks (ANNs) have gained attention as a valuable computer aided design (CAD) tool for modeling high frequency circuits in the microwave area [55], [65]. The recently introduced state-space dynamic neural networks (SSDNN) can be seen as a generalized form of DNN-based methods. In the present chapter, a further advance over the SSDNN technique titled adjoint state-space dynamic neural network (ASSDNN), is developed and discussed. Similar to conventional SSDNN, the proposed technique can train and model the input-output relationship of a nonlinear component/circuit without having to rely on the internal details of the block. In addition, the ASSDNN method also uses derivatives of the output waveforms as the training data. As a result, the training associated with ASSDNN is more efficient and requires less training data compared to conventional SSDNN. The concept of using derivative information in training was introduced in [103] for ANNs; this chapter extends this concept for efficient training of DNNs where the inputs and outputs are time-domain waveforms. Further, ASSDNN was developed so as to utilize the advantage of parallel computation on multiple cores/processors available in present day microprocessors. This provides
an additional speed-up compared to what is already obtained with the use of derivative information which together enables ASSDNN to provide a significant efficiency improvement in nonlinear component/circuit modeling.

In order to demonstrate the accuracy and efficiency of the proposed method, in this chapter, ASSDNN was applied to model microwave photonic and physics-based components for use in SPICE-like simulators. With the continuous increase in the speed and frequency of signal, signal integrity is becoming more important in VLSI/Electronic circuits. Developing fast and accurate models for nonlinear behaviors of driver/receiver buffers are the key to signal integrity based design of high-speed interconnects with nonlinear terminations [97], [104]-[106]. Type of models could be behavioral such as input and output buffer information specification (IBIS) models [107]-[110], transistor-level models [98],[109], or physics-based models. Evaluating the transient behavior of nonlinear electronic circuits such as drivers using physics-based models requires time-consuming computations. When repetitive evaluations of the circuit are needed, it makes the calculations very costly. This necessitates the development of a more efficient and accurate computational form for building models for nonlinear electronics circuits to replace either their original detailed electromagnetic (EM)/physics models in order to speed up microwave design [111], [112], or their simplified behavioral models in order to increase the model accuracy.

Also, modeling photonic components has garnered much attention in the recent past owing to technological advances that enabled the inclusion of photonic components at the microelectronic level leading to the co-existence of electronic and
microwave photonic components at the same level of design hierarchy [113]-[122]. Simulation frameworks such as OptiSPICE [113] have been introduced to address co-simulation of microwave photonic and electronic components within the same transient engine. However, models for components such as nonlinear waveguides in transient simulators such as OptiSPICE still rely on the Split-Step Fourier (SSF) method [123] uses frequency domain extensively. As such simulating electronic-photonic circuits that consist of nonlinear waveguides would resort to expensive time-domain convolutions to combine the response of these components.

The aforementioned problems regarding electrical-optical modeling are addressed in this chapter by developing time-domain models for microwave electronic circuits, nonlinear waveguides and nonlinear ring-resonators using ASSDNN.

This chapter is organized as follows. Section 4.2 discusses the conventional state-space dynamic neural network (SSDNN) followed by Section 4.3 which presents the proposed method and discusses its details that include utilization of derivative information during training and parallel implementation. In Section 4.4 the proposed method is applied to four different photonic-electronic systems where time domain models of nonlinear electronic circuit and microwave photonic elements are developed using the proposed technique and compared with existing techniques such as conventional SSDNN, OptiSPICE, MINIMOS-NT and IBIS to model and simulate these elements. The conclusions are finally presented in Section 4.5.
4.2 The Conventional SSDNN Nonlinear Modeling Structure

4.2.1 General Structure

The goal here is to develop a model with similar input-output relationship as the original complex nonlinear modeling problem with an acceptable error range. At the same time evaluation of the model should be faster than that of the original model. Suppose the model is represented by $M : u(t) \rightarrow y(t)$, where $u(t)$ is a vector of size $M$ which includes $M$ transient input signals of a nonlinear circuit (voltages/currents etc.) and $y(t)$ is a vector of size $K$ including the $K$ transient output signals of the same circuit. Based on the state-space concept introduced in [98] and [100], the general SSDNN equations that can model the original nonlinear circuit, but with lesser complexity and much faster computation time, is formulated as follows,

\[
\begin{align*}
\dot{x}(t) &= -x(t) + \tau g_{ANN}(u(t), x(t), w) \\
y(t) &= Cx(t) \tag{4.1}
\end{align*}
\]

where $x(t)$ is a vector of size $N$ containing state variables $(x_1(t), x_2(t), \ldots, x_N(t))$, and $g_{ANN}(t)$ a vector of size $N$ including the outputs of a feed-forward multilayer perceptron (MLP) $(g_{ANN-1}(t), g_{ANN-2}(t), \ldots, g_{ANN-N}(t))$ [55] that has $M+N$ input neurons and 1 hidden layer with $H$ hidden neurons. $W$ is the matrix of the weight parameters of this MLP and $C[K \times N]$ is the output matrix that maps the state variables to the output variables.

For simplifying the calculations, the weight matrix $(W)$, is divided into 3 matrices as described in [98]. $W_u$ contains the weights connecting inputs ($u(t)$) to the
hidden neurons of the hidden layer,

\[
W_u = \begin{bmatrix}
  w_{11}^2 & w_{12}^2 & \cdots & w_{1M}^2 \\
  w_{21}^2 & w_{22}^2 & \cdots & w_{2M}^2 \\
  \vdots & \vdots & \cdots & \vdots \\
  w_{H1}^2 & w_{H2}^2 & \cdots & w_{HM}^2 
\end{bmatrix},
\]

\(W_s\) contains the weights connecting state variables \((x(t))\) to the hidden neurons of the hidden layer,

\[
W_s = \begin{bmatrix}
  w_{1,M+1}^2 & w_{1,M+2}^2 & \cdots & w_{1,N}^2 \\
  w_{2,M+1}^2 & w_{2,M+2}^2 & \cdots & w_{2,N}^2 \\
  \vdots & \vdots & \cdots & \vdots \\
  w_{H,M+1}^2 & w_{H,M+2}^2 & \cdots & w_{H,M+N}^2 
\end{bmatrix}
\]

and \(W_o\) contains the weights connecting hidden neurons of the hidden layer to the outputs of the MLP \((y(t))\),

\[
W_o = \begin{bmatrix}
  w_{11}^3 & w_{12}^3 & \cdots & w_{1H}^3 \\
  w_{21}^3 & w_{22}^3 & \cdots & w_{2H}^3 \\
  \vdots & \vdots & \cdots & \vdots \\
  w_{N1}^3 & w_{N2}^3 & \cdots & w_{NH}^3 
\end{bmatrix}
\]

where \(w_{ij}^l\) is the weight between the \(i_{th}\) neuron of the \(l_{th}\) layer and the \(j_{th}\) neuron of the \((l-1)_{th}\) layer. Using \(W_u\), \(W_s\), and \(W_o\) (4.1) can be rewritten as

\[
\dot{x}(t) = -x(t) + \tau W_o \sigma(W_u u(t) + W_s x(t)) \tag{4.2}
\]
where $\sigma(.)$ is a function of size $H$ of nonlinear activation functions of the hidden neurons in the hidden layer of the MLP. They are assumed to be bounded and monotonically increasing. The sigmoid and hyperbolic tangent functions are among the most commonly used activation functions. Figure 4.1 shows the detailed structure of the 3-layer MLP used in the conventional SSDNN technique.

Figure 4.1: Structure of the MLP used in SSDNN. Inputs of the MLP include 2 parts: $u(t)$ and $x(t)$. The outputs ($g_{ANN}(t)$) are the same number as the state variables.

In addition to the state-space equations, another set of equations, called adjoint
state-space equations of SSDNN, are defined in [98] as

\[ \dot{x}(t) = x(t) - \tau W_s^T G(t) W_o^T \dot{x}(t) + C^T (y^m(t) - y_d^m(t)) \] (4.3)

where \( G(t) \) is

\[ G(t) = \text{diag} [\sigma'_1 (W_u^{(1)} u(t) + W_s^{(1)} x(t)), \ldots, \sigma'_H (W_u^{(H)} u(t) + W_s^{(H)} x(t))] \] (4.4)

with \( \sigma' \) being the derivative of the activation function \( \sigma \) and \( W_u^{(i)} \) and \( W_s^{(i)} \) being the \( i \)th rows of \( W_u \) and \( W_s \) respectively. The boundary condition for (4.3) is assumed to be \( \dot{x}(T) = 0 \) where \( T \) is a large number and is practically close to infinity for the purpose of this problem. The time-domain solution for (4.4) is obtained by solving this set of differential equations backward in time from \( t = T \) to \( t = 0 \).

4.2.2 Training of the Conventional Model

Assume \( S \) is the total number of input transient waveforms obtained from the circuit which will be used for training. Also assume \( u_d^m(t) \) and \( y_d^m(t) \) are the \( m \)th input and output training waveforms respectively for the time interval \([0, T]\). \( y^m(t) \) is the output obtained by the model corresponding to the output \( y_d^m(t) \). For minimizing the difference between the SSDNN model output \( (y^m(t)) \) and the original output data \( (y_d^m(t)) \) an error function has been defined as

\[ E_d = \sum_{m=1}^{S} E_d^m \] (4.5)
where $E_d^m$ is the error for the $m_{th}$ training waveform and is calculated as

$$E_d^m = \frac{1}{2} \int_0^T \|y^m(t) - y_d^m(t)\|^2 dt \quad (4.6)$$

In order to train the SSDNN model we form a constrained optimization problem with the objective function to be minimized as $E_d$ with the equations in (4.1) as its constraints. Solving this optimization problem results in optimum values for the weights $W_u$, $W_s$, and $W_o$ which result in the minimum value for $E_d$. If gradient-based techniques are used to solve the optimization problem, derivative information of the objective function (in this case the error function $E_d$) is required with respect to design variables (i.e. weights and the elements of the $C$ matrix). These derivatives are also called sensitivities and these sensitivities as calculated in [98] as,

$$\frac{dE_d}{dw_{ij}^l} = \sum_{m=1}^S \frac{dE_d^m}{dw_{ij}^l} \quad (4.7)$$

and

$$\frac{dE_d}{dc_{ij}} = \sum_{m=1}^S \int_0^T (y_i^m - y_d^m)x_j dt \quad (4.8)$$

where, $\frac{dE_d^m}{dw_{ij}^l}$ can be evaluated as

$$\frac{dE_d^m}{dw_{ij}^l} = - \int_0^T \dot{x} \left[ \tau \frac{dW_o}{dw_{ij}^l} \sigma + \tau W_o G \left( \frac{dW_u}{dw_{ij}^l} u + \frac{dW_s}{dw_{ij}^l} x \right) \right] dt \quad (4.9)$$

and $y_i^m$ and $y_d^m$ are the $i_{th}$ output of the model and training data for the $m_{th}$ training waveform respectively.
4.3 The Proposed Method

In this section a new method titled adjoint state-space dynamic neural network is proposed that includes derivative information during the training process that renders the training more efficient than traditional techniques. This section is organized as follows: Sub-section 4.3.1 discusses the structure of the proposed dynamic neural network followed by sub-section ?? that discusses the stability properties of the models obtained from ASSDNN. Sub-section 4.3.2 presents implementation details concerning parallelization of the proposed technique.

4.3.1 The Adjoint State-Space Dynamic Neural Network Structure

The concept inspiring development of the proposed method is based on the use of derivative information of the output in the training process which provides more information for the algorithm during training and makes the training easier. In conventional SSDNN training data includes input/output information of the component; in the proposed method training data not only includes input/output information of the component but also includes derivatives of the transient responses of the output. This concept was applied to conventional neural networks for parametric modeling in [103] with success. In this chapter this concept is applied for the first time to dynamic neural networks for time-domain modeling. Results show that the proposed method requires less training data to get the same accuracy compared to conventional methods owing chiefly to the use of derivative information during training. It can theoretically be shown that the error resulting from the model
obtained from ASSDNN would be less than that resulting from a model obtained using SSDNN.

**Lemma 1.** For a certain nonlinear circuit let \( f_0(t) \), \( f_1(t) \), and \( f_2(t) \) be the original transient output signal, output of the model obtained using conventional SSDNN method, and output of the model obtained using the proposed ASSDNN method respectively. Let \( E_1(t_0) \) and \( E_2(t_0) \) be the training error of the SSDNN (\(|f_1(t_0) - f_0(t_0)|\) and ASSDNN (\(|f_2(t_0) - f_0(t_0)|\) models at the time point \( t_0 \) respectively. Then,

\[
\lim_{{\Delta t \to 0}} \frac{E_2(t_0 + \Delta t) - E_1(t_0 + \Delta t)}{{\Delta t}} \leq 0
\]

**Proof.** Considering the first few terms in the Taylor series expansion of \( f_0(t) \), \( f_1(t) \), and \( f_2(t) \) we have

\[
f_0(t) = f_0(t_0) + f'_0(t_0) \cdot \Delta t + \sum_{i=2}^{n} \frac{1}{i!} f^{(i)}_0(t_0) \cdot \Delta t^{(i)}
\]

\[
f_1(t) = f_0(t_0) + E_1(t_0) + f'_1(t_0) \cdot \Delta t + \sum_{i=2}^{n} \frac{1}{i!} f^{(i)}_1(t_0) \cdot \Delta t^{(i)}
\]

\[
f_2(t) = f_0(t_0) + E_2(t_0) + f'_0(t_0) \cdot \Delta t + E'_2(t_0) \cdot \Delta t + \sum_{i=2}^{n} \frac{1}{i!} f^{(i)}_2(t_0) \cdot \Delta t^{(i)} \quad (4.10)
\]

where \( E'_2(t_0) \) is the training error between the derivative of the response of the proposed model \( f'_2(t) \) and the derivative of training data \( f'_0(t) \) at the time sample \( t_0 \).

Assuming that the training based on SSDNN and ASSDNN techniques are performed well, the training errors \( E_1(t_0) \), \( E_2(t_0) \), and \( E'_2(t_0) \) can be taken to be 0. Neglecting \( \Delta t^{(i)} \) for higher order parts of the equation for small \( \Delta t \), the testing errors of the proposed and the conventional models for the sample time \( t = t_0 + \Delta t \) can be calculated as follows,

\[
E_1(t_0 + \Delta t) = |f_1(t) - f_0(t)| = \left| f'_1(t_0) - f'_0(t_0) \right| \cdot \Delta t + \left| \sum_{i=2}^{n} \frac{1}{i!} \left[ f^{(i)}_1(t_0) - f^{(i)}_0(t_0) \right] \cdot \Delta t^{(i)} \right|
\]
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\[ E_2(t_0 + \Delta t) = |f_2(t) - f_0(t)| = \sum_{i=2}^{n} \frac{1}{i!} \left[ f_2^{(i)}(t_0) - f_0^{(i)}(t_0) \right] \cdot \Delta t^{(i)} = \frac{|f_2(t_0) - f_0(t_0)|}{|f_1'(t_0) - f_0'(t_0)|} \leq 0 \]

This implies that

\[
\lim_{\Delta t \to 0} \frac{E_2(t_0 + \Delta t) - E_1(t_0 + \Delta t)}{\Delta t} = -|f_1'(t_0) - f_0'(t_0)| \leq 0
\]

Figure 4.2: The structure of the proposed ASSDNN-based model. It includes two parts: original state-space dynamic neural network and the adjoint state-space dynamic neural network, where \((u_1, \ldots, u_M)\) and \((y_1, \ldots, y_N)\) represent the transient input and output signals of a nonlinear circuit respectively.

This shows that the testing error obtained from the model trained by the proposed technique using derivative information is always less than the testing error obtained from the model trained by the conventional SSDNN method.

Using the same nomenclature as in (4.1) ASSDNN equations can be formulated
\[
\dot{x}(t) = -x(t) + \tau g_{ANN} (u(t), x(t), w) \\
y(t) = Cx(t) \\
\dot{y}(t) = C\dot{x}(t).
\] (4.11)

The matrix of weights \( W \) is again sub-divided into three matrices \( W_u \), \( W_s \), and \( W_o \) as explained in Section 4.2. Following the procedure in Section 4.2 \( \dot{x}(t) \) for ASSDNN can be written as

\[
\dot{x}(t) = -x(t) + \tau W_o \sigma (W_u u(t) + W_s x(t))
\] (4.12)

and as such \( \dot{y}(t) \) can be written as

\[
\dot{y}(t) = -y(t) + \tau C W_o \sigma (W_u u(t) + W_s x(t)).
\] (4.13)

Compared to SSDNN formulation the ASSDNN formulation has the derivative of the output involved and training with the use of derivatives makes modeling using ASSDNN more efficient when compared to SSDNN as shown by Lemma 1. The structure of an ASSDNN-based model is graphically shown in Figure 4.2. When ASSDNN is applied for the purpose of modeling optical and optical-electrical components the inputs and outputs \( x(t) \) and \( y(t) \) could represent either voltages/currents in the electrical part of the component or the magnitude/phase of the electromagnetic field present in the optical part of the component.

Training of the ASSDNN-based model is achieved by solving an optimization problem formulated such that its solution minimizes the error between the response
generated from the ASSDNN-based model and the data obtained from transient
simulations using SPICE-like simulators while satisfying the constrains described
in (4.11). The objective function of this optimization problem is a function of the
weights of the MLP and the elements of the $C$ matrix and is given as (assuming
similar variable names as defined in section 4.2),

$$E = \sum_{m=1}^{S} E^m$$

where $E^m$ is the total training error of the ASSDNN-based model for the $m_{th}$ training
waveform and is calculated as

$$E^m = E^m_O + E^m_A$$

where $E^m_O$ and $E^m_A$ are the original and adjoint training errors for the $m_{th}$ training
waveforms respectively and are calculated as,

$$E^m_O = \frac{1}{2} K \int_0^T \| y^m - y^m_d \|^2 dt$$

and

$$E^m_A = \frac{1}{2} K' \int_0^T \| \dot{y}^m - \dot{y}^m_d \|^2 dt = \frac{1}{2} K' \int_0^T \| -y^m + \tau CW_o \sigma - \dot{y}^m_d \|^2 dt$$

where $y^m_d(t)$ and $\dot{y}^m_d(t)$ are the $m_{th}$ output training waveform and its derivative for
the time interval $[0, T]$ and $y^m(t)$ and $\dot{y}^m(t)$ are the output of the model based
on ASSDNN technique and its derivative as calculated from (4.11). $K$ and $K'$ are
appropriate scaling factors.
The objective function is further modified using Lagrangian functions [124] in order to incorporate constraints (4.11) of the optimization problem. For the $m^{th}$ waveform the modified objective function can be written as

$$L^m = L^m_O + E^m_A$$

(4.18)

where,

$$L^m_O = E^m_O + \hat{x}^T(t)[\dot{x}(t) + x(t) - \tau W_o \sigma (W_u u(t) - W_s x(t))]$$

(4.19)

where, $\hat{x}(t)$ is a vector of time-dependent Lagrange parameters.

In addition, the use of gradient-based optimization techniques require sensitivity information of the objective function. The sensitivity of the objective function with respect to the weights of the MLP can be evaluated as

$$\frac{dL^m}{dw^l_{ij}} = \int_0^T \left[ -\dot{\hat{x}}^T + \hat{x}^T - \dot{\hat{x}}^T \tau W_o GW_s + K(y^m - \dot{y}_d^m)^T C + 
K'(y^m + \dot{\hat{y}}_d^m - \tau CW_o \sigma)^T (C - \tau CW_o GW_s) \right] \frac{dx}{dw^l_{ij}} dt 
+ \dot{\hat{x}}^T \frac{dx}{dw^l_{ij}} \right]_0^T - \int_0^T \left( \dot{\hat{x}}^T + K'(y^m + \dot{\hat{y}}_d^m - \tau CW_o \sigma)^T C \right) \times \left( \tau \frac{dW_o}{dw^l_{ij}} \sigma + \tau W_o G \left( \frac{dW_u}{dw^l_{ij}} u + \frac{dW_s}{dw^l_{ij}} x \right) \right) dt$$

(4.20)

c The first integral in (4.20) includes $\frac{dx}{dw^l_{ij}}$ which is difficult to evaluate. In order to circumvent this issue $\hat{x}$ is carefully chosen such that the coefficient of $\frac{dx}{dw^l_{ij}}$ in $L^m$ vanishes. As such $\hat{x}$ should satisfy the equation
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The adjoint equations of ASSDNN and $\hat{x}$ represents the adjoint state variables (the reason the proposed method is called adjoint SSDNN). Assuming the boundary condition $\hat{x}(T) = 0$ this equation can be solved by marching backward in time. Further, it should be noted that

$$\hat{x}^T \frac{dx}{dw_{ij}} \bigg|_0^T = 0 \quad (4.22)$$

Using (4.21) and (4.22), (4.20) can be written as,

$$\frac{dL_m}{dw_{ij}} = -\int_0^T \left( \hat{x}^T + K'(y^m + \dot{y}_d^m - \tau CW_\sigma) C \right) \times \left( \tau \frac{dw_o}{dw_{ij}} \sigma + \tau W_o G \left( \frac{dW_u}{dw_{ij}} u + \frac{dW_s}{dw_{ij}} x \right) \right) \, dt \quad (4.23)$$

Equation (4.23) can be further simplified based on the location of $w_{ij}$ for the purpose of efficient evaluation as,
\[
\frac{dL^m}{dw^l_{ij}} = \begin{cases} 
-T \int_0^T \left( \hat{x}_i + K'(y^m_i + \dot{y}_d^m - \tau CW_o \sigma)^T C^{T(i)} \right) \\
\times \tau \sigma_j dt & \text{for } l = 3 \\
-T \int_0^T \tau \left( \hat{x} + K'(y^m + \dot{y}_d^m - \tau CW_o \sigma)^T C \right) \\
\times W^o_{T(i)} \sigma_i u_j dt & \text{for } 1 \leq j \leq M, l = 2 \\
-T \int_0^T \tau \left( \hat{x} + K'(y^m + \dot{y}_d^m - \tau CW_o \sigma)^T C \right) \\
\times W^o_{T(i)} \sigma_i x_{j-M} dt & \text{for } j > M, l = 2
\end{cases}
\]

where \( C^{T(i)} \) and \( W^o_{T(i)} \) are the \( i_{th} \) rows of \( C^T \) and \( W^o_T \) respectively. Further, sensitivity of the modified objective function w.r.t \( c_{ij} \) can be evaluated as,

\[
\frac{dL^m}{dc_{ij}} = K \int_0^T (y_i^m - y_{di}) x_j dt + K' \int_0^T (-y_i^m - \dot{y}_d^m + \tau C^{(i)} W_o \sigma) \left( -x_j + \tau W_o^{(i)} \sigma \right) dt
\]

Finally, sensitivity of the overall modified objective function \( L = \sum_{m=1}^S L^m \) can be computed using

\[
\frac{dL}{dw^l_{ij}} = \sum_{m=1}^S \frac{dL^m}{dw^l_{ij}} \quad \text{and} \quad \frac{dL}{dc_{ij}} = \sum_{m=1}^S \frac{dL^m}{dc_{ij}}
\]

Noteworthy to mention that, as the computation of derivatives are performed analytically using the proposed method, it does not include more data points to be generated. Also, if the training data used during training process are not accurate
enough, it can draw a limitation to the training technique.

Finally, the steps of the proposed training process in 1 iteration can be summarized as follows,

1. Calculation of the state variables, $x(t)$, and the outputs, $y(t)$, according to (4.1).

2. Calculation of $\hat{x}(t)$ according to (4.3).

3. Calculation of the derivatives $\frac{dE}{dw_{ij}}$ and $\frac{dE}{dc_{ij}}$ according to (4.23) and (4.25).

The block diagram in Figure 4.3 shows the flowchart of the proposed ASSDNN training technique in detail. After the completion of the training process, the results will be validated by a set of test waveforms. After verifying the accuracy of the model developed using the proposed method, the model can be incorporated into transient SPICE-like simulation tools.
Solving the state-space differential equation to find $x(t)$ using the weights and the training input waveforms ($u_d(t)$) from the original nonlinear circuit.

Initialize/Update the weights and the elements of C matrix

Calculating the stability constraints

Solving the state-space differential equation for $\hat{x}(t)$ using the weights and $C$ matrix, $\sigma$ function, $y(t)$, $u(t)$, and $x(t)$

Calculate $y(t)$ using $C$ matrix.

Calculating the derivation of the output of the ASSDNN with respect to time ($\frac{dy(t)}{dt}$) using weights, $C$ matrix, $\sigma$ function, $y(t)$, $u(t)$, and $x(t)$

Calculating the error function ($E$) and its derivations to the weights ($\frac{dE}{dw}$) and to the elements of the $C$ matrix ($\frac{dE}{dc}$)

Accuracy and stability constraints satisfied?

Yes

Stop

No

Perform constrained optimization

Figure 4.3: Block diagram describing the proposed adjoint state-space dynamic neural network (ASSDNN) training technique. As it can be seen, the derivatives are analytically calculated and passed to the optimizer to be used for the optimization process.
4.3.2 Parallel Computation

This sub-section details the method used to parallelize the training process of the proposed method. It should first be noted that the iterations involved in solving the fundamental optimization problem in training is sequential and cannot be parallelized. As such the opportunity to parallelize exists only in each iteration. Within each iteration there are three major computations:

1. Computation of the constraints
2. Computation of the objective function (error function)
3. Computation of the derivatives

The most time-consuming step involved in each iteration is the one related to derivative computation. Table 4.1 shows a comparison of the computation time between the three different steps for a state-space dynamic neural network with 15 hidden neurons and 10 state variables using a single core. As it can be seen in Table 4.1, the elapsed time of the derivative computations is more than the other parts (using a single core without parallelization). Therefore, the effort to parallelize training related to this method was focused on the derivative computation part.
Table 4.1: Comparison of the computation time between three major computation parts of the training process in a sample state-space dynamic neural network with 15 hidden neurons and 10 state variables using a single core

<table>
<thead>
<tr>
<th></th>
<th>Computation of the constraints</th>
<th>Computation of the objective function</th>
<th>Computation of the derivatives</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>0.00008 (s)</td>
<td>0.166 (s)</td>
<td>2.2 (s)</td>
</tr>
</tbody>
</table>

The derivation computation in turn consists of four parts and are described below:

1. The derivative of the error function w.r.t. the elements of $W_u$ matrix ($\frac{dE}{dW_u}$)
2. The derivative of the error function w.r.t. the elements of $W_s$ matrix ($\frac{dE}{dW_s}$)
3. The derivative of the error function w.r.t. the elements of $W_o$ matrix ($\frac{dE}{dW_o}$)
4. The derivative of the error function w.r.t. the elements of $C$ matrix ($\frac{dE}{dC}$)

Each of the above parts contains derivatives of several elements. The computation of each of these elements can be performed independently without depending on the information from other elements. Taking advantage of this inherent parallelizable structure of the derivative computation a significant speed up can be obtained in the training process of the proposed method.

Table 4.2 shows a comparison between the training times of one iteration in the conventional training method using 1 core without parallelization and using several
cores in parallel. As it can be seen from the table, the training time is reduced significantly using more number of cores. Here, constrained training was performed using Matlab 7.10 with the Parallel Computing toolbox and \textit{fmincon} function from the optimization toolbox [125]. During the training process, weight parameters and the \( C \) matrix elements were initialized by uniform random distribution between \([-1, 1]\) and they were used as starting points for the training. Also, one sample input and output training waveforms were used in the training process.

Table 4.2: Comparison between the training times of 1 iteration in the conventional training method using different number of cores

<table>
<thead>
<tr>
<th></th>
<th>1 core</th>
<th>2 cores</th>
<th>4 cores</th>
<th>8 cores</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 iteration training time (s)</td>
<td>8.6</td>
<td>5.09</td>
<td>3.236</td>
<td>2.31</td>
</tr>
</tbody>
</table>

4.4 Numerical Results

The proposed method was applied to model nonlinear electronic-photonic circuit/components to form time-domain models in three examples that are presented in this section. Results from these examples show significant improvement in computation time compared to existing techniques.
4.4.1 Physics-Based CMOS Driver

For the first example a four-stage CMOS driver including eight transistors connected to each other is considered (Transistors are equal sized using $1 \mu m$ technology). A schematic of this driver is shown in Figure 4.4.

![Figure 4.4: A 4-stage CMOS driver circuit used in Example 1.](image)

This driver was initially modeled in physics-based simulator MINIMOS-NT [126] to perform transient simulation. Results from this simulation are presented in Figure 4.5 showing the input voltage waveform provided to the driver at $V_{in}$ and the voltage waveform at the output of the driver. MINIMOS-NT is a physics-based simulator and, as mentioned previously, simulations using this software calls for time-consuming computations. This chapter addresses this issue by modeling CMOS
drivers using the ASSDNN technique (and also compared with the SSDNN technique) to form time-domain models that can be simulated along with other optical/electrical components.

![Input and output waveforms of 4-stage CMOS driver obtained using MINIMOS-NT.](image)

Figure 4.5: Input and output waveforms of 4-stage CMOS driver obtained using MINIMOS-NT.

Before using the ASSDNN technique to fully model and simulate the example, sample models based on ASSDNN and SSDNN methods were generated in order to compare the performance of ASSDNN with SSDNN. These two models are not the final models and the purpose for generating them was to compare the capability of these two methods. The input and output of these models were the voltages present.
at the input and output of the driver. These inputs and outputs correspond to \( u(t) \) and \( y(t) \) respectively as described in Section 4.2 and are shown in Figure 4.6 (\( d \) and \( d' \) are desired output and its derivative respectively).

\[
y = d \quad \text{and} \quad \frac{dy}{dt} = d'
\]

Figure 4.6: Structure of the model obtained by ASSDNN technique for the 4-stage CMOS driver.

Training data for this model was obtained from MINIMOS-NT simulations using which training was performed with 4 state variables and 10 hidden neurons (experimentally found) for both SSDNN and ASSDNN-based models. Input waveforms were obtained by changing rise/fall times (0.25ns, 0.5ns, 0.75ns) and amplitudes (4.5v, 5v, 5.5v). The input/output data were obtained without connecting load to the driver. The device can also be modeled when load is present but it should be trained for that. The training error of both models and their testing errors for two different waveforms that were not used in the training process are shown in Table 4.3. As seen from these results there is a clear advantage in using ASSDNN over
SSDNN to form nonlinear time-domain models. It is important to note that the superior capability of ASSDNN is due to the use of derivative information during training in comparison to SSDNN which does not use derivative information.

Table 4.3: Comparison between training and testing absolute errors of ASSDNN and SSDNN modeling of the 4-stage CMOS driver.

<table>
<thead>
<tr>
<th></th>
<th>Training error</th>
<th>Testing error for the 1_{st} test waveform</th>
<th>Testing error for the 2_{nd} test waveform</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASSDNN technique</td>
<td>25.4e-3</td>
<td>31.58e-3</td>
<td>100.55e-3</td>
</tr>
<tr>
<td>SSDNN technique</td>
<td>7.6e-4</td>
<td>73.68e-3</td>
<td>277.3e-3</td>
</tr>
</tbody>
</table>

Further a model based on ASSDNN method was built to replace the CMOS driver in Figure 4.4 with 3 state variables and 18 hidden neurons using 6 training waveforms with. Data (including derivative information) was generated using MINIMOS-NT and used to train the model based on the ASSDNN technique. The transient model so obtained was used to simulate the electrical system. In addition, training of ASSDNN was performed using parallel computation and the results show a significant improvement in the time taken to generate the model. The time taken for simulation of the circuit with the model generated using ASSDNN and the simulation performed using MINIMOS-NT is shown in Table 4.4. As it can be seen from this table the time taken for simulating the circuit using the ASSDNN-based model
is much less than the time required to perform simulation using MINIMOS-NT. The results affirm the speed superiority of the model obtained by ASSDNN technique over the MINIMOS-NT model.

Table 4.4: Comparison between the CPU times of 1 waveform evaluation using the proposed ASSDNN and the physics-based MINIMOS-NT simulation tool for the 4-stage CMOS driver.

<table>
<thead>
<tr>
<th></th>
<th>CPU time for 1 waveform evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASSDNN</td>
<td>0.1387(s)</td>
</tr>
<tr>
<td>MINIMOS-NT</td>
<td>327.66(s)</td>
</tr>
</tbody>
</table>

The final model obtained from ASSDNN was also validated with several independent testing waveforms. Figure 4.7 shows the comparison of the testing data and the response of the ASSDNN-based model for both the data and its derivative. As it can be seen in the figure the model obtained by ASSDNN technique matches the actual waveforms (from MINIMOS-NT) and their derivatives well with relatively small errors even though the testing waveforms were not included in the training data. Table 4.5 shows the testing error for each provided testing waveform.
Figure 4.7: Testing waveforms for the validation of the full modeling of 4-stage CMOS driver based on ASSDNN technique. (a) and (b) The 1st input/output testing waveforms and corresponding derivative, (c) and (d) The 2nd input/output testing waveforms and corresponding derivative.
Table 4.5: Absolute testing errors of the provided test waveforms for the final obtained model of 4-stage CMOS driver using the ASSDNN technique.

<table>
<thead>
<tr>
<th></th>
<th>1st test waveform</th>
<th>2nd test waveform</th>
</tr>
</thead>
<tbody>
<tr>
<td>Testing error</td>
<td>8.125e-3</td>
<td>1.924e-3</td>
</tr>
</tbody>
</table>

4.4.2 Optical Connection between 2 Cores of a Processor

For this example a microwave photonic link connecting two cores of a microprocessor is considered [127,128] as shown in Figure 4.8. Several signals are transmitted back and forth between both the cores of the microprocessor through the optical link between them. Electrical signals are converted to optical signals and are multiplexed onto the optical link through the use of ring-resonators. These signals are then demultiplexed and received by the other processor. The link is designed such that it mainly operates in the linear region; however as the number of signals multiplexed onto the link increases the intensity of the total optical signal present on the link increases pushing the link into the nonlinear region [123]. In this example, the link is considered when the intensity of the optical signal is large enough that nonlinearity sets in.
Figure 4.8: The schematic of the optical link between two cores.

In order to simulate this circuit the link exhibiting nonlinear behavior was initially modeled in OptiSPICE to perform transient simulation. Results from this simulation are presented in Figure 4.9. OptiSPICE models the link using SSF and, as previously mentioned, the transient engine of OptiSPICE [113] needs to perform convolutions in order to integrate the response of the link with the responses of other components present in the system. These convolutions are time-consuming and this chapter addresses this issue by modeling the link using the ASSDNN technique (and also compared with the SSDNN technique) to form models that can be simulated along with other components without the need for convolutions.
Figure 4.9: Input and output waveforms of the optical micro link between two cores obtained using OptiSPICE.

Similar to the previous example, in order to compare ASSDNN and SSDNN techniques, first, two sample models based on ASSDNN and SSDNN methods were created before going through full model generation. The input and output of these models, corresponding to $u(t)$ and $y(t)$ respectively (as described in Section 4.2), are the magnitude of the complex envelope of the electrical field present at the input and output of the optical link and are shown in Figure 4.10.
The sample ASSDNN and SSDNN models used for training both had 4 state variables and 9 hidden neurons and the training data was acquired from OptiSPICE. Table 4.6 shows the training and testing errors of both models for two test waveforms that were not present in the training data. These results reaffirm the advantage of using ASSDNN over SSDNN to create nonlinear time-domain models due to the use of derivative information by ASSDNN during the training process.

Finally a model based on ASSDNN technique, with 4 state variables and 9 hidden neurons (experimentally determined) using 3 training waveforms, was created to represent the link in Figure 4.8. As there is an additional output demonstrating the derivative of the output signal associated with ASSDNN-based model, the corresponding training data was also included for the purpose of training. In this example, training data was generated using OptiSPICE and the obtained model
Table 4.6: Comparison between training and testing absolute errors of the models obtained by the proposed ASSDNN and the SSDNN methods for the optical micro link between two cores.

<table>
<thead>
<tr>
<th>Method</th>
<th>Training error</th>
<th>Testing error for the 1st test waveform</th>
<th>Testing error for the 2nd test waveform</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASSDNN technique</td>
<td>7.69e-3</td>
<td>83.38e-3</td>
<td>80.33e-3</td>
</tr>
<tr>
<td>SSDNN technique</td>
<td>0.0021</td>
<td>117.64e-3</td>
<td>163.5e-3</td>
</tr>
</tbody>
</table>

was used to perform simulations along with other components. Also, parallel computation was used to train and create the ASSDNN-based model which made the training process significantly faster. This speedup was obtained despite the fact that simulation using the ASSDNN-based model was performed using MATLAB whereas the simulation using OptiSPICE benefits from the framework being developed in the C programming language. Table 4.7 shows the comparison of the time taken to perform simulation by the obtained ASSDNN-based model and the OptiSPICE model. The results verifies the superiority of the model obtained by ASSDNN technique over the OptiSPICE model.

The full model obtained using ASSDNN method was also validated using several testing waveforms that were not included in the training data. A comparison of the testing data and the response of the ASSDNN-based model is demonstrated in
Table 4.7: Comparison between the evaluation time of models obtained by the proposed ASSDNN and the OptiSPICE simulation tool for the optical micro link between two cores.

<table>
<thead>
<tr>
<th></th>
<th>Evaluation time of the 1\textsuperscript{st} test waveform (512 bits)</th>
<th>Evaluation time of the 2\textsuperscript{nd} test waveform (1024 bits)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASSDNN</td>
<td>12.41(s)</td>
<td>32.9(s)</td>
</tr>
<tr>
<td>OptiSPICE</td>
<td>94.25(s)</td>
<td>193.06(s)</td>
</tr>
</tbody>
</table>

Figure 4.11 which shows the accuracy of the obtained model. Also, the testing error for each test waveform is shown in Table 4.8.
Figure 4.11: Testing waveforms for the validation of the full modeling of the optical micro link between two cores based on ASSDNN technique. (a) The 1st and 2nd input/output testing waveforms, (b) The derivatives of 1st and 2nd testing waveforms.

4.4.3 Nonlinear Microring-Resonator

A nonlinear ring-resonator [129] was considered in this example and modeled using ASSDN and SSDNN. In OptiSPICE, the nonlinear ring-resonator was modeled using
Table 4.8: Absolute testing errors of the provided test waveforms for the final obtained model of the optical micro link between two cores using the ASSDNN technique.

<table>
<thead>
<tr>
<th></th>
<th>1st test waveform</th>
<th>2nd test waveform</th>
</tr>
</thead>
<tbody>
<tr>
<td>Testing error</td>
<td>0.0097</td>
<td>0.001</td>
</tr>
</tbody>
</table>

couplers and linear and nonlinear waveguides. Figure 4.12 shows the schematic of a nonlinear ring-resonator.

In order to simulate this circuit the nonlinear ring was initially modeled in OptiSPICE to perform transient simulation. Results from this simulation are presented in Figure 4.13.
Similar to the previous examples, before going through the creation of the full model, two sample ASSDNN and SSDNN models are generated in order to compare the two techniques. Also, $u(t)$ and $y(t)$ (as explained in Section 4.2), the magnitude of the complex envelope of the electrical field present at the input and output of the ring, are the input and output of these models respectively.

Training data for this model was obtained from OptiSPICE simulations using which training was performed with 4 state variables and 9 hidden neurons for both SSDNN and ASSDNN-based models. Table 4.9 shows the training error of both models and also their testing errors using two different waveforms that were not used...
in the training procedure. These obtained results again demonstrate how the use of derivative information during training process makes the ASSDNN technique much more capable than SSDNN to create time-domain models for nonlinear components.

Table 4.9: Comparison between training and testing absolute errors of the models obtained by the proposed ASSDNN and the SSDNN methods for the nonlinear ring-resonator.

<table>
<thead>
<tr>
<th></th>
<th>Training error</th>
<th>Testing error for the 1\textsuperscript{st} test waveform</th>
<th>Testing error for the 2\textsuperscript{nd} test waveform</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASSDNN technique</td>
<td>0.0104</td>
<td>0.055</td>
<td>1.38</td>
</tr>
<tr>
<td>SSDNN technique</td>
<td>0.0029</td>
<td>0.561</td>
<td>9.88</td>
</tr>
</tbody>
</table>

Eventually in order to replace the ring-resonator in Figure 4.12, a model based on ASSDNN technique with 4 state variables and 9 hidden neurons (experimentally obtained) using 3 training waveforms was generated. Similar to the previous example, training data was generated using OptiSPICE and the data corresponding to the derivative of the output signal was also provided for the purpose of training. Due to the use of parallel computation in the training process, model development was performed remarkably faster. A comparison between the simulation time of the model created by ASSDNN and the model in OptiSPICE is demonstrated in Table 112.
4.10 for two long sample waveforms (256 and 512 bits). The results again confirm the efficiency of the ASSDNN-based model over the OptiSPICE model.

Table 4.10: Comparison between the evaluation time of models obtained by the proposed ASSDNN and the OptiSPICE simulation tool for the nonlinear ring-resonator.

<table>
<thead>
<tr>
<th></th>
<th>Evaluation time of the 1\textsubscript{st} test waveform (256 bits)</th>
<th>Evaluation time of the 2\textsubscript{nd} test waveform (512 bits)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASSDNN</td>
<td>4.82(s)</td>
<td>25.75(s)</td>
</tr>
<tr>
<td>OptiSPICE</td>
<td>98.09(s)</td>
<td>284.97(s)</td>
</tr>
</tbody>
</table>

Further the full model for nonlinear ring-resonator obtained using ASSDNN method was also validated using several testing waveforms that were not included in the training data. Figure 4.14 exhibits the accuracy of the obtained model based on the proposed technique for the provided testing data. Also, Table 4.11 shows the testing errors for each test waveform.
Figure 4.14: Testing waveforms for the validation of the full modeling of the nonlinear ring resonator based on ASSDNN technique. (a) The 1st and 2nd input/output testing waveforms, (b) The derivatives of 1st and 2nd testing waveforms.

4.4.4 3-stage Inverting Buffer

In this example the transient modeling of a commercial IC package, namely inverting buffer 74LVC04A from NXP Semiconductors, is considered. For this component an
Table 4.11: Absolute testing errors of the provided test waveforms for the final obtained model of the nonlinear ring-resonator using the ASSDNN technique.

<table>
<thead>
<tr>
<th></th>
<th>1st test waveform</th>
<th>2nd test waveform</th>
</tr>
</thead>
<tbody>
<tr>
<td>Testing error</td>
<td>0.0024</td>
<td>0.018</td>
</tr>
</tbody>
</table>

IBIS model as well as a detailed transistor-level model are readily available [130]. The IBIS model of this component is relatively fast but less accurate whereas the transistor-level model is relatively slow but more accurate. The schematic of this commercial device is shown in Figure 4.15.

\[ V_{\text{out}} \] \[ V_{\text{in}} \] \[ V_{\text{out}} \]

Figure 4.15: Schematic of NXP’s 74LVC04A device based on its datasheet.

For fully modeling and simulating the 74LVC04A device, an ASSDNN-based model was built to replace the component in Figure 4.15 with 2 state variables and 10 hidden neurons (experimentally found) using 4 training waveforms. Input waveforms were obtained by changing rise/fall times (1.5ns, 1.75ns, 2ns) and amplitudes (3v, 3.3v, 3.6v). The inputs and outputs of this model correspond to \( u(t) \) and \( y(t) \) (the voltages at both ends of the buffer) respectively as described in Section 4.2.
The structure of this ASSDNN-based model is similar to Figure 4.6 for modeling the CMOS driver in the first example. Data for training this model was obtained from HSPICE simulations of the transistor-level model provided by NXP. Furthermore, the training process was executed using parallel computation and the time taken for generating the model was significantly improved.

The final obtained ASSDNN-based model was also validated with several independent testing waveforms which were not used in the training procedure. Figure 4.16 shows the comparison of the response of the proposed ASSDNN-based model with IBIS and transistor-level models provided by NXP for these testing waveforms. Table 4.12 also demonstrates the comparison of the CPU time and accuracy of the proposed model with other aforementioned models. Note that the absolute errors in Table 4.12 were calculated relative to the transistor-level model and as such the error corresponding to the transistor-level model in Table 4.12 is zero. As can be seen from Figure 4.16 and Table 4.12 the ASSDNN-based model provides the best overall efficiency being faster than the transistor-level model and more accurate than the IBIS model while having a speed-up compared to the IBIS model. This demonstrates that ASSDNN-based models deliver both efficiency and accuracy which makes this technique the method of choice for modeling in VLSI/electronic design. Further it can be seen from Figure 4.16 that the obtained ASSDNN-based model matches the sensitivities with desirable accuracy.
Figure 4.16: Testing waveforms for the validation and comparison of the ASSDNN-based model with the IBIS and transistor-level models for 74LVC04A inverting buffer. (a) and (b) The 1st input/output testing waveforms and corresponding derivative, (c) and (d) The 2nd input/output testing waveforms and corresponding derivative.
Table 4.12: Comparison of CPU time and accuracy for the proposed ASSDNN-based model and IBIS model of NXP’s 74LVC04A device for sample test waveforms.

<table>
<thead>
<tr>
<th></th>
<th>ASSDNN-based Model</th>
<th>IBIS Model</th>
<th>Transistor-level Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed-up ratio for 200-bit long test waveform</td>
<td>15.96</td>
<td>11.27</td>
<td>1</td>
</tr>
<tr>
<td>(reference for test waveform comparison)</td>
<td></td>
<td></td>
<td>(reference for comparison)</td>
</tr>
<tr>
<td>Absolute test error for a waveform that was not used in training</td>
<td>2.15e-3</td>
<td>69.7e-3</td>
<td>0.0</td>
</tr>
<tr>
<td>(reference for training comparison)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.5 Summary and Conclusion

In this chapter a novel technique to model nonlinear circuits was presented. Building upon state-space dynamic neural networks this technique uses sensitivity (derivative) information during training of the dynamic neural network to generate time-domain models with greater accuracy for the same training data. Numerical comparisons demonstrating the efficiency obtained in training were presented in this chapter. Further speed-up resulting from faster training due to use of derivative information and parallelization was also demonstrated. Simulations using models obtained from training nonlinear microwave electronic-photonic circuits and components using the proposed technique were compared with simulations performed using the optical and electrical simulation tools, OptiSPICE and MINIMOS-NT, and a
significant speed-up was observed. This speed-up was obtained despite the fact that the models generated using the proposed technique were simulated using MATLAB whereas simulations using OptiSPICE have the advantage that OptiSPICE which is a commercial simulation package was implemented using the C programming language. It is naturally expected that if evaluation and simulation of ASSDNN-based models is performed in C, a much greater speed-up would be obtained.
Chapter 5

Conclusions and Future Research

5.1 Conclusions

In this thesis, two new methods for modeling VLSI/Electronic, photonic and microwave components and systems are presented. Both techniques adds the sensitivity information to the outputs of the conventional training methods resulting in the generation of models with more accuracy for similar training data.

The first technique, sensitivity-analysis-based artificial neural network (SAANN), is an advance over conventional static multilayer perceptron (MLP) which adds sensitivity information to training process resulting in less training data required for training. The obtained model provides additional sensitivity outputs with respect to all the inputs.

The second proposed method, adjoint state-space dynamic neural network (ASS-DNN), is an advance over conventional state-space dynamic neural network (SS-DNN) training method. It adds the time derivative information to the training process resulting in less time-steps required for training. It also provided additional
derivative outputs with respect to time. In addition, ASSDNN was developed so that it can take the advantage of parallel computation resulting further speedup. Several optical/electrical examples are provided to demonstrate the accuracy of the proposed techniques.

Also, comparisons have been made between the training process of the proposed SAANN and ASSDNN methods and the conventional training methods, MLP and SSDNN. Further, the simulations have been performed using optical and electrical simulation tools, OptiSPICE and MINIMOS-NT, and EM simulation tool (CST) and the results have been compared with simulations using the proposed techniques. Comparisons demonstrate the advantage and superiority of the proposed methods over both conventional training techniques and evaluations using simulations tools in addition to providing all sensitivity information that are not available in simulation tools. Noteworthy to mention that simulations using the proposed ASSDNN technique were performed in MATLAB whereas simulations using OptiSPICE have the advantage of being implemented using the C programming language. It is likely that if ASSDNN simulations are also performed in C there would be an even greater speedup compared to OptiSPICE.

5.2 Future Research

Given below are some of the future directions that can be taken to continue the work that has been initiated in this thesis to develop neural networks using sensitivity information:

- Development of sensitivity analysis-based techniques for discrete-time ANN
techniques such as recurrent neural networks (RNN), as a fundamental type of ANN structure, in order to make RNN-based modeling techniques require less training data consequently resulting in more efficient model development.

- In addition, this modeling technique can be modified to be used with parallel computation which could potentially increase the speedup significantly.

- The robustness of this method can be characterized against the presence of noise in the training data.

- As MATLAB uses the finite difference for calculating the Hessian (second derivative) of the error function, if the Hessian is mathematically calculated and provided to the optimization toolbox, it can speedup the optimization (training) process. This work can be done for all SSDNN, ASSDNN, RNN or the adjoint RNN techniques. It should be noted that Hessian for the adjoint method requires third order derivatives which is mathematically hard to find and expensive.

- Study the possibility of parallelization of time-domain training using GPU.
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