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Abstract

An electric starter provides initial power to run the Auxiliary Power Unit (APU) during the starting process. As the starter degrades, its output power declines which, as a result, affects the APU starting performance, and eventually leads to the starting failure. Therefore, a reliable starter health condition monitoring system is necessary to estimate the starter’s degradation, diagnose its fault, and prevent its malfunction. Some research works have been reported in the literature for starter performance estimation and fault diagnostics, however, these prior works typically employ statistical analysis and data-driven methods, which are not physically interpretable and in some cases, are not reliable. Accordingly, the objective of this thesis is to develop a physics-based diagnostic scheme for the starter performance degradation estimation to improve fault diagnostics reliability. In this study, a novel physics-based transient model associated with the APU starting process is developed to reveal the physical link between APU performance parameters and the starter degradation. This model involves both the starter and the APU and considers kinetic energy during the startup phase. The performance of this physics-based diagnostic model is compared with that of a neural-network-based data-driven model under both healthy and faulty conditions. To quantify the degradation severity of the starter, two specific health indicators are derived from the proposed physics-based model. They both possess explicit physical meaning and perform fault diagnostics at the system level and component level, respectively. To further improve the fault diagnostics reliability, an enhanced joint indicator is also proposed to aggregate two individual indicators to detect the starter failure in a two-dimensional feature space and thereby
enabling multiple-feature diagnostics. Finally, the receiver operating characteristic (ROC) curves are utilized to evaluate the diagnostic performance of the proposed health indicators and determine the optimal fault threshold. The developed physics-based performance estimation and fault diagnostics scheme for the starter of APUs supports the condition-based maintenance (CBM) strategy, and possesses a great potential for diagnostic reliability enhancement and considerable operational cost savings.
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<table>
<thead>
<tr>
<th>Notation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
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<td>acceleration decline factor</td>
</tr>
<tr>
<td>(C)</td>
<td>constant</td>
</tr>
<tr>
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<td>specific heat at constant pressure</td>
</tr>
<tr>
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</tr>
<tr>
<td>(\hat{f})</td>
<td>density estimator</td>
</tr>
<tr>
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</tr>
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</tr>
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</tr>
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</tr>
<tr>
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</tr>
<tr>
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</tr>
<tr>
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</tr>
<tr>
<td>(n)</td>
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</tr>
<tr>
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</tr>
<tr>
<td>(R)</td>
<td>correlation coefficient</td>
</tr>
<tr>
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</tr>
<tr>
<td>(P_{amb})</td>
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</tr>
<tr>
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</tr>
<tr>
<td>(PR^*)</td>
<td>critical pressure ratio</td>
</tr>
</tbody>
</table>
\( PW \)  
  power

\( S \)  
  slope

\( t \)  
  start time

\( T \)  
  total temperature

\( T_{amb} \)  
  ambient temperature

\( X_l \)  
  random bivariate samples

\( x_l \)  
  random sample

\( Y \)  
  measured data

\( \hat{Y} \)  
  estimated values

\( \alpha \)  
  angular acceleration

\( \gamma \)  
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<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
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</tr>
<tr>
<td>a</td>
<td>air</td>
</tr>
<tr>
<td>c</td>
<td>compressor</td>
</tr>
<tr>
<td>cal</td>
<td>calculated</td>
</tr>
<tr>
<td>des</td>
<td>design point</td>
</tr>
<tr>
<td>g</td>
<td>combustion gases</td>
</tr>
<tr>
<td>max</td>
<td>maximum</td>
</tr>
<tr>
<td>mech</td>
<td>mechanical</td>
</tr>
<tr>
<td>peak</td>
<td>peak point</td>
</tr>
<tr>
<td>s</td>
<td>starter</td>
</tr>
<tr>
<td>t</td>
<td>turbine</td>
</tr>
</tbody>
</table>
1 Chapter: Introduction

1.1 Overview

Auxiliary power unit (APU), a small gas turbine, provides pressurized air to start the main engines and electricity for an aircraft before the main engines start [1], [2]. The conventional maintenance strategy applied in the gas turbine industries is based on preventative maintenance [3], [4]. It includes inspections and maintenance actions at a pre-established schedule, neglecting the individual health conditions of the machinery parts. Preventative maintenance possibly increases both the maintenance and the operational costs, due to spending time and money for replacing the parts with residual lives. At the same time, this maintenance strategy does not address the risk of failures incurring between maintenance intervals caused by varying environment or complex operating conditions [5]. With the advancement of sensing and software techniques, condition-based maintenance (CBM) has been more widely adopted in different disciplines, including the gas turbine industry [6]. CBM is based on constant assessment of the machine health condition and optimization of the allocation of maintenance resources for individual situations of the machinery. It can lead to considerable savings, and improvement of availability and safety [7], [8].

Diagnostics is an integral part of CBM, which provides health information of the machine to support CBM. A classical diagnostic approach is to employ techniques to predict the machine performance as the baseline, assuming the machine is in the healthy condition. The predicted values are then compared to the measurement data. The discrepancy between the predicted value and measured data can be extracted as the
feature to monitor the health condition of the machine and provide indications for the performance deterioration and malfunction prediction [6], [9], [10]. The main techniques to predict the machine performance can be categorized as physics-based model and data-driven method.

To start the APU, an electric motor, also known as the starter, is used. The starter provides the required power to accelerate the rotor to the designated speed to enable the ignitor to light up the APU. With parts wearing and aging, the starter gradually degrades and provides less power than its designated level. The degradation of the starter causes the start time of the APU to get longer and eventually, the APU fails to start. Failing to start the APU is extremely dangerous for an aircraft during a flight, when engines need a restart. Starter failure has been identified as the primary reason for the APU starting failures [11], [12]. A starter failure can also cause operational interruptions with escalated maintenance costs. Therefore, it is essential to predict the health condition of the starter and conduct the corresponding CBM.

To address this problem, this thesis focuses on the development of a physics-based diagnostic scheme to conduct quantitative performance assessment of the starter and provide indications for starter fault diagnostics to support the corresponding CBM.

1.2 Literature Review

This section reviews two main techniques used within gas turbine diagnostics: physics-based model and data-driven method. The state-of-the-art related to the APU starter fault diagnostics is also addressed.
1.2.1 Physics-based Model for Diagnostics

As the starter degradation or fault affects the performance of the APU, investigation of the APU behaviors is a good point to start with. APU is a small-scale gas turbine, so the physics laws of gas turbines also apply to the APU. This subsection focuses on the physics-based model of the gas turbine.

Many physical models have been developed to study the gas turbine [13]–[16]. These models adopted aerodynamics and thermodynamics to simulate the gas turbine behaviors. The most popular physics-based model is called Gas Path Analysis (GPA) first introduced by Urban [17]–[19]. As the condition of the gas turbine is reflected by the measurable gas-path parameters, GPA tries to find aero-thermodynamic links between the gas turbine and parameters to assess the gas turbine at both system level and component level [7], [20], [21]. There are mainly two categories within GPA: linear and non-linear GPA models.

Urban utilized linear GPA models to predict the performance of the gas turbine for the first time. Since then, many derivations have been developed to advance the predictive accuracy, i.e. adaptive GPA [15].

Due to the non-linear nature of the gas turbine, non-linear GPA models present more accurate prediction, especially in the off-design conditions. Saravanamutto contributed enormously to the development of the non-linear GPA models of the gas turbine [22]–[26]. Different derivations are developed to study varieties of problems within the gas turbine. Non-linear GPA models have been widely used in both steady condition and transient condition.
In the steady condition, work compatibility of the gas turbine is assumed when constructing models. That means turbine output work is equal to the work absorbed by the compressor. There is no additional work to accelerate the gas turbine and the shaft speed is considered constant. Houman et al. developed a thermodynamic model for the gas path and applied the model to an industrial gas turbine to predict both short-term recoverable and long-term non-recoverable degradation level of the engine in the steady condition [27]. In this model, the detailed compressor and turbine characteristics information should be available in advance. However, such information is only available to manufacturers, and it is very difficult for users, like airlines, to access.

Some models without component characteristic maps are also established to approximate the gas turbine performance in the steady condition. Saravanamutto et al. developed a mathematical model to predict the off-design performance of turbofans [28]. This approach did not need characteristic maps and just required the design point parameters. The turbine in this approach was always assumed to be choked. Suraweera et al. started the simulation with the turbine in the modeling and tried to match the pressure ratio within the compressor, aiming to find off-design operation point [29]. His approach also did not need characteristic maps and assumed the turbine is choked. Wittenberg et al. developed a method by matching mass flow between the turbine and the nozzle. Based on that, the method instituted the overall model for both the compressor and the turbine [30].

In the transient condition, the torque required by the compressor is different from the torque released by the turbine. A part of the net torque is used to accelerate or decelerate the rotor. Also kinetic energy should be involved in the modeling.
With characteristic maps of components, Saravanamuttoo *et al.* simulated the transient performance of a single-spool turbojet engine [31]. Kim *et al.* derived mathematical models by using unsteady one-dimensional governing equations [32]. This model was employed to simulate the transient behavior of a 150MW industrial engine.

Agrawal and Yunis *et al.* developed a method to estimate transient performance without a need to acquire detailed component characteristics. This method requires some reference values to estimate gas turbine performance within overall operating speed. However, this method must obtain amounts of empirical parameters and curves for some specific cases and such empirical values are not easy to obtain [33].

Some dynamic models are also generated, which focus on investigating the response and control of the gas turbine rather than the gas turbine performance during the transient phase [34], [35].

Physics-based models require a few data to construct the model. Such models have tangible physical meanings and provide more accurate results than other techniques. However, the construction of models always needs deep understanding of the machine and amounts of computational effort. As the architecture of the gas turbine is unique case by case, the adaptation of models is another problem [36].

### 1.2.2 Data-driven Method for Diagnostics

Physics-based models for the complex gas turbines are not always available due to little information or without detailed characteristic maps. Data-driven methods are introduced to address such challenges. For data-driven methods, physical relationships of the machinery are not necessary and quantitative relationships are significant. In the
viewpoint of mathematics, data-driven methods try to establish a quantitative model to accommodate the relationship between varieties of parameters [6]. Major data-driven methods applied in the gas turbine diagnostics include genetic algorithms (GA), neural networks (NN), fuzzy-logic, adaptive-network-based fuzzy inference systems (ANFIS) and support vector machines (SVM).

GA is an optimization tool, which is theoretically similar to the non-linear physics-based model. GA first obtains the component parameters of the gas turbine and then predicts gas-path parameters. To obtain optimal results, GA minimizes the difference between predicted values and measurements [37]. Zedda et al. employed GA to estimate the performance for a two-spool, low bypass ratio turbofan, the EJ200. [38], [39]. The estimation is performed through the optimization of an objective function and a high level of accuracy is achieved.

NN is a parallel computational network that mimics the learning process of the human brain. It performs as a non-linear estimator, mapping input space to output space. Dietz pioneered the use of neural networks into the diagnosis of the gas turbine [40]. A wide range of different neural networks have been applied for gas turbine diagnosis [41]–[44].

Fuzzy-logic is a rule-based approach that formalizes imprecise human reasoning. It provides a multi-input-output system to establish complex functional relationships based on the formulation of an algebra [6], [45], [46]. Fuzzy-logic has been effectively applied for the fault diagnosis and isolation within the gas turbine [47]–[50]. Eustace employed fuzzy logic in a real-world application with eight example data. The disadvantages of attributing measurement noise or sensor errors to changes in engine condition is overcome by this method.
ANFIS is the integration of both fuzzy logic and neural networks. This method benefits from the advantages of both approaches. Its architecture can be constructed based on both human knowledge and data pairs of inputs and outputs [51], [52]. Hanachi et al. applied ANFIS to a gas turbine under diverse ambient conditions and control settings. The results prove the competency of the ANFIS framework in the fault diagnosis.

SVM is a classifier that uses hyperplanes in the high-dimensional data space for classification [6], [53], [54]. Zhou et al. utilized SVM to diagnose a deteriorated gas turbine. Training and testing were implemented during the application of SVM and a total eight types of faults within the component level were identified. The diagnostic accuracy can reach 91.67% [55].

Data-driven methods are always needed when physics-based models are not available for some complex machines. No expert knowledge of the machinery is required in advance. However, their processes lack of transparency and are opaque to the users. Massive amounts of data are required for the training of the models [9].

1.2.3 Previous Works on the Starter Fault Diagnostics

The startup phase is regarded as one of the most technically challenging aspects when modeling and simulating gas turbine performance [56]. Some efforts have been conducted to reveal this process and diagnose starter failure. Kim et al. applied multiple performance parameters for degradation monitoring and diagnosis of the starter. Deterioration of the performance parameters were observed to occur sequentially and the failure was detected based on measurements within multiple time steps [57]. Lou
employed measurements from the APU sensors as indicators for the starter health monitoring and failure detection [58]. However, since the monitored performance parameters were selected at the system level, the results could potentially be affected by degradation of the other components of the APU, and are not restricted to the effects of the starter faults. Yang et al. defined the threshold of the indicator at a fixed number of fault detection probability, i.e., 95% [59]. The limitation is that, a fixed level of the fault detection probability is not necessarily the optimum answer for the diagnostic performance. The optimum threshold depends on variable factors such as the failure risk and the maintenance costs. Kim et al. defined the thresholds of multiple indicators in several one-dimensional feature spaces, where the thresholds were set independently [12]. It is very challenging to decide if a failure occurs when only one indicator exceeds its corresponding threshold while the others do not.

Most diagnostic approaches in the literature are based on statistical analysis and data-driven techniques [12], [57]–[60]. These approaches cannot quantitatively identify the health level of the starter. Subjective judgment is involved during verification of the data related to the starter fault. That definitely affects the decision-making and introduces uncertainty and safety risk. Also, these approaches significantly depend on historical data of measurements and require substantial amounts of measured data to assess the health condition of the starter. With only one measured point of data, these methods cannot provide desired results. That limits the range of applications. Finally, the process of these approaches is opaque to users and it is very difficult to reveal the physical meanings of the failure.
1.3 Thesis Objectives

An electric starter provides the initial power to run the APU during the startup process. Degradation of the starter affects the APU starting performance and even causes the APU to fail to start. To address this challenge, a physics-based diagnostic framework for the starter failure within APUs is developed in this thesis with following objectives.

1. To develop a generic physics-based model for APU starting process without a need to require detailed characteristic maps of components. Performance deterioration is monitored by comparing predicted values from the established model to the measured data.

2. To develop some health indicators to quantitively predict the degradation severity and the health condition of the starter, providing symptoms for the starter failures.

3. To develop an enhanced joint indicator that employs multi-dimensional feature spaces to enable multiple-feature diagnosis for the starter.

4. To develop a scheme to evaluate the diagnostic performance of the health indicators based on the trade-off between the diagnostic reliability and the operating cost reduction.

5. To establish a diagnostic framework for the starter failure to provide substantial information to support the corresponding CBM.
1.4 Experimental Data

The data in this study are collected from a fleet of Airbus 310 routine records. The APU used in this study is GTCP 331, manufactured by Honeywell [61]. The data includes 14 cases with starter healthy condition and 11 cases with starter faulty condition. Five parameters are recorded during each APU starting cycle, including APU starting time ($t$), peak Exhaust Gas Temperature ($EGT_{peak}$), shaft speed at peak $EGT$ point ($N_{peak}$), ambient temperature ($T_{amb}$), and the altitude that can be used to estimate the ambient pressure ($P_{amb}$).

The operating parameters of the APU at the design point are available, as provided in Table 1.1 [61].

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rotational Speed, rpm</td>
<td>40,400</td>
</tr>
<tr>
<td>Corrected Inlet Airflow, kg/s</td>
<td>3.0</td>
</tr>
<tr>
<td>Turbine Inlet Temperature, °C</td>
<td>981</td>
</tr>
<tr>
<td>Compressor Pressure Ratio</td>
<td>8.7:1</td>
</tr>
<tr>
<td>Output Shaft Horsepower, kW</td>
<td>430</td>
</tr>
<tr>
<td>Fuel Consumption, kg/h</td>
<td>173.5</td>
</tr>
</tbody>
</table>
1.5 Thesis Outline

The rest of the thesis is organized as follows.

Chapter 2 lays out a thermodynamic model associated with the transient operation of the APU during the starting period. The physical link between APU performance parameters and the starter degradation is revealed.

For the comparative study, a back-propagation, feedforward neural network model is structured, trained and tested in Chapter 3. The network architecture, the training algorithm and generalization are presented. The performance assessment of APU based on both physics-based model and neural network model are exhibited and compared.

In Chapter 4, two individual health indicators are derived from the physics-based model for the starter health monitoring. Implementation results of both indicators are presented and a comparison of the two individual indicators are discussed.

Chapter 5 presents the diagnostics using individual health indicators and proposes an enhanced joint indicator for the starter fault diagnostics to improve diagnostic performance.

In Chapter 6, ROC is introduced to evaluate the diagnostic performance of the three indicators. The optimal threshold is determined based on balance between benefits and costs. The expected cost of three indicators are analyzed and compared.

A conclusive summary and recommendations for the future work are provided in Chapter 7.
Chapter: Physics-based Model for APU Performance Monitoring

2.1 Overview

In large aircrafts, an APU, which is usually a small gas turbine, is utilized to start the main engines and provide the required power when the engines are off. During the APU startup phase, an electric motor called the starter, is used to provide initial power for running the gas turbine. With degradation of the starter, its mechanical power to accelerate the gas turbine decreases and eventually, the APU fails to start. This can cause serious consequences and potential safety hazards. Therefore, it is necessary to monitor the starter health condition and provide substantial information to conduct CBM for the starter.

In most APUs in service, the existing sensors are mounted for system control rather than the health monitoring [62]. Since the starter is connected to the APU and provides the initial power, performance of the APU and the corresponding measurements are affected during the startup process if the starter gets faulty. Therefore, measurements from the existing sensors of the APU are the only readily available data to monitor the health condition of the starter.

Some previous works in the literature attempt to estimate the performance of the starter based on statistical analysis and data-driven methods [63], [64]. These approaches lack transparency and do not possess tangible physical meanings [58], [60], [65]. They also significantly depend on historical measurement data.

To the best of the author’s knowledge, a physics-based approach has not been adopted to study the starter health condition. In this chapter, a novel physics-based approach is
developed for health monitoring of the starter, which involves both the starter and the APU and considers kinetic energy during the startup phase. This approach adopts mathematical models with no need to access the detailed component characteristics. The Buckingham PI theorem is employed to generate the compressor model whereas a characteristic curve of the turbine is adopted to approximate the turbine performance. With flow compatibility and energy conservation, the physics-based model of the APU for the startup phase is constructed. Using a few measured data points, the model can be calibrated for performance prediction of the APU.

The APU model in this study is a GTCP 331 gas turbine. It is a single-spool small gas turbine, which includes a two-stage centrifugal compressor, an annular combustion chamber, and a three-stage axial turbine [1], [61]. Figure 2.1 shows the thermodynamic cycle of the APU, where the label 1 means the inlet of the compressor; the label 2 means the outlet of the compressor and the inlet of the combustion chamber; the label 3 means the outlet of the combustion chamber and the inlet of the turbine; the label 4 means the outlet of the turbine.

![Thermodynamic cycle of the APU.](image)

**Figure 2.1** Thermodynamic cycle of the APU.
2.2 Compressor Model

The Buckingham PI theorem is used to establish the mathematical model of the compressor, which is a kind of dimensional analysis [33], [66], [67]. This method adopts normalized forms of parameters to relate performance at both reference speed and other operating speeds. The design point parameters of the gas turbine are available, which are used as the reference values.

Mass flow in the inlet of the compressor \( m_1 \) has the following relation in both the transient condition and the design point [33].

\[
\frac{m_1 \sqrt{T_{01}}}{P_{01}} = \frac{(N)}{(\sqrt{T_{01}})} \times \Phi \frac{(N)}{(\sqrt{T_{01}})}_{des} = K_\Phi \frac{(N)}{(\sqrt{T_{01}})}_{des} \tag{2.1}
\]

where, \( T_{01} \) and \( P_{01} \) are the compressor inlet temperature and pressure respectively, \( N \) is the shaft speed, \( \Phi \) is the flow coefficient and \( des \) means the parameters in the design point. The value of flow coefficient factor \( K_\Phi \) is determined empirically. To obtain a suitable \( K_\Phi \) value, generalized centrifugal compressor characteristics that cover low speed and startup phase are used to generate the specific curve for the model in the study [68]. Figure 2.2 shows a typical curve for the \( K_\Phi \) value.

The compressor work can be presented in a similar way.

\[
\frac{\Delta h_{c, actual}}{T_{01}} = \frac{(N)}{(\sqrt{T_{01}})}^2 \times \psi \frac{(N)}{(\sqrt{T_{01}})}_{des}^2 = K_\psi \frac{(N)}{(\sqrt{T_{01}})}_{des}^2 \tag{2.2}
\]
where $\Delta h_{c,\text{actual}}$ is the actual enthalpy increase, $\psi$ is the work coefficient, and $K_\psi$ is the work coefficient factor.

Based on thermodynamics for the compressor, the pressure ratio of the compressor $P_{02}/P_{01}$ has following relationship with enthalpy.

$$\eta_c = \frac{\Delta h_{c,\text{ideal}}}{\Delta h_{c,\text{actual}}}, \quad (2.3)$$

$$\Delta h_{c,\text{ideal}} = C_p \times T_{01} \times \left[ \left( \frac{P_{02}}{P_{01}} \right)^{\frac{\gamma-1}{\gamma}} - 1 \right], \quad (2.4)$$
where \( \eta_c \) is the isentropic efficiency of the compressor, \( \Delta h_{\text{c, ideal}} \) is the ideal enthalpy increase, \( C_p \) is the specific heat at constant pressure, and \( \gamma \) is the ratio of specific heats.

With Eqs (2.2), (2.3) and (2.4), the pressure ratio of the compressor at both the operating point and the design point are related, as shown in Eq (2.5)

\[
\frac{\left[ \frac{P_{02}}{P_{01}} \right]_{\text{des}}^{\frac{\gamma-1}{\gamma}} - 1}{\left[ \frac{P_{02}}{P_{01}} \right]_{\text{des}}^{\frac{\gamma-1}{\gamma}} - 1} \times \frac{1}{\eta_c (\eta_c)_{\text{des}}} = K_{\psi} \left( \frac{N}{\sqrt{T_{01}}} \right)^2 \left( \frac{N}{\sqrt{T_{01}}}_{\text{des}} \right)^2 \tag{2.5}
\]

Also, isentropic efficiency \( \eta_c \) and polytropic efficiency \( \eta_{\infty} \) of the compressor have the following relation [23].

\[
\eta_c = \frac{(P_{02}/P_{01})^{\frac{\gamma-1}{\gamma}} - 1}{(P_{02}/P_{01})^{\frac{\gamma-1}{\gamma}} - 1^{\times \eta_{\infty}}} - 1
\]

\[
\eta_c = F(\eta_{\infty}). \tag{2.6}
\]

Substituting Eq. (2.6) into Eq. (2.5), the equation has the following expression.

\[
\frac{\left[ \frac{P_{02}}{P_{01}} \right]_{\text{des}}^{\frac{\gamma-1}{\gamma \times \eta_{\infty}}} - 1}{\left[ \frac{P_{02}}{P_{01}} \right]_{\text{des}}^{\frac{\gamma-1}{\gamma \times \eta_{\infty}}} - 1} = K_{\psi} \left( \frac{N}{\sqrt{T_{01}}} \right)^2 \left( \frac{N}{\sqrt{T_{01}}}_{\text{des}} \right)^2 \tag{2.7}
\]
Work coefficient factor $K_\psi$ shows a functional relationship with $K\Phi$ [23], [69], [70].

$$K_\psi = F(K\Phi).$$ \hspace{1cm} (2.8)

Polytropic efficiency of the compressor $\eta_{\infty c}$ during the startup phase can be determined by the polytropic efficiency factor $K_{\eta_{\infty c}}$, which also happens to be a function of $K\Phi$ [71].

$$K_{\eta_{\infty c}} = \frac{\eta_{\infty c}}{(\eta_{\infty c})_{des}} = F(K\Phi).$$ \hspace{1cm} (2.9)

Then, the pressure ratio of the compressor $P_{02}/P_{01}$ in the transient condition can be calculated as a function of shaft speed $N$, compressor inlet temperature $T_{01}$ and pressure $P_{01}$.

$$P_{02}/P_{01} = F(K_\psi, K_{\eta_{\infty c}}, N, T_{01}, P_{01}) = F(N, T_{01}, P_{01}).$$ \hspace{1cm} (2.10)

As a result, corrected mass flow, pressure ratio, and efficiency of the compressor can be calculated based on the corrected shaft speed.

### 2.3 Turbine Model

Shaft speed has little effect on the mass flow of the turbine and the mass flow mainly relies on pressure ratio across the turbine [22], [30]. Characteristic curve of the turbine that establishes the relationship between the corrected mass flow and pressure ratio is approximated as [30]:

\begin{align*}
\text{Corrected mass flow} & = \frac{m_{\infty}}{(\eta_{\infty c})_{des}} = F(K_{\eta_{\infty c}}). \\
\text{Pressure ratio} & = \frac{p_{\infty}}{p_{\infty_{des}}} = F(K_{\eta_{\infty c}}). \\
\text{Efficiency} & = \frac{\eta_{\infty c}}{(\eta_{\infty c})_{des}} = F(K_{\eta_{\infty c}}).
\end{align*}
\[
\left( \frac{m_3 \sqrt{T_{03}}}{P_{03}} \right)^2 = C \times \left[ \left( 1 - \frac{1}{PR^*} \right)^2 - \left( \frac{1}{PR_t} - \frac{1}{PR^*} \right)^2 \right],
\]

(2.11)

With design point parameters, the constant \((C)\) in Eq. (2.11) can be determined. A typical value of the critical pressure ratio (at which choking is attained) for a three-stage turbine is \(PR^* = 3\), see Fig. 2.3 [72], [73].

![Diagram showing critical pressure ratio in approximate turbine characteristics](image)
The turbine pressure ratio $PR_t$ can be determined through Eq. (2.12) when the compressor ratio ($P_{02}/P_{01}$) is specified.

$$PR_t = \frac{P_{03}}{P_{04}} = \frac{P_{03}}{P_{02}} \times \frac{P_{02}}{P_{01}} \times \frac{P_{01}}{P_{04}}$$ (2.12)

Inlet and exhaust pressure losses are neglected in the estimation; therefore $P_{01}/P_{04} = 1$. Combustion chamber pressure ratio ($P_{03}/P_{02}$) is determined by the chamber pressure loss, which is estimated as a fraction of the compressor delivery pressure. Therefore, the combustion chamber pressure ratio is assumed constant in most simulations [23]. In this way, the corrected mass flow and pressure ratio of the turbine are determined.

2.4 Transient Model

Flow compatibility and energy conservation are the bases to establish the transient model of the APU.

2.4.1 Flow Compatibility

Flow compatibility holds in both steady state and transient condition with slow variations of shaft speed [74]. Mass flow through the turbine is assumed to be equal to that through the compressor. Nevertheless, in reality, air leakage and the added fuel flow slightly change this equation. Assuming the mass flow of air leakage equal to the fuel flow [23], corrected mass flow of the turbine and the compressor form the following equation.
2.4.2 Energy Conservation

During the transient condition, a part of the mechanical work is absorbed for accelerating the gas turbine rotor. In this condition, the energy conservation equation includes the turbine power $PW_t$, the compressor power $PW_c$, the starter power $PW_s$ and variation of kinetic energy:

\[ PW_t - \frac{1}{\eta_{\text{mech}}} PW_c + PW_s = J \omega \alpha \]  \hspace{1cm} (2.14)

where $\eta_{\text{mech}}$ is the mechanical efficiency, $J$ is moment of inertia, $\omega$ is angular velocity and $\alpha$ is rotor acceleration.

Acceleration $\alpha$ can be estimated using the simulated data of APU [62], [75].

\[ \alpha = F(N). \]  \hspace{1cm} (2.15)

Output power of the starter depends on the shaft speed [33], [56]. It is estimated based on the starter maximum power from the product specification catalogue.

\[ PW_s = F(PW_{s,\text{max}}, N). \]  \hspace{1cm} (2.16)
\( \eta_{mech} \) is the mechanical efficiency of the compressor-turbine combination. Mechanical losses are mainly contributed by frictional loss in bearings and gears, and aerodynamic windage loss in the compressor and turbine. It usually accounts for less than 5% of the compressor power [33].

In Eq. (2.14), power of the compressor is a function of compressor efficiency and pressure ratio [23].

\[
P_Wc = m_1 \times C_{pa} \times (T_{02} - T_{01}),
\]

\[
T_{02} - T_{01} = \frac{T_{01}}{\eta_c} \times \left[ \left( \frac{P_{02}}{P_{01}} \right)^{\frac{\gamma-1}{\gamma}} - 1 \right]
\]

\[
P_Wc = F(\eta_c, P_{02}/P_{01}). \quad (2.17)
\]

And the turbine power can be found as a function of \( T_{03} \) and \( EGT \) \( (T_{04}) \) [76].

\[
P_Wt = m_3 \times C_{pg} \times (T_{03} - T_{04}) \quad (2.18)
\]

Value of \( T_{03} \) can be calculated by Eq. (2.13), and \( EGT \) remains the only unknown of the Eq. (2.14). With rearranging Eq. (2.14), \( EGT \) can be calculated as a function of independent variables:

\[
EGT_{cal} = F(T_{01}, P_{01}, N, \alpha, PW_s). \quad (2.19)
\]
In this study, APU measurements are obtained from the operating data of a fleet of Airbus A310 aircraft from the existing sensors of the system. During each starting cycle of APUs, five parameters are recorded that include APU starting time \(t\), peak Exhaust Gas Temperature \(E_{GT_{peak}}\), shaft speed at peak \(E_{GT}\) point \(N_{peak}\), ambient temperature \(T_{amb}\), and the altitude that can be used to estimate the ambient pressure \(P_{amb}\).

The physics-based model for APU starting process can be mathematically represented as:

\[
F(T_{amb}, P_{amb}, N_{peak}, \alpha, P_{W0}, E_{GT_{peak}}) = 0. \tag{2.20}
\]

With the measurements of \(T_{amb}, P_{amb}\) and \(N_{peak}\), and \(P_{W0}\) and \(\alpha\) in the starter healthy conditions, Eq. (2.19) can be arranged as following.

\[
E_{GT_{peak_{cal}}} = F(T_{amb}, P_{amb}, N_{peak}, \alpha, P_{W}). \tag{2.21}
\]

Figure 2.4 shows the process flow for implementation of the transient model.
In this chapter, a physics-based transient model of the gas turbine is established to monitor the performance of the APU startup phase. With limited information on component characteristics and measurement data, the model is constructed based on a generic approach for the gas turbine starting process. The Buckingham PI theorem is used to establish the compressor model while a generalized turbine characteristic curve approximates the performance of the turbine. The model takes into account both the starter and the gas turbine and reveals the physical link between the starter parameters and the APU performance. Using the operating data from the existing sensors of the
aircraft, the transient model can monitor the health condition of the APU and consequently the starter. The results enable decision making for predictive maintenance management and warrant safe operation of the APU system in aircraft.
3 Chapter: Neural Network Model for APU Performance Monitoring

3.1 Overview

Alternative to the physics-based model in Chapter 2, a back-propagation, feedforward neural network is used for APU performance monitoring to compare with the physics-based results. Previous works [58], [59] have attempted to estimate the starter degrading trend, however a clear symptom for the starter failure is not provided, which could be instrumental for the CBM. Both physics-based model and neural network model are implemented in the healthy and faulty conditions, and their capabilities as monitoring tools for the starter failure are verified. The physics-based approach provides more accurate results for the cases with faulty starters, whereas the neural network model shows superior results with the starters in healthy condition.

3.2 Neural Network Model

As an artificial intelligence technique, neural networks are widely used in the diagnostics and prognostics field for gas turbines [77]–[80]. Neural networks possess many features that enable them to solve many complex tasks. The capability of function approximation within the neural network [81], [82] is chosen in this study.

Since the starter is connected to the gas turbine and injects power during the startup phase, it will affect the performance of the APU if it gets degraded. Therefore, the APU gas-path measurements collected from the existing sensors of the aircraft can be used to assess the state of the starter degradation [63], [65]. Exhaust gas temperature (\( EGT \)) is measured by the majority of the control systems within gas turbines and it is therefore
selected as a study object to monitor the health condition of the starter. Based on analysing the physical relationship of the gas-path parameters, measurements on $N_{\text{peak}}$, $T_{\text{amb}}$, and $P_{\text{amb}}$ during each starting cycle are chosen as input vectors to estimate $EGT_{\text{peak}}$. A 3-10-1 multilayer feedforward network is structured, including one input layer, one hidden layer and one output layer, as shown in Fig. 3.1.

![Figure 3.1 The architecture of the 3-10-1 network](image)

Three measured data are utilized as the input vectors for the network, and the numerical output is estimated based on the established network model, which is a non-linear input-output mapping. Two-layers networks are sufficient for the function approximation within desirable accuracy, provided the hidden layers have enough
neurons [82], [83]. The hidden layer possesses 10 neurons, in which non-linear hyperbolic tangent sigmoid transfer function is used as shown in Eq. (3.1), which makes the multilayer network suitable for the complex non-linear task, i.e. the function approximation in the study [82].

\[
f(i) = \frac{e^t - e^{-t}}{e^t + e^{-t}}.
\]  

(3.1)

A linear transfer function is adopted in the output layer.

The data including 325 measured cycles within a healthy condition are selected to train the network. The Levenberg-Marquardt backpropagation is chosen for learning algorithm [81]. The training stage aims at minimizing the error between estimated values and target values. The training procedures of the feedforward network with backpropagation algorithm are presented in Fig. 3.2. In the forward computation, synaptic weights are fixed, as they have been adjusted during the backward computation [82].

When the network is constructed using the training data, it should still work correctly on the entire population, which is known as “generalization” [81]. To achieve such a goal, cross validation is used during the training process. Within the training data, 80% is used to train the model, 15% for the validation and 5% for testing purpose respectively through employing MATLAB neural network toolbox [84].

By this stage, the network is structured, trained and validated. The results of its implementation in both healthy and faulty condition are presented and discussed in the next section.
3.3 Implementation in the Starter Healthy Condition

At first, both physics-based and neural network models are implemented in the healthy condition, where the starter is healthy. Figures. 3.3 and 3.4 show the estimated values beside the measured values for the physics-based and neural network models respectively. The estimated values have a good consistency with the measurements. Both estimated values and measured data vary within a limited range and no rapid trend of long-term changes are shown during the measurement time span. This implies the starter
has been always in its healthy condition. Both models show their competence to estimate the $E_{GT_{peak}}$ in a healthy condition. Though some deviations still exist between estimated values and measured data, the variation trend of the $E_{GT_{peak}}$ is clearly predicted. Considering the lack of characteristic information of the gas turbine, the results are acceptably accurate.

Figure 3.3 Implementation in healthy condition with physics-based model.

Figure 3.4 Implementation in healthy condition with neural network model.
Accuracy of the estimated $E_{GT_{peak}}$ compared to the measured data is different with each model. To quantify the performance of the models, correlation coefficient ($R$), mean absolute error (MAE) [85], and mean squared error (MSE) [84] are employed. The two latter metrics represent the error between the estimated values $\hat{Y}_i$ and the measured data $Y_i$.  

$$\text{MAE} = \frac{1}{n} \sum_{j=1}^{n} |Y_j - \hat{Y}_j|.$$  

$$\text{MSE} = \frac{1}{n} \sum_{j=1}^{n} (Y_j - \hat{Y}_j)^2.$$  

where $n$ is the size of the sample.

The performance results for the starter healthy condition are presented in Table 3.1, where the neural network model shows less error compared to the physics-based model.

<table>
<thead>
<tr>
<th>Unit (℃)</th>
<th>Neural network Model</th>
<th>Physics-based Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAE</td>
<td>18.33</td>
<td>24.19</td>
</tr>
<tr>
<td>MSE</td>
<td>525.6</td>
<td>965.1</td>
</tr>
<tr>
<td>$R$</td>
<td>0.7491</td>
<td>0.7078</td>
</tr>
</tbody>
</table>

3.4 Implementation in the Starter Faulty Condition

Subsequently, both models are implemented in starter faulty conditions. Distinct patterns are shown in both Fig. 3.5 and Fig. 3.6, in contrast to the results within the starter
healthy condition. Both estimated values present significant deviations comparing to the measured data at around remaining useful life (RUL) = 125 in case (a) and RUL=50 in case (b). Both models estimate $EGT_{\text{peak}}$ assuming the starter in the healthy condition while the measured data is recorded under faulty conditions of the starter. With the starter getting degraded, its output power for the gas turbine acceleration diminishes while the APU still tries to start within nominal time range. More fuel flow is added through APU control system [74] to compensate the deficiency of the starter power, which causes higher $EGT$ compared to the corresponding values in the healthy condition at the same shaft speed. The gradually increasing deviations between the estimated values and the measured data imply the condition of the starter is deteriorating more and more.
The neural network predicted $EGT_{peak}$ values are apparently higher than the corresponding values predicted by the physics-based models. The background knowledge on the gas turbine can be referenced to verify which model predicts the faulty condition more accurately. In the healthy condition, $EGT$ gradually gets higher with increasing shaft speed before the $EGT_{peak}$ \[62\], while $N_{peak}$ always occurs at around 40\% of the shaft speed at the design point $N_{des}$. When checking the shaft speed after RUL=125 in case (a) and RUL=50 in case (b), the data shows the $N_{peak}$ gradually decreases to 20\% of $N_{des}$. Estimated $EGT$ should get lower based on decreased shaft speed as presented in Fig. 3.5 rather than higher as suggested in Fig. 3.6, if the starter is in the healthy condition. Therefore, the physics-based transient model presents a more reasonable estimation for the starter faulty condition.
Figure 3.6 Implementation in faulty condition with neural network model.
3.5 Comparison of Two Models

In starter healthy condition, both models can estimate $EGT_{peak}$ within acceptable accuracy while the neural network model demonstrates more accuracy compared to the physics-based approach. This can be explained with the fact that the training data within the neural network architecture cover the entire operating envelope in the healthy condition, and the corresponding interpolation provides a more accurate estimation accordingly.

In starter faulty condition, both models show a clear symptom through the deviation between the estimated and the measured values. However, the estimated results of the faulty starter by neural network are not reasonable at some condition, considering the background knowledge on the gas turbine performance. This highlights the limitation of the neural networks when applied for extrapolation.

Neural networks need less computational effort [77], [78] compared to thermodynamic modeling that involves a set of non-linear equations and a large number of iterations. Also neural networks show a prominent adaptive feature [78], involving the tune-up in the training process while a huge effort is required for adjusting the physics-based model for appropriate estimation. Nevertheless, due to the lack of analytical insight to the performance, neural networks are prone to misleading to erroneous results.

3.6 Summary

In this chapter, the neural network model is constructed for monitoring performance of the APU and comparing to the physics-based results. Both models are implemented in both the starter healthy and faulty conditions, and the results are analyzed and compared.
Both methodologies show capabilities of estimating the starter performance and illustrating symptoms of failures, necessary for condition-based maintenance. Comparing the results from either methodology, the physics-based approach provides more accurate results on the starters with growing degradations. Whereas, neural networks perform more accurately with the starters at healthy condition. Fusion of both methodologies can therefore have a good potential for future work.
4 Chapter: Health Indicators for Starter Health Monitoring

4.1 Overview

To quantitively predict the degradation severity and the health condition of the starter, two health indicators are proposed to identify the starter failure at the system level and component level respectively. The discrepancy between the measured Exhaust Gas Temperature ($E_{\text{GT}}$) and the corresponding predicted values from the model is proposed as the first indicator. The second indicator is defined as the ratio of the actual maximum power of the starter with respect to the healthy condition. It is specifically created for starter performance estimation and fault diagnostics at the component level, which only takes into account the health condition of the starter rather than other components of the APU. Both health indicators are derived from the developed physics-based model of the APU and have intuitive physical meanings.

4.2 $E_{\text{GT}}$ Deviation Indicator

Health indicators are assigned to quantify the symptoms of degradation for the components. A failure is declared when the indicator values exceed a designated threshold. The following health indicators are derived from the established physics-based model for the starter fault diagnosis.

Diagnostic approaches typically calculate the difference between the measurements and the model predicted values to quantify the degradation effects [76]. The closer the measured and the predicted values, the healthier the components are presumed. In this work, deviation of the $E_{\text{GT}}$ from the expected values based on the same shaft speed is
introduced as a health indicator for the starter failure. When the starter gets degraded, its driving torque for the APU rotor acceleration diminishes and the rotor acceleration declines [86]. The control system of the APU reads the shaft speed and commands for injection of more fuel, presumably to compensate the delayed acceleration [74]. This leads to a higher $EGT_{peak}$, in case the starter is degraded. Meanwhile, the model predicts the expected $EGT_{peak_{cal}}$ with smaller values, presuming its healthy performance condition. The difference of the measured and predicted $EGT$s reflects the degradation severity of the starter and is a suitable candidate for the starter health indicator.

\[ I_{EGT} = \frac{(EGT_{peak} - EGT_{peak_{cal}})}{EGT_{peak}} \]  

(4.1)

### 4.3 Starter Health Indicator

In this study, the performance of the starter in both healthy and faulty condition during the startup phase are schematically presented in Fig. 4.1.

![APU Starter Performance](image)

**Figure 4.1** APU starter performance during the startup phase.
As the interpretation in Chapter 2, the physics-based model for APU starting process is cited again.

\[ F(T_{amb}, P_{amb}, N_{peak}, \alpha, PW_s, EGT_{peak}) = 0, \]  
(4.2)

As the starter power \( PW_s \) and the rotor acceleration \( \alpha \) in Eq. (4.2) are affected by the starter degradation, two health state parameters, starter health indicator and acceleration decline factor are introduced in the thermodynamic model of starting the APU. Starter health indicator \( I_s \) is defined as the ratio of the starter maximum output power in a faulty condition and that in the healthy condition.

\[ I_s = PW_{s,max} \text{(faulty condition)}/PW_{s,max} \text{(healthy condition)}. \]  
(4.3)

And the acceleration decline factor \( a_d \) is defined as the ratio of the rotor acceleration in a faulty condition and that in the healthy condition. Due to lack of data, the acceleration decline factor is assumed unchanged during a single starting cycle.

\[ a_d = \alpha \text{(faulty condition)}/\alpha \text{(healthy condition)}. \]  
(4.4)

Therefore, with Eqs. (4.2), (4.3) and (4.4), the thermodynamic model of starting the APU applied in the starter fault diagnosis is expressed as the following functional form.

\[ F(T_{amb}, P_{amb}, N_{peak}, EGT_{peak}, \alpha, a_d, PW_{s,max}, I_s) = 0. \]  
(4.5)
As the acceleration changes with the starter degradation, the starting time \( t \) is affected. The time before the ignition (7% shaft speed) is affected by \( I_s \) while \( a_d \) impacts the time between the ignition and the starter disengagement (50% shaft speed) [1], [86].

Start time of the APU includes three stages as following:

\[
t = t_1 + t_2 + t_3.
\]  

(4.6)

Stage 1: APU shaft speed is under 7%, and only the starter provides power to accelerate the rotor. Therefore, \( t_1 \) is influenced only by the starter health indicator.

\[
t_1 = t_1(I_s).
\]  

(4.7)

Stage 2: APU shaft speed is between 7% to 50%, and both the starter and the turbine provide power to accelerate the rotor. \( t_2 \) is a function of the acceleration decline factor.

\[
t_2 = \int_{7\%N}^{50\%N} \frac{1}{\alpha(N) \times a_d} \, dN
\]  

(4.8)

Stage 3: APU shaft speed is above 50%. At 50% of shaft speed, the starter disconnects from the APU shaft. In this condition, the power is maintained only by the APU turbine section. Degradation of the starter has no effect on \( t_3 \), since there is no starter assistant power during this Stage. As a result, \( t_3 \) remains unchanged while the starter gets degraded.
From Eqs. (4.6) through (4.8), starting time is found as:

\[ t = F(I_s, a_d). \]  

(4.9)

With Eqs. (4.5) and (4.9), only two parameters, starter health indicator and acceleration decline factor are unknown. Therefore, the starter health indicator can be defined as:

\[ I_s = F(T_{amb}, P_{amb}, N_{peak}, EGT_{peak}, \alpha, a_d, PW_{s,max}, t). \]  

(4.10)

4.4 Implementation Results for EGT Deviation Indicator

In each starting cycle, EGT deviation indicator and starter health indicator are derived with Eqs. (4.1) and (4.10) respectively. To reveal the long-term trends of the indicators, a moving average data-smoothing filter is used to remove the momentary fluctuations.

In healthy condition of the starter, the EGT deviation indicator does not vary much during the whole operating life, and fluctuates around zero as shown in Fig. 4.2. This implies the starter has stayed in healthy condition during the period data collected. The moving average spanned over 20 time steps is shown in red solid line in the plots to display the underlying trend.

In starter faulty condition, a different trend shows up in Fig. 4.3. At the beginning, the EGT deviation indicator maintains around zero. After around RUL=125 in case (a) and RUL=100 in case (b) respectively, the EGT deviation indicator grows rapidly. The closer
it gets to the final failure, the faster it increases. That implies the starter is degrading more and more, and eventually, it is unable to start the APU.

Figure 4.2  EGT deviation indicator in starter healthy condition
Figure 4.3  EGT deviation indicator in starter faulty condition
4.5 Implementation Results for Starter Health Indicator

Figures 4.4 and 4.5 present variations of the starter health indicator for APUs in healthy condition and those with a faulty starter. In healthy condition, the starter health indicator varies around unity, as shown in Fig. 4.4. That implies the output power of the starter has not tangibly changed with respect to the initial power level of the new condition.

![Starter Health Indicator vs Cycle](image)

(a)

![Starter Health Indicator vs Cycle](image)

(b)

Figure 4.4 Starter health indicator in starter healthy condition
Figure 4.5  Starter health indicator in starter faulty condition
A different pattern is exhibited in Fig. 4.5. At the beginning, the indicator has remained close to unity, and then it begins to decline approximately at RUL=125 in case (a) and RUL=100 in case (b) respectively. The failure has happened when the indicator value has fallen to around 0.5.

4.6 Comparison of Two Indicators

The results of the two indicators comply with each other. They both present a steady trend in starter healthy condition and large variations in starter faulty condition. Both indicators demonstrate effectiveness to quantify the degradation level of the starter and provide condition-based information on the health state of the starter, required for CBM.

Compared to the $EGT$ deviation indicator, the starter health indicator is restricted to the effects of the starter faults whereas the $EGT$ deviation indicator could potentially be affected by degradation of the other components of the APU. Therefore, the starter health indicator is potentially a better candidate for maintenance personnel to identify the starter health condition.

4.7 Summary

To improve performance monitoring and malfunction prediction of starters, two health indicators are developed based on the physics-based model of the APU starting process. Both indicators quantify the health condition of the starter and provide diagnostic information with no need to have the past measurements from the system. The $EGT$ deviation indicator presents the deviation between the predicted $EGT$ values and the measured ones, whereas the starter health indicator provides the ratio of the maximum
output power in faulty condition compared to that in healthy condition. The results with both indicators clearly show the degradation severity for the cases with faulty starters. Both indicators hold explicit physical meanings. With limited measurements from the available sensors in an aircraft, the developed technique and the indicators can provide monitoring tools and measures of reliability for the starter system of the APU.
5 Chapter: Starter Fault Diagnostics

5.1 Implementation of Individual Indicators for Diagnosis

Diagnostics includes fault detection and isolation. Performance-based diagnostics is a powerful diagnostic approach widely used in the gas turbine industries [76]–[78], [87]. This approach attempts to detect and monitor degradation of the components through their effects reflected in deterioration of performance parameters measurement. Commonly used performance parameters include gas-path temperatures and pressures, rotational speed, fuel flow and power [9]. Features are extracted from the performance parameters to be used for diagnosis. The features are developed mainly using physics-based models and/or data-driven techniques. The indicators developed in Chapter 4 are based on physics-based models.

To classify the state of the starter, a threshold should be assigned as a boundary between the healthy and faulty states. The threshold is set as a value, at which the failure indication is triggered once the value of the indicator is exceeded.

The dataset available in this work is collected from the flight records of a fleet of commercial aircraft, and includes 11 cases with starter faulty condition and 14 cases with starter healthy condition. The life cycle of the starter is up to 8000 starts based on the product specifications provided by the manufacturer. To populate failure data, the last 10 start records leading to the final failure are labeled as faulty that amount to 110 cases in total.

The non-parametric kernel density estimation (KDE) is used to estimate the continuous probability density function (PDF). Unlike parametric distribution, kernel
distribution does not assume the distribution of the data, thereby it avoids introducing unforeseen uncertainties [88]. KDE is defined as

\[
\hat{f}(x) = \frac{1}{nb} \sum_{i=1}^{n} KE\left(\frac{x - x_i}{b}\right),
\]

(5.1)

where, \(x_i\) is a random sample from an unknown distribution, \(n\) is the sample size, \(KE(\cdot)\) is the kernel smoothing function, and \(b\) is the bandwidth. KDE is characterized by the smoothing function \(KE(\cdot)\) and the bandwidth \(b\), which determine the smoothing results of the curve. In this study, Gaussian distribution is assumed in the smoothing function and \(b\) is optimized by Silverman’s rule of thumb [89].

Using the failure data, a histogram is established with respect to the EGT deviation indicator, by a moving average, as shown in Fig. 5.1. (a). The histogram exhibits the shape of the underlying density distribution and PDF is estimated using KDE, shown in red in the same plot. Figure 5.1. (b) shows cumulative distribution function (CDF) of failures with respect to the EGT deviation indicator and a threshold at 90% fault detection probability is shown as an example. That means 90% of failures are detected by setting the threshold at this value. The fault detection probability is defined as follows.

\[
\text{Fault detection probability} = \frac{\text{detected failures}}{\text{Total failures}}
\]

(5.2)

With the same approach, the threshold for the starter health indicator is determined across the entire detecting range, shown in Fig. 5.2
Figure 5.1 PDF and CDF of failures with respect to the $EGT$ deviation indicator
Figure 5.2 PDF and CDF of failures with respect to the starter health indicator
By this stage, the thresholds for both individual indicators are defined. The typical implementation of individual indicators for diagnosis are shown in both Fig. 5.3. and Fig. 5.4.

![Diagram of EGT deviation indicator vs RUL](a)

![Diagram of EGT deviation indicator vs RUL](b)

**Figure 5.3** Implementation of the EGT deviation indicator for diagnosis
Figure 5.4  Implementation of the starter health indicator for diagnosis

The failure is declared when the indicator exceeds the threshold. The corresponding starting failure cycle is highlighted by vertical dash-dotted lines in cyan color. The approach provides significant information about the current health state and the expected
time of the failure. As a result, the necessary maintenance action can be anticipated to restore the starter functionality. The threshold at 90% fault detection probability in this section is provided as an example. The approach to determine the optimal threshold is detailed in Chapter 6.

5.2 Implementation of An Enhanced Joint Indicator for Diagnosis

Traditionally, the threshold is determined in one dimension for individual indicators [57], [58]. That can cause confusion in the decision making when working with multiple indicators, as any indicator may exceed its respective threshold at a different time. With multiple indicators, if a failure is declared only when all thresholds have been exceeded, many failures cannot be detected, and the reliability of the diagnostic system would decline. To address this problem, a novel approach is proposed in this work to aggregate the indicators for simultaneous diagnosis in a multi-dimensional feature space. The joint probability distribution is used to develop the joint indicator, where joint PDF and the corresponding joint CDF is adopted to generate thresholds in the two-dimensional space.

![Bivariate histogram for both indicators](image)

Figure 5.5 Bivariate histogram for both indicators
Figure 5.5 illustrates a bivariate histogram associated with the data from both the \( EGT \) deviation indicator and starter health indicator.

To construct a continuous bivariate distribution, bivariate KDE is utilized, where the joint PDF is defined as,

\[
\hat{f}(x; H) = \frac{1}{n} \sum_{i=1}^{n} KE_H(x - X_i),
\]

(5.3)

where, \( X_i \) is a random sample from a bivariate distribution, \( H \) is the bandwidth matrix that is defined as a symmetric positive definite matrix, and the kernel smoothing function \( KE(\cdot) \) used here is the standard bivariate normal density function.

\[
KE(x) = \frac{1}{2\pi} \exp\left(-\frac{1}{2}x^T x\right),
\]

(5.4)

With applying two-dimensional KDE, the continuous joint PDF of the joint indicator is obtained, as shown in Fig. 5.6. The probability distribution of the joint indicator is defined by the volume under the density function. Figure 5.6 also shows the contours of the joint PDF where the red circles present starter incidents.

Figure 5.7 illustrates the joint CDF and the corresponding contours for the joint indicator. The CDF contours are instrumental to define the threshold for the joint indicator at different fault detection probability, e.g., when the threshold is assigned at the curve with 0.1 value in the plot, 90% of failures can be detected. The thresholds assigned
in two-dimensional space apply both indicators values at the same time to diagnose the starter failures.

Figure 5.6 Joint PDF of the joint indicator
A typical implementation of the joint indicator is illustrated in Fig. 5.8. In the starter healthy condition, the indicator remains in the right bottom corner of the plot. With the
degradation of the starter, the indicator gradually moves to the left top corner. The more the indicator approaches to the threshold, the more the starter approaches to the end of its life. A failure is declared as the indicator passes through the threshold. The predominant performance of the enhanced joint indicator and the detailed comparison with the two individual indicators are presented in Chapter 6.

![Figure 5.8 Implementation of the joint indicator for diagnosis](image)

**5.3 Summary**

The implementation of individual indicators for diagnosis is firstly exhibited in this chapter. The threshold is defined in one dimension and the corresponding starting failure cycle is highlighted. To improve diagnostic performance, an enhanced joint indicator is developed based on the joint probability distribution of the two indicators and a non-
linear threshold is assigned for classification of the healthy and the faulty conditions. The enhanced joint indicator aggregates the two individual indicators for simultaneous diagnosis in a multi-dimensional feature space and enables multiple-feature diagnosis for the starter.
6 Chapter: Evaluation of Diagnostic Results for Indicators

6.1 Receiver Operating Characteristic Curves

A Receiver Operating Characteristic (ROC) curve is a graphical representation to visualize the diagnostic performance of indicators and facilitate comparison between distinct indicators. It provides important information, such as failure probability, diagnostic accuracy and the operating costs. These are all essential for the indicator evaluation and decision making based on the corresponding diagnostic performance. Due to its outstanding capability of evaluating the diagnostic performance of indicators, ROC curves are widely used in various industries [90]–[93]. The confusion matrix of ROC, presented in Table. 6.1, explains the definition of the commonly used terminology in ROC.

<table>
<thead>
<tr>
<th>Predicted condition</th>
<th>True condition</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive instances (PI)</td>
<td>True positive (TP)</td>
<td>False positive (FP)</td>
</tr>
<tr>
<td>Predicted negative</td>
<td>False negative (FN)</td>
<td>True negative (TN)</td>
</tr>
</tbody>
</table>

The ROC works for both continuous random variables and discrete random variables. It is generated by plotting the True Positive Rate (TPR) versus the False Positive Rate (FPR) with varying thresholds through the entire detecting range. TPR is defined as the ratio of true positive (TP) with respect to total positive instance (PI) whereas FPR is
defined as the ratio of false positive (FP) and total negative instances (NI). Thresholds in this study are determined at various fault detection probability settings, from 0% to 99%.

\[
TPR = TP / PI, \\
FPR = FP / NI. 
\]  
(6.1)

TPR is also known as sensitivity while FPR is also called as probability of false alarm [94]. The ROC compares the mentioned two ratios to evaluate the diagnostic performance of indicators. A good indicator presents high sensitivity while reducing the false alarm ratio.

Another diagnostic metric is the diagnostic accuracy (ACC) that is defined as

\[
ACC = \frac{TP + TN}{PI + NI} 
\]  
(6.2)

6.2 Optimal Threshold Determination

Conventional diagnostics approaches defined the threshold of the indicator at a fixed number of fault detection probability, like 95%. That is not usually the optimal threshold considering the specific case. One of the advantages to apply the ROC curve for evaluation is its capability to determine the optimal threshold for the indicator. With cost information, the ROC depicts the trade-off between the benefits and costs. The benefit means improving detection reliability and safety while the costs imply reducing operating expenses. A balance between the impacts of the two factors should be determined to
provide necessary guidance in the diagnostic decision making. The premise to use this tool is that the cost information should be available in advance.

### 6.3 Cost Considerations

The expected cost of indicators depends on the individual cost components associated with four detection results in Table 6.1 and the corresponding occurrence probability [64], [91].

\[
\text{Cost} = \frac{TP \times \text{Cost}(P|P) + FN \times \text{Cost}(N|P) + FP \times \text{Cost}(P|N) + TN \times \text{Cost}(N|N)}{P + N}, \tag{6.3}
\]

where \(\text{Cost}(N|P)\) represents the cost of misclassifying a positive instance as a negative condition, \(\text{Cost}(P|N)\) is the cost of misclassifying a negative instance as a positive condition, and \(\text{Cost}(P|P)\) and \(\text{Cost}(N|N)\) are defined in a similar way. Equation (6.3) can be seen as a straight line with FPR as the horizontal axis and TPR as the vertical axis, as shown by the red dashed line in Fig. 6.1. The slope of the straight line \(S\) is defined by,

\[
S = \frac{\text{Cost}(P|N) - \text{Cost}(N|N)}{\text{Cost}(N|P) - \text{Cost}(P|P)} \times \frac{N}{P}. \tag{6.4}
\]

This straight line moves from the upper left corner within the ROC plot, point [0,1] down to the right until it is tangential to the ROC curve. The point of tangency is the optimal operating point shown as the blue point in Fig. 6.1. This point presents the lowest expected cost with the given cost information. The threshold determined at this point is optimal with respect to the diagnostic performance and its corresponding expected cost.
6.4 **ROC Results and Analysis**

ROC curves of the three indicators are illustrated in Fig. 6.2. The left top corner, point [0,1] implies the best performance in the ROC plot. That means all positive conditions or failures are detected and no false alarms occur. The closer the curve approaches to this point, the better it demonstrates diagnostic performance. From around 0.4 in TPR, the joint indicator inclines more to the left top corner at various TPR levels comparing to the other two individual indicators. That means the joint indicator detects more failures at the same false alarm ratio, showing superior diagnostic performance. For example, at FPR=0.04, the joint indicator attains around 0.92 in TPR, whereas the two individual indicators barely reach 0.85 in TPR.

Figure 6.1 Optimal operating point within the ROC
6.5 Expected Cost Results and Analysis

Some costs such as built-in test and routine inspection incur regardless of the type of the indicators employed. Such costs are not included in the cost evaluation in this study. As expected, the correct detections do not lead to additional cost, therefore, $Cost(P|P)=0$ and $Cost(N|N)=0$ [91], [95].

When the health state of the starter is falsely detected as the faulty condition, the cost of installing a new starter is applied. Since the starter is a line replaceable unit (LRU), only a replacement operating is needed for the maintenance after the indication that will not delay the flight. The typical cost is $Cost(P|N)=2580$, based on the purchase order list. When a faulty starter is detected as healthy, the starter failure can not be predicted, and a thorough inspection is required to identify the failure component. That leads to potential delays and even a cancellation of the flight. According to the report ‘THE
CONNECTED AIRCRAFT: Improving Dispatch Reliability*, the average cost of a cancellation is $\text{Cost}(N|P)=15650 [96]$.

With above cost information, the slope of the straight line is obtained by Eq. (6.4) and the point of tangency between the straight line and ROC curves are determined, as shown in Fig. 6.2. The optimal operating point of the joint indicator is shown as the blue point in the plot. The optimal threshold under such cost consideration is also obtained, which incurs at 93% fault detection probability.

Confusion matrices at this optimal threshold are provided in Table. 6.2. to compare the detection performance of the three indicators.

<table>
<thead>
<tr>
<th>Table 6.2 Confusion matrices for the three indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td>True condition</td>
</tr>
<tr>
<td>The Joint Indicator</td>
</tr>
<tr>
<td>Failure</td>
</tr>
<tr>
<td>107</td>
</tr>
<tr>
<td>Health</td>
</tr>
<tr>
<td>Diagnostic performance</td>
</tr>
<tr>
<td>TPR=97.3%  FPR=4.5%  ACC=95.6%</td>
</tr>
<tr>
<td>TPR=94.5%  FPR=5.4%  ACC=94.6%</td>
</tr>
<tr>
<td>TPR=95.5%  FPR=5.2%  ACC=94.8%</td>
</tr>
<tr>
<td>Improvement comparing to individual indicators</td>
</tr>
<tr>
<td>TPR: 3.0%  FPR: -17%  ACC: 1%</td>
</tr>
<tr>
<td>TPR: 1.9%  FPR: -13%  ACC: 0.8%</td>
</tr>
</tbody>
</table>

The joint indicator misses 3 failures while 6 and 5 failures are missed by the starter health indicator and the $EGT$ deviation indicator respectively. The joint indicator detects the most of failures, i.e., having the highest TPR, while maintaining the lowest FPR. The joint indicator detects 3.0 % and 1.9 % more faulty cases comparing to the starter health
indicator and the $EGT$ deviation indicator respectively, and FPR declines 17% and 13% compared to the mentioned indicators respectively. Its corresponding diagnostic accuracy (ACC) is the highest among the three indicators that outperforms the individual indicators by 1% and 0.8% respectively. It is obvious that the joint indicator exhibits superior diagnostic performance at this optimal threshold.

Based on the same cost consideration, expected costs of the three indicators at various threshold settings are calculated and the region above 90% fault detection probability is shown in Fig. 6.3, which is of most interest in practice.

![Figure 6.3 Expected costs at various fault detection probability](image)

The joint indicator presents the lowest expected costs at its optimal threshold that incurs at 93% fault detection probability. The optimal thresholds for the starter health indicator and the $EGT$ deviation indicator incur at 94% and 96% respectively. At their
respective optimal thresholds, both indicators show the lowest expected cost during their entire detecting range. However, no matter what threshold is selected within the shown range, the joint indicator always exhibits the lowest expected cost among the three indicators.

For evaluating the cost of the three indicators, the numbers provided here are representative values extracted from “THE CONNECTED AIRCRAFT: Improving Dispatch Reliability” report [95]. In practice, the cost varies from application to application and from time to time. As a result more complex situations should be addressed. This requires extensive business information from the specific cases.

6.6 Summary

The diagnostic performance of the indicators is evaluated by using ROC and the optimal threshold is determined based on the trade-off between improving detection reliability and reducing operating costs. At the optimal threshold, the joint indicator detects 3.0 % and 1.9 % more faulty cases comparing to the starter health indicator and the $EGT$ deviation indicator respectively, whereas FPR declines 17% and 13% contrasting with individual indicators. And the diagnostic accuracy increases 1% and 0.8% separately. The joint indicator presents a predominant diagnostic capability at various thresholds and offers a significant improvement in overall maintenance costs.
7 Chapter: Conclusions and Future work

7.1 Contributions

The key contributions of the developed diagnostic techniques to the field of the expert knowledge are:

1. The physics-based model for the APU startup phase does not require component characteristics and uses a generic approach to establish mathematical models for the compressor and the turbine;

2. The physics-based model presents a deep physical understanding of the gas turbine compared to the existing data-driven and statistic methods, while it provides guidance for the input parameter selection of the neural network methodology;

3. Both physics-based and neural network models show clear symptoms for the starter degradation, which is necessary for the predictive maintenance;

4. Two physics-based indicators possess tangible physical meanings and perform diagnosis in real-time, without a need to the historical data from the measurements;

5. The starter health indicator is developed specifically for the starter faults rather than other components of the APU, which is the first indicator defined at the component level;

6. The enhanced joint indicator defines a nonlinear threshold in the two-dimensional feature space, which enables multiple-feature diagnosis;

7. All required data are readily available from the existing sensors on the aircraft and no additional sensors are needed for the proposed diagnostic approach.
7.2 Summary and Conclusions

An electric starter provides initial power to accelerate the APU during the startup phase. With the starter degradation, its output power declines, affecting the APU starting performance, and eventually resulting in a starting failure. This may lead to unexpected costs and increase the safety risk. Prior works mostly focus on presenting the degradation trend of the starter rather than quantitative health level of the system, which could not provide reliable information to support CBM. The theme of this thesis is to develop a physics-based diagnostic scheme to estimate the starter performance and diagnose its faults. In this study, a thermodynamic model associated with the transient operation of the APU during the starting period is established first. This model establishes the connection between APU measurement parameters and the starter performance. The performance estimation of the proposed physics-based model is compared with that of a neural-network-based data-driven model, which exhibits the strengths and weaknesses of both approaches. To quantitively monitor the health condition of the starter, two individual health indicators are derived from the physics-based model. Both indicators hold explicit physical meanings and are able to detect the failure in real-time without historical measurement data. To improve the diagnostic performance, an enhanced joint indicator is developed in the two-dimensional feature space that aggregates two indicators together to detect the failure simultaneously. ROC curves are introduced to evaluate the diagnostic performance of the three indicators and the optimal thresholds are determined based on the trade-off between the diagnostic reliability and the operating cost reduction. The enhanced joint indicator exhibits a superior diagnostic performance and offers a significant potential for overall maintenance costs reduction. The developed
physics-based performance estimation and fault diagnostics scheme for the starter of APUs enables CBM for the starter and consequently warrants the safe operation of the starting system of APU.

7.3 Recommendations for Future Work

To enhance the achievement, there are some techniques to be involved in the future research.

- The proposed physics-based model associated with the transient operation of the APU during the starting period will be employed to other gas turbines for diagnostics and prognostics.

- This physics-based model established here can predict the performance parameters of the gas turbine. Any component of the APU can be monitored based on the same approach only if their deterioration is reflected by performance parameters.

- With characteristic maps and information of a gas turbine, the predicted performance from the physics-based model will improve the modeling accuracy.

- A data-model fusion approach shall be employed to improve the results.

- Accurate business information on specific cases in the study shall provide substantial information to explore optimal thresholds.
Bibliography or References


[67] M. Pakmehr, N. Fitzgerald, E. Feron, J. Paduano, and A. Behbahani, “Physics-


