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Abstract

Design considerations for high speed clock and data recovery circuits are presented.
Linear and bang-bang clock recovery architectures are examined and it is shown that
the performance of the circuits is related to the performance of the flipflops used to
build them. The design of high speed. emitter-coupled logic flipflops is investigated
and two flipflops operating at speeds of up to 17GHz and 44GHz in simulation are
designed in an experimental SiGe process. The design of voltage-controlled ring oscil-
lators for use in clock recovery circuits is also investigated and an oscillator is designed
and fabricated in 2 0.18um CMOS process. The measured centre frequency of the

oscillator is 1.43GHz and the phase noise is -80.2dBc/Hz at a I MHz offset.
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Chapter 1

Introduction

The recent growth of the internet has been accompanied by a steady growth in demand
for bandwidth. Fibre-optic networks that support data rates of 10Gb/s have become the
norm for long-haul. backbone communication and 40Gb/s capable networks are set to
become the standard in the near future. For shorter distances, 2.5Gb/s networks are rap-
idly becoming ubiquitous. While optical fibre can support data rates in the THz range,
it is the electronic circuitry at the photon/electron boundary that limits the performance
of this channel of communication. To obtain the best performance at the highest
speeds. engineers design with relatively expensive technologies such as gallium arse-
nide or indium phosphide. However, 2.5Gb/s and 10Gb/s electronic components
intended for high-volume, low-cost systems become economically viable and more
profitable when implemented in silicon bipolar or CMOS technology. Such compo-
nents are now the subject of much research and some are already commercially availa-

ble.

The subject of this thesis is the design in silicon technology of clock and data recovery
(CDR) circuits for fibre-optic receivers. In implementing such circuits, engineers are
confronted with many decisions ranging from the choice of system architecture to the

size of transistors and resistors used to optimize performance. Because good CDR cir-
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cuit design requires knowledge that spans from the system level, through the compo-
nent level, and down to the device level, much of the information on the subject is
scattered in the literature. Research publications do not explain why and how most
design decisions are made or how to make the most appropriate decisions for future
designs. In this thesis, two different clock recovery architectures are explored and it is
shown that the performance of both circuits is related to the performance of the flip-
flops used to build them. As well, the design of voltage-controlled oscillators for use in
CDR circuits is examined and the main considerations are identified. As part of this
work, several circuits were designed and fabricated in two different silicon processes.
In an experimental very high speed silicon germanium (SiGe) process, flipflops suita-
ble for use in high speed CDR circuits were designed, simulated, and fabricated. In a
standard 0.18um CMOS process, a differential 2.5GHz voltage controlled oscillator

(VCO) was designed. fabricated, and measured.

1.1 Fibre-Optic Receiver

A block diagram of a fibre-optic receiver appears in Figure 1.1. The receiver consists
of a photodetector at the front-end, usually a p-i-n diode or an avalanche photodetector,
that converts the transmitted light signal into an electrical signal. The electrical signal
is amplified by a low-noise preamplifier and then by another amplifier with automatic
gain control (AGC). A clock and data recovery (CDR) circuit extracts timing informa-
tion from the input data and uses it to sample the data stream. Finally, a demultiplexer
converts the retimed serial data into parallel data at a lower rate where it can be digit-

ally processed by other circuitry.



Receiver

\F Preamp AGC CDR Demux

clk clk/n

FIGURE 1.1 Block diagram of a fibre-optic receiver.

1.2 Clock and Data Recovery

When information is transmitted over a fibre-optic network, there is no separate clock
or reference signal that is also transmitted. Instead, a clock recovery circuit must proc-
ess the input data stream and extract timing information in order to generate a clock

that is used to sample the data at the centre of the data pulse.

CDR circuits used in fibre-optic receivers can be broadly grouped into two categories:

open-loop filters and closed-loop synchronizers.

1.2.1 Open-Loop Filters

Clock recovery using the open-loop filter method is illustrated in Figure 1.2, where the
timing clock is directly extracted from the received signal. As will be seen in Chapter
2, data is transmitted over fibre-optic networks in nonreturn-to-zero (NRZ) format
which contains a null frequency component at the bit rate. However, timing informa-
tion can be extracted from the data by using a nonlinear edge detecting circuit. The
extracted signal is then filtered by a high Q surface-acoustic-wave (SAW) filter or a
phase-locked loop (PLL) and the filtered clock is used to sample the received data
stream. The filter used must be highly selective in order to minimize the phase jitter of
the clock signal. A phase shift block at the output of the filter allows for manual iuning

to centre the clock edge in the bit interval.



The advantage of the open-loop technique is that it is not subject to instability or non-
linear problems like frequency acquisition and cycle slipping. The disadvantage is that
the one-time adjustment of the phase shift block will not track phase offsets due to tem-
perature variations and component aging. Furthermore, when a SAW filter is used. it
cannot be integrated with the rest of the receiver, which results in a more expensive and

less reliable system [1].

Decision

Data In > ——ep Data Out

g X
s —E— - clock

Phase Shi
SAW Filter | nase Shift

FIGURE 1.2 Clock and data recovery using an open-loop filter.

1.2.2 Closed-Loop Synchronizers

Closed-loop synchronizers are more complex than open-loop filters but they offer sev-
eral advantages that make up for the added complexity. A block diagram of a closed-
loop synchronizer appears in Figure 1.3. As with the open-loop method. a timing signal
at the bit rate is extracted from the data by a nonlinear edge detector. A phase detector
then compares the timing signal’s phase with the phase of the voltage-controlled oscil-
lator (VCO) output and generates an error signal that drives the VCO to oscillate at the
bit rate. Feedback from the decision circuit is used to align the recovered clock and the
data to minimize the bit error rate. In practice. the decision circuit. edge detector, and
phase detector are often implemented in one block. Examples will be discussed in

Chapter 3.
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FIGURE 1.3 Clock and data recovery using a closed-loop synchronizer.

Closed-loop synchronizers do not require components that are difficult to integrate so
they can be used in fully integrated receivers. Furthermore, they have the advantageous
property of being able to continually compensate for changes in the environment and
input bit rate. Their disadvantage is that they are more difficult to design than open-
loop filters as designers have to contend with issues like cycle slipping and frequency

acquisition.

1.3 Thesis Qutline

In this chapter. two types of clock and data recovery circuits were discussed, namely
open-loop filters and closed-loop synchronizers. The remainder of this thesis deals
only with closed-loop synchronizers since almost all modern CDR circuits are of this
type. PLLs form the basis of most closed-loop synchronizer CDR circuits and they are

discussed extensively throughout the thesis.

In Chapter 2. the properties of PLLs and the design constraints imposed by their appli-
cation to clock and data recovery are considered. Jitter transfer and jitter generation are
examined carefully as output clock jitter is one of the most important specifications
given for CDR circuits. The format and properties of transmitted data are also exam-

ined and their effect on the design of CDR circuits is discussed.

Examples of linear and bang-bang PLL-based CDR circuits are examined in Chapter 3.

The advantages and disadvantages of each architecture are considered with a detailed



examination of Hogge and Alexander phase detectors. The performance of both phase
detectors is shown to depend very strongly on the speed of the flipflops and logic gates

used to build them.

In Chapter 4, the design of very high speed flipflops in silicon bipolar technology is
investigated. Guidelines are given based on the results drawn from circuits that were

designed and fabricated in a high speed SiGe process.

In Chapter 5, the main performance criteria affecting the design of VCOs for clock
recovery circuits are discussed. A general explanation of ring oscillators is given fol-

lowed by a discussion of phase noise as it affects the oscillator in a CDR circuit.

The design and implementation of a CMOS VCO for operation at 2.5GHz is the sub-
Ject of Chapter 6. An explanation of the VCO is presented and details of the design are

followed by simulated and measured results.

Conclusions and suggestions for future work appear in Chapter 7.



Chapter 2

Clock Recovery Circuits

Data is transmitted over fibre-optic networks in non-return-to-zero (NRZ) format with-
out a reference clock signal. At the receiving end, a clock and data recovery (CDR) cir-
cuit must generate the clock from the input data stream and then use that clock to

correctly sample the data.

In most modern receivers, a phase-locked loop (PLL) based circuit is used to perform
clock and data recovery. Such circuits have the advantageous property of being able to
dynamically compensate for changes in the environment and input bit rate. Further-
more. PLLs are highly amenable to monolithic implementation as they do not require
components which are difficult to integrate. A fully integrated clock and data recovery
circuit. which may be part of a fully integrated receiver, is less costly and more reliable
than a solution comprised of discrete components. This is particularly important at high
frequencies where the package for each component must be separately and carefully
designed often at an excessive cost and involving a lot of work. As well. a fully inte-
grated implementation invariably consumes less power than a discrete solution as it

reduces the number of large buffers needed to drive signals off-chip.

In the first part of this chapter. jitter and phase noise will be defined and discussed in

relation to CDR systems. Next. the properties of NRZ data will be reviewed and con-

7



sideration will be given to their effect on the design of clock recovery circuits. The
remainder of the chapter is devoted to a discussion of PLLs, paying particular attention

to the constraints imposed by the application to clock and data recovery.

2.1 Jitter and Phase Noise

The term jitter is used to describe the time-varying offsets in the phase of the output
clock measured with respect to a specified reference signal. Ideally, the clock generated
by the CDR circuit should sample the incoming data exactly in the centre of the data
pulse. In reality. various noise sources including thermal noise and supply and substrate
noise, as well as jitter that is already present in the incoming data cause the recovered
clock to wiggle about its ideal phase. Too much wiggling degrades the receiver’s bit
error rate so minimizing jitter is one of the most important specifications given for

CDR circuits.

Output jitter can be measured in a number of ways depending on which signal is taken
as the reference. Absolute jitter is measured with respect to a periodic signal having the
same average frequency as the output signal. Input-to-output jitter, also called tracking
Jitter. is measured. as the name implies, with respect to the input signal. Finally, cycle-
to-cycle jitter is measured from one output clock period to the next output clock period.

Jitter measurements are often reported as RMS or peak-to-peak values.

Jiter ransfer and jitter generation are frequently given as specifications in the design
of CDR circuits. Jitter transfer is defined as the ratio of output jitter to input sine wave
Jitter. As will be seen later. some PLLs exhibit jitter peaking and can amplify input jit-
ter at frequencies near the loop bandwidth. Clearly this is to be avoided as it is detri-
mental to CDR system performance. Jitter generation refers to jitter that is contributed
by the CDR circuit itself. It is measured on the recovered clock with jitter-free data

applied to the input.

Jitter is measured in the time domain. Its frequency domain equivalent is called phase
noise and appears in the frequency spectrum as skirts around the output signal tone.

This is shown in Figure 2.1. Phase noise is expressed in terms of dBc/Hz at a specified



frequency offset from the recovered clock frequency. To measure phase noise, the total
noise power in a unit bandwidth at the offset frequency is calculated and divided by the

signal power at the clock frequency.

'}
> >
fe f fe f
Spectrum without phase noise Spectrum with phase noise

FIGURE 2.1 Phase noise appears as skirts in the frequency spectrum.

There are several sources of noise that can cause jitter in a CDR system. Thermal noise
generated by the devices used in the PLL can be significant at low bias currents. Sup-
ply and substrate noise generated by on-chip sources external to the PLL. including
chip output drivers and digital blocks, can cause frequency and phase shifts in the
recovered clock. These shifts can endure for several cycles until the noise subsides or
the PLL can correct for the error. Furthermore. supply noise can modulate the source or
drain voltages of switching devices, affecting threshold voltages and diffusion capaci-
tances. Substrate noise can couple into PLL components by modulating device thresh-

old voltages.

Off-chip filters can be used to filter out most off-chip noise but they do little to attenu-
ate on-chip noise. On-chip filters can be effective but they are not very good at filtering
low frequency noise since capacitors usually cannot be made large enough on-chip to
give a useful bandwidth. To be effective in reducing jitter in PLLs, the filter cut-off fre-
quency must be below the loop bandwidth because noise that is outside the loop band-
width is filtered out by the loop itself. In addition to filtering, separate supply pins

should be used for the PLL whenever possible to isolate its power supply. Though this
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is an effective technique. isolated supplies still experience noise from coupling to other
supplies through off-chip paths and coupling to the substrate through well contacts and
diffusion capacitances [3]. Ultimately, a combination of techniques is necessary to

minimize the output jitter in CDR systems.

2.2 NRZ Data

Nonreturn-to-zero or NRZ refers to a format where the data signal does not return to
zero between adjacent pulses representing ones. This is in contrast to the return-to-zero
or RZ format where the data signal always returns to zero between adjacent pulses. As
an example, consider the data sequence 1. 1,0, 1.0, 0, 1, 1 shown in Figure 2.2 in the
NRZ and RZ formats. Each bit has a duration T, called the bit period and is equally

likely to be zero or one. The reciprocal of the bit period, r, = 1/T,, measured in bits/s,

1s called the bit rate.

..| T, |'_ (a)

%ﬂ I I

(b)

FIGURE 2.2 (a) NRZ data (b) RZ data

Since NRZ data contains less transitions than RZ data when representing the same bit
pattern, it consumes less bandwidth and is the preferred format for transmission over
fibre-optic channels. Unfortunately, NRZ data has two properties that complicate the

task of clock recovery. First. the data may consist of long strings of consecutive ones or



zeros. During these periods, in the absence of data transitions, the CDR circuit must
‘remember’ the bit rate and continue to produce an accurate clock signal with negligi-
ble frequency drift [2]. This can be accomplished with proper design of the CDR cir-

cuit and will be considered later in this chapter.

Second. the spectrum of NRZ data does not contain a component at the bit rate or at
frequencies that are integer multiples of the bit rate. This can be seen by examining the

power spectral density function of NRZ data which is given by [2].

sin(w7,/2) -'

P() = T,[— b= T e

The function is plotted in Figure 2.3 and has a value of O for ® = 2mn/T, where mis

any integer.

P(w)

2= = il ©
Ty Ty Ty

FIGURE 2.3 Spectrum of NRZ data.

Without a spectral component at the bit rate. a clock recovery circuit may lock to spuri-
ous signals or not lock at all. Therefore, it is necessary to generate a tone at the bit rate
using a nonlinear operation such as edge detection. Any linear operation on the data
will always contain a null at the bit rate and is ineffective in generating the required

spectral component.
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As illustrated in Figure 2.4, edge detection generates a pulse whenever there is a data
transition from zero to one or from one to zero. The resulting signal contains twice as
many transitions as the original NRZ data and consequently a frequency component at
the bit rate. It should be noted that timing information is only contained in the transi-
tions between adjacent., non-identical bits. A constant stream of ones. for example, will

contain no discernible timing information.

NRZ DATA

EDGE DETECTED DATA

I

FIGURE 2.4 Edge detection of NRZ data.

o

There are a number of circuits that can be used for edge detection. These include an
XOR gate with a delayed input or a differentiator followed by a squaring circuit, as
shown in Figure 2.5 [2]. However. for many PLL-based CDR circuits, edge detection
of the input data is performed directly by a phase detector which is a component of the

PLL.
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FIGURE 2.5 Two circuits that can be used for edge detection: (a) an XOR gate with a delayed input
and (b) a differentiator followed by a squaring circuit.

The rest of this chapter will focus on the design of PLLs for clock and data recovery.
As shown above. clock recovery from NRZ data demands that some sort of edge detec-
tion be performed on the data to allow the PLL to lock to the bit rate. Furthermore. the
PLL must be able to contend with the absence of transitions in the input data and still
produce a steady and accurate clock signal. With this in mind. we can proceed to a

more detailed discussion of clock recovery PLLs.

23 PLL

2.3.1 PLL Overview

A basic PLL is shown in Figure 2.6. It is a feedback system consisting of a phase detec-

tor (PD). charge pump. low pass filter (LPF). and voltage-controlled oscillator (VCO).

U
0 i — —p o
Phase b Charge Low Pass o] vCo 0,

r Detector | Pump Filter

FIGURE 2.6 A basic charge pump PLL.
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The phase detector compares the PLL input signal with a feedback signal from the
VCO and produces an UP or DOWN pulse that represents the direction of the phase
error between the two signals. If the input signal edge arrives before the VCO edge, the
phase detector generates an UP pulse to increase the VCO frequency and make the
VCO edge arrive sooner on the next cycle. If the input signal edge arrives after the
VCO edge. a DOWN pulse causes the VCO frequency to decrease delaying the arrival
of the next VCO edge. Ultimately, the two edges become aligned. In some phase detec-
tor implementations. the length of the pulses varies to represent the magnitude of the
phase error with larger errors generating longer puises. The pulses control a charge
pump consisting of two switched current sources to sink or source current, as shown in
Figure 2.7. The charge pump drives the loop filter which integrates the current and pro-
duces the VCO control signal. The effect of the control signal is to cause the VCO out-

put to track the input signal eventually locking in phase.

0 Phase \

7
Detector control

1

FIGURE 2.7 Phase detector. charge pump. and low pass filter.

The loop is considered locked when the phase difference between the input and output
signals is constant with time, a consequence of which is that the input and output fre-
quencies are equal. When the loop is locked. the phase detector either asserts both the
UP and DOWN signals simultaneously or it asserts neither signal, depending on the

implementation. Furthermore, for clock recovery circuits, phase detectors are designed
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such that when there are no transitions in the input data, for example during a sequence
of input ones or zeroes, neither an UP or DOWN pulse is asserted or both pulses are

asserted simultaneously, as in the locked condition.

PLLs can be realized without a charge pump and they often are in discrete implementa-
tions. However, for integrated circuit PLLs, charge pumps are used widely because
they offer the advantage that the phase difference between the input and output signals
is theoretically zero when the loop is locked. This is not so when the charge pump is

omitted. In that case. the static phase difference, ®,. depends on the loop gain, K, and
on the frequency offset. Aw. between the input signal and the VCO centre frequency, so

that [2]

_ o

The centre frequency of some integrated oscillators can vary by a factor of two at the
extremes of process and temperature [4]. Furthermore, for high frequency operation, it
1s usually impossible to use active filters to achieve high gain. These filters require
opamps or transconductors that introduce additional parasitic poles to the system
adversely affecting performance and making it very difficult or impossible to stabilize
the loop. For this reason. passive filters are preferred over active filters for use in high
frequency clock recovery circuits. The result is a low overall loop gain and, if the
charge pump is absent, a large static phase offset when the loop is locked. A large static
phase offset. particularly one that is highly sensitive to the value of the input frequency
and the VCO centre frequency. is very undesirable since it increases the jitter of the
output signal [5]. For integrated clock recovery circuits. charge pump PLLs invariably
offer better performance than those that do not include a charge pump so the remainder

of this chapter will deal only with charge pump PLLs.

It is now instructive to examine loop operation in more detail. Consider the PLL of
Figure 2.6 in an unlocked state with a VCO frequency that is close to but a little higher
than the input frequency. Since the PLL is not locked and the first feedback edge

arrives before the first corresponding input edge, the phase detector generates a



DOWN pulse that causes the VCO frequency to be reduced. If there is no input signal
transition during the cycle. neither an UP or DOWN pulse is produced and the charge
on the loop filter capacitor does not change. The filter component values must be prop-
erly chosen and the circuit must be carefully layed out to minimize current leakage dur-
ing long periods without transitions. Any leakage reduces the VCO control voltage

causing the output frequency to drift.

After several cycles. the phase error is reduced to zero but the VCO frequency is now
lower than the input frequency. The feedback edges arrive later than the corresponding
input edges so the loop begins to increase the VCO frequency above the input fre-
quency to reduce the phase error. When the phase error is again zero, the VCO fre-
quency is now higher than the input frequency. If a capacitor alone is used as the loop
filter. this oscillating behaviour can continue indefinitely. However. the addition of a
resistor in series with the capacitor dampens phase and frequency overshooting eventu-
ally leading to a stable locked state. The resistor converts the charge pump current into
an extra control voltage that is added to the control voltage already integrated on the
loop filter capacitor. The resistance value determines the amount of damping and as the
resistance increases. the oscillations decay to zero at an increasing rate. For some resis-
tor value. the loop becomes critically damped and the oscillations disappear as the
phase error approaches zero without overshooting. If the resistance is increased further.
the loop becomes overdamped and the phase error approaches zero rapidly but then

slows down and takes a long time to reach zero.

While many feedback systems are designed to be critically damped to achieve the fast-
est settling response. this is usually not the case for clock recovery PLLs. Other con-
straints require that the PLL be overdamped and this issue will be revisited later in the

chapter.

The different types of damping behaviour can be quantified by deriving the frequency
response of the PLL. However. things are complicated by the fact that the switching
operation of the charge pump makes the loop a discrete-time system mandating a non-

linear. discrete state-variable analysis [6]. Fortunately. a linear, continuous-time
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approximation can be used if only small phase excursions are assumed under locked
conditions and if the loop bandwidth is a decade or more below the input frequency. A
well designed loop will track the input signal with little deviation when it is locked and
clock recovery PLLs are often designed with a narrow loop bandwidth so that phase
error due to external noise will be small. Therefore both assumptions are reasonable for
the application considered here. It should be noted that using a continuous-time
approximation essentially ignores the detailed behaviour of the loop within a single
cycle and examines the average behaviour over many cycles. In some cases though, per

cycle behaviour can be important even for narrow bandwidths [6].

2.3.2 Frequency Response

The charge pump PLL with an RC filter has a second-order closed-loop response. The
first pole is contributed by the loop filter which integrates the charge representing the
phase error while the second pole is due to the VCO which integrates the output fre-
quency forming the output phase. The transfer function shows the relationship between
the input and output phases, in contrast to familiar feedback circuits where voltages or
currents are usually considered. Expressed in a form commonly used in control theory,

the transfer function is given by [2] [6],

,
0 _(s) 200,5+0°
H(s)= 22— = ———1 (2.3)
6:(s) sT+2Z0,5+ 0]
= n
where,
o = [fveo dl, o
" 2nC

r =R, - RC Kvco-d-l, @.5)
i 2 2 2nC

Kvco is the VCO gain in rad/sec/v. I, is the charge pump current, w,, is the natural fre-

quency of the system and Z is the damping factor. Additionally, the transition density,
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denoted d, represents the probability of occurrence of a transition in the input data
stream. It must be factored into the equation to avoid imposing an erroneously large
error current upon the PLL. For a continuously alternating input pattern, exactly the
same as the clock,  adopts its maximum value of 1 [6]. However, for a pseudorandom

NRZ bitstream, the value of d is 0.5 since the bitstream has half as many transitions as

the clock.

Figure 2.8 shows the closed-loop frequency response of Equation 2.3 plotted for differ-

ent values of £ and for frequencies normalized to ®,. The plot shows that the PLL
transfer function is that of a low pass filter. Input phase noise at frequencies below ©,

is unattenuated whereas input phase noise at frequencies above o, is filtered with a

slope of -20dB/decade.
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FIGURE 2.8 PLL closed-loop frequency response.
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The plot also shows phase noise amplification or ‘peaking’ at frequencies near ®,,. This
can have a deleterious effect on the PLL's output jitter. The problem is further com-
pounded when data is transmitted through a chain of regenerative repeaters as the tim-
ing jitter of the recovered clock increases exponentially. It is important to note that

there is a small amount of phase noise amplification at frequencies around o, for all

values of £ but the effect is most pronounced for values of £ less than 0.7 [5]. There-
fore. in order to control jitter accumulation. damping factors with a value between 4
and 6 usually are used in clock recovery PLLs [5] [7]. With a large value of £, the
transfer function approaches that of a single pole low pass filter with a 3dB bandwidth

given by [8]
m’l
Fi4p = C.';‘ 2.6)

2.3.3 Jitter Generation

Having examined the jitter transfer function, we now consider jitter generation within
the loop itself. As was mentioned previously, charge pump PLLs have a static phase
error that is theoretically zero when the loop is locked. However, non-idealities includ-
ing mismatches and offset currents in the charge pump result in a non-zero static phase
error and lead to additional output jitter. Shunt loading of the loop filter. represented by

the resistor R; in the following equation. causes a static phase error that is given by [6]

2TAG

6, = ————rna
: KVCOIpr

d. 2.7

By making the shunt load impedance large. its effect on the static phase error can be
minimized. Shunt loading of the filter usually comes from the input impedance of the
VCO control terminal or from the current switches in the charge pump. Both these load
impedances can be made extremely large. particularly if the circuit is fabricated in a

CMOS process and the filter is loaded by CMOS gates.

Another contributor to static phase error is leakage current. The phase error resulting

from a bias current /, continuously injected into the filter node can be calculated as [6]
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Any mismatch between the current source and current sink in the charge pump causes
the VCO control voltage to vary even if the input phase difference is zero. Thus the
PLL locks with a finite static phase error in order to cancel the net charge deposited by
the charge pump on the filter capacitor. Equation 2.8 indicates that the proportion of
leakage current to charge pump current must be minimized to keep the static phase

error close to zero.

Voltage ripple at the VCO control input is an effect that may contribute substantially to
the output jitter. To suppress voltage ripple, a second capacitor can be connected from
the output of the charge pump to ground, in parallel with the RC filter. As a rule of
thumb, the second capacitor should be one tenth the size of the first capacitor [9]. The
transfer function becomes third order with the introduction of a real pole at frequencies
considerably higher than the resonant frequency of the loop. The third order system can
be approximated by a second order system as the loop dynamics remain almost the
same except for a slight decrease in the damping. Nevertheless, the PLL needs to be
carefully simulated to ensure that the loop is still stable and that performance is not
degraded by the addition of the new capacitor [9]. Finally, it should be noted that using

a fully differential charge pump greatly reduces the magnitude of the voltage ripple [2].

2.3.4 Data-Dependent Jitter

As discussed earlier. the input data to a CDR circuit may consist of long strings of con-
secutive ones or zeros. During these periods, in the absence of data transitions, the
CDR circuit must continue to produce an accurate clock signal with negligible fre-
quency drift. Thus it is useful for the designer to be able to calculate the data-dependent
Jitter so that circuit parameters can be chosen to meet the necessary jitter requirements.

The data-dependent jitter, AT,,. due to mismatches and offset currents in the charge

pump is given by [8]
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with the units for the calculated jitter in picoseconds when F ;4 is given in MHz. 9, is
the relative current offset at the charge pump output, N is the number of consecutive
zeros or ones in the data, and d,,;, is the minimum expected transition density.
Equation 2.9 indicates that as Fj4, increases, the data-dependent jitter increases
because the loop attenuates less of the input phase noise. The jitter also increases with
the relative current offset at the charge pump output but decreases when there are more

data transitions since more timing information becomes available.

The peak-to-peak jitter. AT ;

ripple~ arising from the voltage ripple on the VCO control

line can be expressed as [8]

0.0l'Kh 'TE'F3dB
ATripple = ;p

(2.10)

min
with the units for the caiculated jitter in picoseconds when F 3, is given in MHz. Khop

is the attenuation due to higher order poles in the PLL filter and can include the shunt

capacitor used to suppress ripple as discussed previously.

2.4 Discussion

In this chapter. the design of PLLs for clock recovery applications was examined. It
was seen that minimizing jitter in the recovered clock is one of the main requirements

for PLLs used in CDR systems.

To ensure that the static phase error in the recovered clock is zero, for optimum sam-
pling of the input data. a charge pump PLL is preferred over a PLL that omits the
charge pump. The charge pump should have a tristate output and minimal offset current
so that the recovered clock frequency does not stray during long periods without an

input data transition.

The jitter transfer function of the PLL showed that the loop exhibits jitter peaking

which can amplify input jitter at frequencies around the loop bandwidth. Thus, a judi-



cious choice of loop parameters, which usually includes a large damping constant, is

necessary to meet stringent jitter requirements.

The PLLs described by the equations in this chapter have a VCO control voltage that is
proportional to the phase error. From Equation 2.10, it can be seen that the ripple on the
control voltage depends on the input data transition density. For high operating fre-
quencies, the analog control signals may not have time to settle during the bit period
introducing high nonlinearity into the loop. Alternate clock recovery schemes based on
sampling techniques result in uniform digital control pulses and are well suited to sup-
port high data rates. Digital control pulses are not proportional to the amount of phase
error and result in so-called bang-bang operation in the locked state. With proper
design, the increased jitter arising from bang-bang operation can be made smaller than
the jitter introduced by data-dependent and nonlinear analog pulses at high frequencies.
In the next chapter, practical implementations of linear PLL-based CDRs and bang-
bang PLL-based CDRs will be examined. The main issues affecting the design of lin-
ear and bang-bang phase detectors for high speed operation will be identified and dis-

cussed.



Chapter 3

High Speed Clock
Recovery Architectures

In this chapter. two specific architectures. namely linear PLL-based CDRs employing a
Hogge phase detector and bang-bang PLL-based CDRs employing an Alexander phase
detector will be examined. The two architectures are similar and differ mainly in the
type of phase detector they employ. Linear-type PLLs use a phase detector that pro-
duces a continuous phase error measurement whereas bang-bang PLLs incorporate a
phase detector that quantizes the error. This difference has a large impact on the
dynamics of the loop and each implementation has certain advantages and disadvan-

tages when compared to the other.

[t will be seen that the critical component in the design of both the Hogge and Alexan-
der phase detectors is the flipflop. In the next chapter. the design of emitter-coupled
logic (ECL) flipflops in high speed SiGe bipolar technology will be investigated and

some design guidelines will be given.

3.1 Phase Detectors for Clock Recovery Circuits

A key requirement of phase detectors used in clock recovery PLLs is that they cor-
rectly process input data that is missing transitions. In the absence of transitions, a con-

ventional phase detector will interpret the VCO frequency as being higher than the
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input frequency and drive the control voltage to correct the perceived error. For clock
recovery applications. the phase detector must not generate an error signal when there
is no transiuon in the input data. The Hogge and Alexander phase detectors both meet
this requirement and neither circuit requires a separate edge detector at the input as
they both inherently perform this function. Furthermore, for both phase detectors, the
decision circuit is an integral component of the architecture and the recovered clock is

automatically aligned to the centre of the bit interval.

To ensure good pull-in performance and lock acquisition, both Hogge and Alexander
clock recovery PLLs require some type of frequency acquisition aid. A PLL-based
clock recovery circuit is only capable of pulling-in a frequency error of the same order
as the closed-loop bandwidth. which is typically a factor of 1000 less than the bit-rate.
Therefore, without frequency acquisition aids, the VCO centre frequency has to be sta-
ble to within 0.1% over all processing and temperature variations, which is quite a

stringent requirement [1].

3.2 Clock and Data Recovery Circuit with Linear-Type PLL

A CDR PLL circuit with a linear phase detector usually includes a frequency detector.
as shown in the block diagram of Figure 3.1. The arrangement consists of two loops,

one for frequency alignment and the other for phase alignment.

< Data Out
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FIGURE 3.1 Linear PLL-based CDR incorporating a frequency detection loop.






