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Abstract

In-service damage to compressor or turbine blades is a common cause of performance deterioration in gas-turbines. One type of damage is blade surface roughening due to fouling, erosion, or corrosion. The present research examines the effect of surface roughening on the aerodynamics of turbine blades. A combination of experimental measurements and computations were used during the investigation.

Experimental measurements were conducted using a low-speed, large-scale cascade. Computations were made using a viscous/inviscid interaction approach. Experimental and predicted static pressure distributions, profile loss and flow deflection results were compared for design and off-design conditions with various configurations of surface roughness. Randomly distributed sand grains adhered to the surface of the blades were used to simulate surface roughening. The roughness height, the width of the roughness band, and the location of the band were varied.

The surface roughness significantly increased profile losses when present on the suction surface especially near the leading edge. It has only minor effects when present on the pressure surface and has little effect on flow turning in either case. The computational method gives good predictions of the effects of roughness on the pressure distribution, profile losses and flow turning.
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Nomenclature

English Symbols

$A_{F}$ = total average frontal area of particles  
$A_{T}$ = total area  
$c$ = blade chord length  
$c_{t}$ = skin friction coefficient  
$c_{x}$ = blade axial chord length

$C_{p} = \frac{P_{i} - P_{1}}{\frac{1}{2} \rho V_{1}^2}$ = static pressure coefficient referenced to cascade inlet

$C_{p_{	ext{ref}}} = \frac{P_{i} - P_{\text{ref}}}{\frac{1}{2} \rho V_{\text{ref}}^2}$ = static pressure coefficient referenced far upstream

$C_{p_{0}} = \frac{P_{01} - P_{0\text{ref}}}{\frac{1}{2} \rho V_{\text{ref}}^2}$ = total-pressure-loss coefficient

$h$ = blade span  
$H = \frac{\delta^{*}}{\theta}$ = boundary layer shape factor  
$i$ = $\alpha_{1} - \beta_{1}$ = incidence angle  
$k$ = nominal grain size  
$m$ = mass flow rate  
$M$ = Mach number  
$N$ = number of junction points  
$P$ = static pressure
$P_s$ = blade surface pressure

$q = \frac{1}{2} \rho V^2$ = dynamic pressure

$Q$ = point source strength

$Re = \frac{\rho V_{mf} c}{\mu}$ = Reynolds number based on blade chord

$s$ = streamwise coordinate

$S$ = blade spacing

$t$ = trailing edge thickness

$U_E$ = local inviscid velocity

$V$ = resultant velocity

$We$ = leading-edge wedge angle

$x, y$ = coordinates in axial and tangential direction

$Y_m$ = total-pressure-loss coefficient (profile)

**Greek Symbols**

$\alpha$ = flow angle

$\beta$ = blade metal angle

$\gamma$ = blade stagger angle

$\gamma_N$ = vorticity

$\Delta$ = change

$\Delta\phi^2 = 1 - \frac{V^2}{V_{2sen}^2}$ = kinetic-energy-loss coefficient

$\delta = \alpha_2 - \beta_2$ = flow deviation angle
\[ \delta^* \quad = \quad \text{boundary layer displacement thickness} \]
\[ \eta \quad = \quad \text{efficiency} \]
\[ \theta \quad = \quad \text{boundary layer momentum thickness} \]

\[ \lambda \quad = \quad \frac{A_T}{A_f} \quad = \quad \text{spacing parameter} \]

\[ \mu \quad = \quad \text{dynamic viscosity} \]
\[ \nu \quad = \quad \text{kinematic viscosity} \]
\[ \rho \quad = \quad \text{density} \]
\[ \sigma \quad = \quad \text{blade passage throat opening} \]

**Subscripts**

- des: design incidence
- far: far downstream of the cascade
- isen: isentropic
- le: leading edge
- m: mixed-out losses
- meas: measured
- o: stagnation (total) quantity
- PS: pressure surface
- ref: reference plane
- SS: suction surface
- te: trailing edge
- wake: in the blade wake
- 1,2: cascade inlet and outlet
Abbreviations

AVR = axial velocity ratio
CCD = charged coupled device
CC2 = Carleton Cascade Two
CC3 = Carleton Cascade Three
EHM = engine health monitoring
HPFTP = high pressure fuel turbopump
LE = leading edge of roughness band
NBLS = number of blades
PS = blade pressure surface
RMS = root mean square
SS = blade suction surface
SSME = space shuttle main engine
Trans = onset of transition point
Chapter 1

INTRODUCTION

In-service damage to compressor or turbine blades is a common cause of performance deterioration in gas-turbines. Engine Health Monitoring (EHM) systems are routinely used by civilian and military gas-turbine operators to detect gradual or abrupt engine deterioration (e.g., Cue and Muir (1991)). Three of the most common forms of blade damage include, blade surface roughening due to fouling, erosion or corrosion; blade tip damage; and leading or trailing edge damage due to foreign-object ingestion or thermal effects. Current EHM systems cannot distinguish between these types of damage, they can only detect the presence of damage, and sometimes even the general area in the engine where the problem exists. Development of an EHM system that can distinguish the different forms of damage is the goal of future EHM systems.

In order to distinguish between the different forms of damage one must understand the effects each form of damage has on the blade aerodynamics. The present study examines the effect of surface roughening on the aerodynamics of turbine blades. Randomly distributed sand grains adhered to the surface of the blades were used to simulate surface roughening. The roughness height, the width of the roughness band, and the location of the band were varied. A combination of experimental measurements and computations were used during the investigation. The experimental part of the present study is largely an extension of earlier measurements made by Abbott (1993). Abbott (1993) compiled a database of profile loss and flow turning information, for randomly distributed roughness applied to the suction surface of cascade turbine blades. The present study expands on this database by examining the effects of both pressure- and
suction-surface roughness on the losses, flow turning, midspan pressure distribution and the onset of boundary layer transition.

An extensive review of the rough surface flow literature was completed by Abbott (1994). A review of the more recent literature is given in Chapter 2. As well, Chapter 2 contains some brief material on the losses developed in turbines and the cascade terminology used in the present study.

Experimental measurements were conducted on a low-speed, large-scale cascade. In a number of respects, the flow conditions in the test section are idealized compared to the actual machine. That is, all measurements were made under essentially incompressible conditions and with low levels of turbulence intensity. A description of the experimental apparatus and measurement procedures are presented in Chapter 3.

The experimental cascade was modelled computationally using a viscous/inviscid interaction approach. The objective was to investigate the ability of the computational method to predict the measured results. An outline of the computational method is presented in Chapter 4, along with the computational procedures and practices used in the present study.

The experimental results are presented in the first section of Chapter 5, the computational results are presented and compared to the experimental results in the later portion of Chapter 5. Conclusions and recommendations for future work are presented in Chapter 6.
Chapter 2

LITERATURE REVIEW

The efficiency and operational behaviour of a turbomachine are influenced in great measure by the surface quality of the blading. Blade surface roughening due to fouling, erosion, or corrosion can influence the blade's flow turning ability and losses.

Early research on the effects of surface roughness was conducted using pipe flow and flat plates, only later was research conducted using cascade blades and actual turbines. An extensive review of the rough surface flow literature was completed by Abbott (1993). The following is essentially a summary of that earlier work with emphasis focused on the more recent literature.

2.1 Cascade Terminology

Figure 2.1 illustrates the notation commonly used for cascade geometry. The inlet and exit metal angles of the blade are \( \beta_1 \) and \( \beta_2 \). The difference between the inlet design flow angle, \( \alpha_{i\text{des}} \), and the inlet metal angle is often referred to as design incidence, \( i_{\text{des}} \). The off-design incidence, \( i \), is generally defined as the difference between the inlet flow angle, \( \alpha_1 \), and the inlet design flow angle. The flow deviation angle, \( \delta \), is the difference between the outlet flow angle and blade exit metal angle (i.e. \( \delta = \alpha_2 - \beta_2 \)). The throat width, \( \sigma \), is the perpendicular distance between the trailing edge and the suction surface of the adjacent blade. Other parameters defined in Figure 2.1 include the stagger angle, \( \gamma \), blade spacing, \( S \), the chord and axial chord, \( c \) and \( c_a \), respectively.
2.2 Losses

The overall performance of the turbine can only be evaluated on a full scale machine. Assessing the performance of the turbine involves examining the losses developed in the machine. The overall loss of a turbomachine blade row can be divided into the following basic loss components:

1. Profile loss: loss generated in the blade suction and pressure surface
boundary layers in a uniform two-dimensional flow. The loss due to the finite trailing edge thickness of the blade is usually included.

2. Secondary loss: loss due to the cross flows near the endwall boundaries within the blade row.

3. Tip-leakage loss: loss due to the leakage flow over the blade tips.

This study is mainly concerned with the effect of surface roughness on the profile loss. The two most important results discussed in this study are the total-pressure-loss coefficient, $Y$, and the outlet-flow angle, $\alpha_2$, at midspan, in a region of two-dimensional flow. The total-pressure-loss coefficient is defined as the loss in total pressure through the stage normalized with the blade outlet dynamic pressure:

$$Y = \frac{P_{01} - P_{02}}{P_{02} - P_2}$$

Another parameter which is used to quantify losses is the kinetic-energy-loss coefficient, which is defined as:

$$\Delta \phi^2 = 1 - \frac{V_2^1}{V_{2isen}^2}$$

where $V_{2isen}$ is the isentropic outlet velocity obtained in an isentropic expansion to the same final pressure as the actual process. The conversion from kinetic-energy-loss coefficient to the total-pressure-loss coefficient is given by:
\[ Y = \left[ 1 - \frac{\gamma - 1}{2} \left( \frac{1}{1 - \Delta \phi^2} - 1 \right) \right] \frac{\gamma}{\gamma - 1} \cdot \left( 1 - \left( 1 + \frac{\gamma - 1}{2} M_2^2 \right)^{-\frac{\gamma}{\gamma - 1}} \right) \]

which reduces to

\[ Y = \frac{1}{1 - \Delta \phi^2} - 1 \]

for incompressible flows (Tremblay (1989)). In this thesis, the total-pressure-loss coefficient always refers to the profile loss coefficient only.

### 2.3 Flow Over Rough Surfaces

Numerous papers have been written since the early 1900's examining the effects of surface roughness in both turbomachinery and general fluid flow applications. One of the more recent papers pertaining to turbomachinery applications was written by Bammert and Sandstede (1980). They examined the effect of surface roughness on a cascade of turbine blades completely roughened with emery grains. The following measurements were carried out on cascades of varying roughness height: profile midspan static pressure distribution, total losses, outlet-flow angle, and velocity distribution and turbulence in the boundary layer.

Figure 2.2 illustrates the midspan pressure distributions for the profile with and without roughness applied to the surface of the turbine blades. As can be seen, the pressure distribution is not changed very much by the roughness. This confirmed the previous findings of Bammert and Milsch (1972) on compressor blades. On the suction
side the roughness causes a reduction in velocity, whereas on the pressure surface near the trailing edge, the opposite effect can be observed. The rougher the surface the more pronounced the effects described were.

A small Pitot tube was used to measure the total pressure in the boundary layer at various locations along the profile surface (the tip of the probe was small as compared to the thickness of the boundary layer). Figure 2.3 shows a selection of velocity distributions measured in the boundary layer. The velocity ratio \( w/w_k \) is plotted as a function of wall distance, \( y \); where \( w_k \) is the undisturbed velocity and \( w \) is the local velocity.

![Graph showing pressure coefficient vs. related profile length for various roughness heights](image)

**Figure 2.2:** Static pressure distribution for various roughness heights - reproduced from Bammert and Sandstede (1980).
Figure 2.3: Velocity distribution along profile: (——) smooth, (--------) rough (k/c = 0.00331) - reproduced from Bammert and Sandstede (1980).

Figure 2.4: Shape factor on the suction surface - reproduced from Bammert and Sandstede (1980).
Figure 2.5: Momentum thickness on the suction surface - reproduced from Bammert and Sandstede (1980).

Figure 2.6: Calculated momentum thickness on the suction surface. Measured points are represented by the open symbols - reproduced from Bammert and Sandstede (1980).
The shape factor and momentum thickness are calculated from these data and are plotted for the suction surface in Figures 2.4 and 2.5, respectively. The transition point was determined from the shape factor, that is when $H$ fell below 2 transition was assumed to have occurred. As the roughness size was increased the transition point moved further upstream.

Theoretical calculations of the boundary layer were performed for the measured pressure distributions. The experimentally determined shape factor was used to determine the transition point for each of the roughness grades. An integral method was used based on the skin friction coefficient, $c_f$, on a flat plate. The skin friction coefficients were calculated for laminar flow according to

$$c_f = \frac{1.328}{\sqrt{Re}} \, k_r$$

and for a turbulent flow with a smooth surface according to

$$c_f = 0.455 \, (\log(Re))^{-2.58}$$

and for a rough surface according to

$$c_f = 0.418 \left(2 + \log\left(\frac{c}{k}\right)\right)^{-2.53} \, k_r$$

where $Re$ is the Reynolds number at inlet referred to the blade chord $c$, $k$ is the thickness of the sand roughness, $k_r$ is a roughness correction factor. The calculated results agreed satisfactorily with the measurements only for a smooth surface. The correction factor, $k_r$, was used for the rough surfaces, due to the calculated results having underpredicted the affects of roughness, and is defined as
\[ k_r = 5.7 + 0.48 \ln \left( \frac{k}{c} \right) \]

for the laminar boundary layer and

\[ k_r = 3.4 + 0.26 \ln \left( \frac{k}{c} \right) \]

for turbulent boundary layers.

The solid lines shown Figure 2.6 represent the computational predictions of momentum thickness. The overall losses and outlet flow angle were determined from downstream measurements in the wake. The overall losses of the cascade rose from 1.85% for a smooth profile to 6.39% for the largest roughness \((k/c = 0.00331)\). The outlet flow angle results were not presented or discussed.

Bynton et al. (1992) performed a 'case study' of roughness effects on the Space Shuttle Main Engine (SSME) High Pressure Fuel Turbopump (HPFTP). A full scale model of the two-stage SSME HPFTP reaction turbine in a cold test rig at the Marshall Space Flight Centre was tested with smooth and rough surface blades. The smooth blade results were obtained by polishing rotor blades which had a rough NiCrAlY coating. The rough coated blades had a surface finish of 10.16 \(\mu m\) and the smooth blades a surface finish of 0.75 \(\mu m\). Turbine efficiency and flow characteristics were compared at design and off-design points.

The efficiency improvement of the smooth blades compared to the rough blades is shown in Figure 2.7. The efficiency increase at the 104% RPL (Rated Power Level) equivalent condition was 2.5% for the smooth blades. Table 2.1 summarizes the rough and smooth blade averages for various parameters measured at 104% RPL.
Figure 2.7: Efficiency for smooth and rough blades (where: \( U \) = mean blade speed, \( C_0 \) = overall isentropic velocity total-total) - reproduced from Boynton et al. (1992).

Table 2.1: Smooth and rough blade averages at 104% RPL equivalent conditions - reproduced from Boynton et al. (1992).
Boyle (1993) used a Navier-Stokes analysis to predict the change in turbine efficiency resulting from changes in blade surface roughness or incidence angles. The Navier-Stokes analysis used the mixing length turbulence model of Cebeci and Chang (1978) to determine the effects of surface roughness. The results of the midspan Navier-Stokes analysis were combined with those from a quasi-3D flow analysis code to predict turbine performance. Verification of this approach was done by comparing the results with the experimental data of Boynton et al. (1992).

Figure 2.8 shows a comparison of the turbine efficiency using a curve fit of the Navier-Stokes results. The predicted effect of surface roughness on turbine efficiency was strongly affected by the choice of parameters in the rough surface turbulent eddy viscosity model. Conventional values used in the model resulted in poor predictions of the surface roughness effect on turbine efficiency. Manipulations of the parameters was necessary to get good agreement with the experimental data.

![Turbine Efficiency Graph](image)

Figure 2.8: Smooth and rough blade predicted and measured efficiency (where: $U_m=$ mean wheel speed, $V_{ideal} =$ ideal isentropic velocity) - reproduced from Boyle (1993).
Suder et al. (1994) investigated the effects of adding thickness and roughness to a high speed axial compressor rotor. A thick rough coating with a surface finish of 2.54 - 3.18 RMS \( \mu m \) was applied to the pressure and suction surface of the rotor blades. To separate the effects of thickness and roughness, a smooth coating of equal thickness was also applied to the blades. The smooth coating surface finish was 0.254 - 0.508 RMS \( \mu m \) compared to the bare metal blade surface finish of 0.508 RMS \( \mu m \). Both coatings were then applied to different portions of the blade surface to determine which portion of the airfoil was most sensitive to thickness/roughness variations.

Aerodynamic performance measurements were performed on the low aspect ratio transonic core, test compressor inlet stage. A number of smooth and rough coating configurations were investigated over a wide range of operating conditions. To complement the experimental measurements a quasi-3D Navier-Stokes flow solver was used to provide insight into the flow development.

The smooth- and rough-coate performance was compared to the baseline performance in Figure 2.9. Also shown in Figure 2.9, is an approximate throttle line along which aircraft engine fans and compressors operate. As the compressor deteriorates in service, the operating point will move along a constant-throttle line. The efficiency loss along the approximate throttle line shown is 3.5 points for the smooth coating and 6 points for the rough coating.

Figure 2.10 shows the decrease in design speed pressure ratio for partially coated blades. The full coverage of rough paint, case I, gave the largest deterioration in performance. There was little deterioration in performance when the leading edge was left uncoated, as shown by Cases D, E, F. Examining the results for Cases I in which the blades were fully covered and Case H in which the leading edge and 50\% of the suction surfaces were covered revealed that pressure-surface roughness had little effect on performance. Cases H and G differed only in the extent of the roughness on the suction surface, (i.e. an extra 40\% of the suction surface was covered in Case H) and resulted in
a larger impact on performance degradation. Case C, not shown in Figure 2.10, was geometrically identical to Case G although Case C was for a smooth coating and Case G for a rough coating. A significantly larger performance loss resulted for the rough coating in Case G.

To complement the experimental measurements, a quasi-3D Navier-Stokes flow solver was used. The results were generated using a thin-layer Navier-Stokes analysis code which employed the Baldwin-Lomax algebraic turbulence model (1978). Surface roughness was modelled by increasing the turbulent mixing length using the approach of Cebeci and Chang (1978). Transition was modelled by calculating a turbulent viscosity profile along the blade.

Figure 2.11 shows the predicted results for the smooth-coated blade and the baseline blade compared to experimental data. For a smooth leading edge the predicted performance deterioration between the baseline blade (*) and the smooth-coated blade (Δ) is far less than that observed experimentally. Predicted transition on the smooth coated blades occurred naturally at 36% chord on the suction surface and 29% chord on the pressure surface. By forcing transition to occur on both surfaces at the leading edge resulted in closer agreement with the measured results. This result indicated that the performance deterioration observed for the smooth-coated blade was not due to an increase in blade thickness but rather from the boundary layer being tripped at the leading edge. The smooth coating was relatively soft and therefore resulted in a smooth-coated blade which was more susceptible to damage at the leading edge than was the baseline blade.

The predicted results for the rough-coated and baseline blade are compared to the experimental data in Figure 2.12. The open symbol curve represents a roughness equal to that measured in the experiment, while the solid symbol curve represents a roughness height which is four times that used in the experiment. As can be seen, the compressor performance characteristics are sensitive to the addition of surface roughness although the model significantly underpredicts the performance changes measured in the experiment.
**Figure 2.9:** Efficiency-pressure ratio characteristics at design speed - reproduced from Suder et al. (1994).

**Figure 2.10:** Pressure rise characteristics for the rough coatings at design speed - reproduced from Suder et al. (1994).
Figure 2.11: Comparison between predicted and measured pressure rise versus massflow characteristics at 70% span for the smooth coated blade - reproduced from Suder et al. (1994).

Figure 2.12: Comparison between predicted and measured pressure rise versus massflow characteristics at 70% span for the rough coated blade - reproduced from Suder et al. (1994).
Chapter 3

DESCRIPTION OF APPARATUS AND PROCEDURE

3.1 Wind Tunnel

The wind tunnel used in this research is shown in Figure 3.1; it was commissioned by Rodger (1992). As shown, the wind tunnel is comprised of a centrifugal fan, followed by a diffuser, a large settling chamber and a contraction. The centrifugal fan is driven by an AC motor. The motor speed is controlled by a remote variable frequency controller. The fan forces air through the diffuser comprised of five screens. Following the diffuser, the air is passed through a large settling chamber containing four screens. The four screens are used primarily to remove non-uniformities in the flow. From the settling chamber, air enters a 14:1 contraction. The maximum exit velocity from the contraction is about 30 m/s so that conditions in the test section are essentially incompressible. The free stream turbulent intensity at the test section inlet is about 0.3%. Detailed information on the wind tunnel components can be found in the work of Rodger (1992).

Figure 3.1: Schematic of the wind tunnel - reproduced from Rodger (1992).
3.1.1 Cascade Test Section

The cascade test section used for the present study was designed by Goobie (1989) and is shown in Figure 3.2. The test section inlet flange is rectangular and is bolted to the outlet flange of the wind tunnel contraction. The entire assembly is mounted on wheels to allow it to be removed from the tunnel outlet. Two vertical boundary layer bleed slots, near the inlet of the test section, help reduce the thickness of boundary layers developed inside the contraction.

The linear cascade of five blades is mounted on a turntable to allow for measurements at design and off-design angles. The turntable can be rotated in excess of ±45°. A protractor and vernier scale engraved on the back of the turntable allows a positioning accuracy to 0.1°. The blades are bolted at a fixed stagger angle to a removable mounting plate that is in turn bolted to the turntable. The test section is equipped with side flaps, tailboards, and endplates. Flow uniformity at the inlet to the cascade, and periodicity at the outlet are achieved by adjusting the side flaps and tailboards. The two sliding endplates can be adjusted such that the passage between them is slightly divergent; they are adjusted such that the mean axial velocity at midspan at inlet and exit of the cascade are equal, as required for two-dimensional flow in the midspan region. These endplates are described in more detail by Rodger (1992).

3.1.2 Cascade Blades

The cascade of blades, Carleton Cascade Three (CC3), used in the present research, was scaled from a Pratt and Whitney Canada power turbine rotor at mid height. The cascade has been used extensively to study the off-design losses and blade damage in turbines (e.g., Whitehouse (1993), Issacs (1994), Abbott (1993)). Figure 3.3 shows the geometric parameters of the cascade of five blades and the inlet and outlet measuring
Figure 3.2: Variable incidence cascade test section - reproduced from Sjolander et al. (1993).
Chord Length, $c$ : 162.3 mm
Axial Chord Length, $c_s$ : 149.4 mm
Blade Span, $h$ : 200 mm
Blade Spacing, $S$ : 111 mm
Leading Edge Diameter : 16.7 mm
Trailing Edge Diameter : 4.2 mm
Stagger Angle, $\gamma$ : 21.6 deg.
Inlet Flow Angle : $\alpha_1$
Outlet Flow Angle : $\alpha_2$

Figure 3.3: Cascade geometry and measuring plane nomenclature.
planes. The coordinates used to describe the profile are contained in Appendix A. Details of the design and manufacturing process can be found in Whitehouse (1993).

A sixth identical blade was used to measure the static pressure distribution on the blade surface. The outer half of the blade contains 10 spanwise rows of 43 static pressure taps per row. Each spanwise row of taps shares the same internal channel, therefore only one row of taps can be exposed at any one time. The midspan pressure distribution of the blade was of concern in the present study therefore the remaining nine rows of taps were covered with tape. The static pressure tap coordinates and orientation along with graphical depictions are contained in Appendix B. Pressure tap pairs 23 and 27, 24 and 26, 42 and 43 share the same channel inside the blade due to manufacturing difficulties. Therefore, one tap of each pair must be taped over during sampling. After the open holes have been sampled the wind tunnel is stopped, the tape is removed, and the previously exposed taps are covered. The wind tunnel is then restarted and the sampling is resumed.

3.2 Data Acquisition Equipment and Procedures

3.2.1 Data Acquisition Equipment

The arrangement of the data acquisition equipment is shown in Figure 3.4. A three-hole probe is used to measure the flow parameters of velocity, angle and total pressure. The three-hole probe will be detailed in Section 3.2.2.

As shown in Figure 3.4, each tube of the three-hole probe is connected to the inputs of a scani-valve system. The scani-valve is a multi-port pneumatic switching device with 48 inputs and one output. The measured pressures from the output of the
Figure 3.4: Data acquisition system set up for three-hole pressure probe measurements.
scani-valve are converted to analog voltage signals using a Rosemount (Model 831A3 serial# 567) differential pressure transducer with a range of ±3.43 KPa (±0.5 psid) and a full scale output of ±2.5 volts DC. A Baratron (Model 220DC. serial# 79508-2) differential pressure transducer with a range of ±6.86 KPa (±1.0 psid) and a full scale output of ±10.0 volts DC is used to measure the reference dynamic pressure. The two transducers were calibrated prior to this research and checked periodically. The calibration was performed using a micromanometer, a voltmeter and two 100CC syringes in parallel as a pressure source. The resultant calibration curves are presented in Appendix C.

The voltage signals from the transducers are then sent to a Sciemetric Instruments 12-bit Analog/Digital converter (Model 81/902, serial# 9023J/I9006). The transducer voltages can be simultaneously monitored using a DISA 55D31 time-averaging voltmeter. A manual switching device allows the user to monitor either the reference dynamic pressure or the output pressure of the scani-valve. The 12-bit Analog/Digital converter is connected directly to the microcomputer via the serial port and communication is carried out with a special set of commands. The pressure signal received is then adjusted for the zero reading and transformed into a pressure value using the calibration coefficient of the transducer. The pressure value is then normalized by the reference dynamic pressure at the test section inlet. The sampling rate is roughly 5 samples per second.

Flow measurements are made in planes upstream and downstream of the cascade using three-hole pressure probes. The probe locations are adjusted using stepper-motor driven traverse gears. The traverse gears are mounted on the outside wall of the turntable. Removable probe mounting rods are attached to the traverse gear and pass through the instrument slots machined in the turntable wall. Two traverse gears can be mounted in the downstream measurement planes at one time. One traverse gear allows for pitchwise measurements the other for spanwise measurements. The stepping motors are powered by a motor controller unit connected to the microcomputer parallel port via an amplifier.
The data acquisition system is controlled by the microcomputer using the Pascal program THP2-35. This program is described by Whitehouse (1993).

### 3.2.2 Three-Hole Pressure Probes

Flow parameters were measured at the inlet and outlet of the cascade using three-hole pressure probes aligned with the nominal flow direction. Figure 3.5 shows a drawing of the three-hole probes used in the present research. The shorter of the two probes was used to make measurements at the inlet plane which is 60% of axial chord upstream of the leading edge. Outlet measurements were made with the larger probe in a plane 140% of axial chord downstream of the leading edge. The shorter probe was necessary at the inlet plane to allow for measurements close to the cascade without the probe tail interfering with the leading edges of the blades. A third probe was designed and built in the early stages of the experimental work. The probe was designed with smaller tubing than the two probes shown in Figure 3.5. Appendix F contains detailed drawings of all three probes.

#### 3.2.2.1 Calibration and Sampling Procedure

A schematic diagram of the calibration apparatus and data acquisition system is shown in Figure 3.6. Calibration of the three-hole pressure probe was performed by the author in May 1994, and September 1994. The probes had been calibrated previously by Abbott (1993) in May 1993. The results indicated that the calibrations remained essentially unchanged over the aforementioned periods.

The probe calibration was carried out in the inviscid core of a jet flow, according to the method established by Lewis (1966). The core velocity was approximately equal
Figure 3.5: Three-hole pressure probe geometry.
Figure 3.6: Data acquisition setup for calibration apparatus.
to the cascade test section inlet or outlet velocities depending on which probe was being calibrated. The probe yaw angle was varied from -10° to +10° in 0.5° increments, with a fixed pitch angle. At each increment the pressures of all three probe ports were recorded. The measured pressures were then used to obtain calibration curves for total pressure, velocity, flow angle and static and dynamic pressure. The calibration coefficients and resulting curves are shown in Appendix C. For a detailed description of the calibration procedure see Rodger (1992).

The waiting and sampling time required to achieve a good average for the signal was investigated. The use of a scani-valve impedes the efficiency of the data acquisition system. When the scani-valve switches from one input to the next a certain amount of time must be allotted to ensure that the pressure in the pneumatic circuit has reached the new value. A worst case scenario was investigated in order to resolve the necessary waiting time and sampling time. The outlet three-hole probe was installed in the calibration apparatus at a yaw angle of +10°. At a high probe yaw angle the scani-valve would have to step from a high positive to a high negative value. The cumulative averages of the transducer output voltages were plotted versus time for all three ports. Results showed that a 20 second waiting period followed by a 20 second sampling period is conservative for the probe. The acquisition system sampling rate is approximately 5 samples per second. The pressure signals are then averaged over the 20 second sampling period, reduced to pressure values, non-dimensionalized by reference values, and stored in the data files on the microcomputer. For example, during the 20 second sampling period roughly 110 samples are taken from each of the two transducers. These samples are then non-dimensionalized to form roughly 116 non-dimensional pressure coefficients which are then averaged to give one value for the sampling period.

The TYGON tubing used to connect the three-hole probe to the scani-valve during the waiting and sampling time tests was the same tubing used for the cascade measurements. Therefore, the required waiting and sampling time determined were also applied to the wind tunnel testing.
3.2.2.2 Accuracy of the Three-Hole Probes

The accuracy of the three-hole probe measurements was investigated by Yaras (1987) and Tremblay (1989).

Yaras (1987) investigated Reynolds number effects on the accuracy of the probe measurements. He concluded that for small flow yaw angles (within -30° to +30° range) the error in measured flow angle was less than 0.5° for a probe tip Reynolds number in the range of 2000 to 3700. The range of flow angles and Reynolds numbers used in the present study are well within the acceptable ranges (i.e. yaw angles ±10°, probe Reynolds numbers from 2100 to 3100).

An accuracy assessment on the probe was also performed by Tremblay (1989). Using the uniform jet flow from the calibration apparatus he found that flow angles were accurate to within ±0.5° in the -10° to +10° range and the error in the measured dynamic pressure was less than 1% of the actual local dynamic pressure. He also determined that there was an additional error introduced in the flow angle when measuring in a non-uniform flow, such as in the wake of a blade. Tremblay (1989) investigating a very similar cascade geometry, namely CC2, found the error in flow angle in the wake was estimated to be within ±1%. Using a pitot tube in the blade wake he found that the error in dynamic pressure was less than 3%. He concluded that there was a ±5% error on the mass average total-pressure-loss coefficient. In the present research attempts were made at reducing this error by introducing the new smaller outlet probe design. The probe was designed using smaller tubing than previously used (shown in Appendix F). Unfortunately, attempts at calibrating the new probe failed. At high yaw angles the low pressure at one of the probe ports could not be measured accurately. Therefore, the new probe design was abandoned and the outlet probe shown in Figure 3.5 was used for all downstream measurements.
3.3 Measurement of Cascade Performance

3.3.1 Operating Point

The tunnel operating point is established in terms of the Reynolds number. The present experiments have been performed at a Reynolds number of 300,000 which is the same Reynolds number used by previous investigators (e.g., Abbott (1993), Whitehouse (1993), Rodger (1992)). The Reynolds number is based on the blade chord, inlet centerline velocity, atmospheric pressure and stagnation temperature inside the contraction. This differs slightly from past investigations where the room temperature of the laboratory was used to evaluate the Reynolds number properties. During the early stages of the present study, investigations showed that the temperature in the test section could be up to 10 °C higher than the temperature of the room. Therefore, modifications were made to the wind tunnel contraction to allow the temperature to be monitored from within. To obtain a Reynolds number of 300,000 in the wind tunnel test section, the fan speed controller is adjusted until the dynamic pressure measured at the inlet corresponds to the necessary velocity (approximately 30 m/s).

3.3.2 Inlet Measurements

Before loss measurements can be made it is first necessary to establish a uniform flow across the inlet of the cascade; that is, the incoming flow at each blade should be parallel to the axial direction. Several control surfaces on the test section, shown in Figure 3.7, are used to adjust the flow. The primary control surfaces affecting the inlet flow are the top and bottom flaps. The inlet flow angle is measured using the short three-hole pressure probe. The probe is mounted at midspan in a holder socket which is attached to the end of a mounting rod. The mounting rod is attached to a traversing gear which allows the probe to be traversed in a pitchwise direction 60% axial chord upstream
Figure 3.7: Test section control surfaces.

of the leading edge plane. A bubble level is used to align the probe at an angle of 0° to the horizontal with an estimated alignment accuracy of ±0.5°.

The control surfaces are initially set to values established by previous investigators. A very coarse traverse of the inlet flow is carried out to get an overall impression of the flow. The control surfaces at the top and bottom are then adjusted and the flow is re-measured. This procedure is repeated until the inlet flow angle is within ±0.5° of zero and does not vary more than 0.5° across the front of the two central blade passages. Once this criterion is met a fine traverse of the inlet plane is performed. Figure 3.8 shows a typical inlet flow result after the adjustment of the control surfaces has been completed.
Figure 3.8: Typical inlet flow angle distribution at design incidence.

Figure 3.9: Typical outlet flow angle distribution at design incidence.
Figure 3.10: Typical outlet total-pressure-loss coefficient distribution at design incidence.

3.3.3 Outlet Flow Uniformity and Periodicity

Once a uniform inlet flow has been achieved, the inlet probe is removed and the traverse slot machined in the endplate is taped over. The outlet probe is then mounted aligned with the nominal flow direction at midspan in a holder socket which is attached to a mounting rod. The mounting rod extends back through a slot in the endwall where it is attached to a traversing gear. The traversing gear has two degrees of freedom allowing the probe to make spanwise and pitchwise measurements. The probe was roughly aligned with the flow using a bubble level with an attached adjustable protractor.

Before performing outlet loss measurements, the flow and losses must be periodic so that an infinite cascade is simulated. Use of the control surfaces in an iterative process enables the flow to be adjusted so that it leaves with periodicity. A coarse pitchwise
traverse 40% axial chord downstream of the trailing edge is performed with the three-hole probe. The outflow angle and total pressure are observed and plotted. If the flow angles between two adjacent blade passages are not similar and or the wake geometries behind three adjacent blades are not similar the position of the tailboards can be adjusted and the flow re-measured. Adjustment of the tailboards may affect conditions at the inlet so the flow uniformity at the inlet also has to be re-measured. This procedure is repeated until the outlet flow angle at \( y/S = \pm 0.5 \) is periodic within 1° and the wake shape of the three blades is similar. Once this is achieved a fine traverse of the outlet plane is performed. Typical results of outlet flow angle and total-pressure-loss coefficient are shown in Figure 3.9 and Figure 3.10 respectively.

Initial tailboard settings used in the present research can be found in Appendix D.

3.3.4 Flow Two-Dimensionality and Axial Velocity Ratio

The measurements to be discussed in Chapter 5 are presented as two-dimensional losses. This can only be considered valid if the flow at the location being measured can be considered two-dimensional. Rodger (1992) proposed that one could infer the existence of two-dimensional flow if the following three conditions are met: the axial velocity ratio (AVR) is equal to 1.0, a spanwise region of uniform total pressure in the middle of the cascade outlet exists, and a spanwise region of uniform mass-average velocity and flow angle at the outlet of the cascade exists.

The axial velocity ratio is a common measure of the flow acceleration through the cascade passage; it is defined as the ratio of the trailing edge axial velocity to the leading edge axial velocity (see Figure 3.11). The velocities obtained at the inlet and outlet plane are mass averaged over one pitch. Ideally, the mass averaged velocities would be evaluated at the blade leading edge and trailing edge, but due to equipment constraints
this is impossible. A linear interpolation is used to determine the values at the leading edge and the trailing edge.

By adjusting the two endplates the flow can be accelerated or decelerated through the cascade passage thereby increasing or decreasing the axial velocity ratio. Adjustment of the endplates will affect the conditions at the inlet and outlet of the cascade thereby requiring the inlet and outlet uniformity to be retested. This procedure was repeated until an \( \text{AVR} = 1.0 \pm 0.01 \) was achieved.

\[
\begin{align*}
V_u &= V_i + \frac{(V_2 - V_i) X_i}{T} \\
V_u &= V_i + \frac{(V_2 - V_i) (X_i + c_i)}{T} \\
\text{AVR} &= \frac{V_u}{V_i}
\end{align*}
\]

**Figure 3.11:** Schematic top view of the cascade and endplates presented with the interpolation scheme used to determine the axial velocity ratio.
A spanwise region of uniform total pressure, mass-average velocity and flow angle at the outlet of the cascade are also necessary conditions for two-dimensional flow. However several studies have demonstrated that substantial regions of uniform flow exists for the tested cascade configuration. Rodger (1992) and Whitehouse (1993) investigated the spanwise total-pressure-loss distribution for smooth blades. The midspan losses were found to be uniform in the midspan region. Abbott (1993) also investigated the spanwise distribution of the outlet flow velocity, angle and total pressure with roughness applied to the blade surface at design and off-design incidence angles. He found that a spanwise extent of uniformity to axial chord ratio of 15% exists at the cascade outlet for a worst case scenario (i.e. at high positive incidences). During this investigation a few checks were made to confirm the earlier results regarding spanwise uniformity.

### 3.3.5 Data Reduction

After the inlet and outlet flow uniformity had been firmly established and an axial velocity ratio near unity confirmed, proper measurements could be made. Total-pressure loss and flow deviation could be calculated readily from the data files created during the outlet traverse. The data files contain pressure coefficients for each probe port at each traverse station. Using the probe calibration coefficients established in Section 3.2.2.1 the pressure coefficients are converted to flow angles, dynamic pressures, static pressures, and total pressures at every traverse station. A total-pressure-loss coefficient is calculated at each traversing station as follows:

\[
P_0 = \frac{P_{02} - P_{\text{ref}}}{q_{\text{ref}}}
\]

where:
- \( P_{\text{ref}} \): total pressure at reference plane
- \( P_{02} \): total pressure at outlet measurement plane
- \( q_{\text{ref}} \): dynamic pressure at reference plane
The inlet dynamic and total pressures are measured using a pitot-static system shown in Figure 3.4 or 3.12 at the reference plane, not at the inlet of the cascade. This assumes that the total pressure measured at the reference plane is equal to the total pressure at the cascade inlet. Abbott (1993) investigated this and found that the pressure loss from the reference plane to the cascade inlet is indeed negligible.

A modified version of the program THP, written by Whitehouse (1993) and modified by Abbott (1993) was used to process the data. The total-pressure loss, flow angle, and axial velocity are mass averaged quantities at midspan over one blade spacing, $S$. The total-pressure-loss coefficient is defined as follows:

$$Y_m = \frac{P_{0\text{ref}} - P_{0\text{2}}}{q_2}$$

where $q_2$ is the mass-averaged dynamic pressure measured at the plane of the probe downstream of the cascade. The coefficient is evaluated as follows:

$$Y_m = \left( \frac{1}{m} \int_0^S C_p \, dm \right) \left( \frac{q_{\text{ref}}}{q_2} \right) + \left( 1 - 2 \frac{\int_0^1 V_2^2 \, d(y/S)}{\left( \int_0^1 V_2^2 \, d(y/S) \right)^2} \right)$$

The first term is the mass-averaged total-pressure-loss coefficient calculated by integrating the area under the pressure loss coefficient curve ($C_p$) and the second term accounts for the downstream mixing loss. The mixing loss term accounts for the additional loss which occurs as the wakes mix out to a uniform flow at some distance downstream. It assumes constant-area mixing. The derivation of the mixing loss component is given in Goobie (1989).

The flow deviation is calculated by subtracting the mass-averaged outlet flow angle calculated by the data reduction program from the blade exit metal angle.
Figure 3.12: Data acquisition setup for static blade measurements.
3.3.6 Blade Static Pressure Measurements

The blade static pressure measurements were performed using the instrumented blade as described in Section 3.1.2. Figure 3.12 shows the data acquisition system arrangement. The static pressure measurements were made immediately following the profile loss and flow deflection measurements, without altering the flap settings for a specific test case. This ensured that an axial velocity ratio close to unity was still present through the cascade. Pressure distributions were obtained with and without surface roughness for flows at 0°, ±10°, and +15° effective incidence. Each static tap is sampled in the same manner used for the three-hole probe measurements. A conservative waiting time of 30 seconds and sampling time of 30 seconds at 5 samples per second was used. The results are stored as pressure coefficients based on the measured value and the upstream dynamic and static pressures as follows:

\[ C_{p \text{ meas}} = \frac{(P_s - P_{\text{ref}})}{q_{\text{ref}}} \]

The reference values used in the above equation are located far upstream of the cascade leading edge plane (see Figure 3.12); thus they are not exactly representative of the true inlet conditions of the cascade. Inlet uniformity tests are made at 60% chord upstream of the leading edge and these data are also normalized by upstream conditions \( P_{\text{ref}} \) and \( q_{\text{ref}} \). Therefore, using the following simple relationship, the proper value of \( C_P \) can be calculated:

\[ C_P = \frac{(P_s - P_1)}{q_1} \]

\[ = \left( \frac{P_s - P_{\text{ref}}}{q_{\text{ref}}} - \frac{P_1 - P_{\text{ref}}}{q_{\text{ref}}} \right) \frac{q_{\text{ref}}}{q_1} \]

\[ = \left( C_{p \text{ meas}} - \frac{P_1 - P_{\text{ref}}}{q_{\text{ref}}} \right) \frac{q_{\text{ref}}}{q_1} \]
The value of $P_i$ and $q_i/q_{ref}$ are extracted from the corresponding inlet uniformity tests. Repeatability tests made on the blade pressure measurements show errors in static pressure coefficients of less than one percent on the value of $C_p$.

3.3.7 Boundary Layer Transition Measurements

A small pitot tube, attached by TYGON tubing to a stethoscope, was used to determine the approximate point at which the laminar boundary layer begins transition to a turbulent boundary layer. The outside diameter of the pitot tube tip was 1 $mm$ and the length of the tube was approximately 35 $mm$. A second tube was placed in a region known to be laminar. This enabled the listener to differentiate between turbulent and laminar flow. The pitot tube was essentially aligned with the flow direction and placed on the blade surface initially near the leading edge. The pitot tube was then traversed slowly along the blade surface toward the trailing edge. Near the point where transition begins, the fluctuations caused by the turbulence become larger and therefore more distinguishable to the ear. The approximate point for the onset of transition was marked on the blade surface. Repeatability tests demonstrated that this point could be determined with an accuracy of $±5 \, mm$.

3.4 Roughness Selection and Application

3.4.1 Roughness Selection Procedure

Three different sizes of sand grains were used in this study. Their relative sizes are shown schematically in Figure 3.13. Defined as large, medium and small, their approximate nominal grain size, $k$, were 1020 $\mu m$, 722 $\mu m$ and 337.5 $\mu m$ respectively.
Figure 3.13: Relative size of sand grains.

Table 3.1: Sand Grain Sizes (data reproduced from Abbott (1993)).

<table>
<thead>
<tr>
<th>Grade # of Catching Screen</th>
<th>Mesh Size of Passed Screen (μm)</th>
<th>Mesh Size of Catching Screen (μm)</th>
<th>Nominal Sand Grain Size, k (μm)</th>
<th>Non-Dimensional Sand Grain Size k/c</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>20 (Silica)</td>
<td>1190</td>
<td>850</td>
<td>1020</td>
<td>0.00628</td>
<td>Large</td>
</tr>
<tr>
<td>30 (Silica)</td>
<td>850</td>
<td>594</td>
<td>722</td>
<td>0.00445</td>
<td>Medium</td>
</tr>
<tr>
<td>60 (Beach)</td>
<td>425</td>
<td>250</td>
<td>337.5</td>
<td>0.00208</td>
<td>Small</td>
</tr>
</tbody>
</table>
Silica sand made up the medium and large grain samples whereas beach sand made up the small grain samples. The sand was sifted using screens and a vibrating platform. The screens were stacked such that the top screen (passed screen) had mesh openings slightly larger than the desired nominal size, and the second screen (catching screen) had mesh openings slightly less than the desired nominal size. The nominal grain size of the sand is taken as the average of the mesh opening size of the screen or which the sand has been caught and that of the last screen through which the sand has passed. The types of sand collected, the approximate grain sizes, and the screen sizes used are listed in Table 3.1.

3.4.2 Roughness Application Equipment

The roughness application apparatus was designed and developed by Abbott (1993) and is shown in Figure 3.14. The apparatus includes a sand hopper, parallel tracks, a wheeled cart and a small AC electric motor.

The sand hopper consists of a wooden frame, a sand container and two aluminum plates. One of the aluminum plates is fixed to the wooden frame whereas the other is clamped to the frame with C-clamps such that a specific gap is maintained between the two plates. The size of the gap is determined by the size of the sand being used. A rectangular hole in the bottom of the container allows the sand to flow through the gap between the aluminum plates, onto the surface of the cascade blade.

The wooden track is 2.3 meters long and 0.26 meters wide. A cart 0.3 meters wide and 0.24 meters long is pulled along the track by a string, which is wound on a pulley attached to the AC electric motor. A variac (Superior Electric Type 3PN116B) was used to control the speed of rotation of the AC electric motor and hence the speed of the cart.
Figure 3.14: Schematic of roughness application apparatus.

The sand is adhered to the surface of the blade using a vinyl strippable coating (Crown Vinyl Strippable Coating product #68040). Abbott (1993), using a Digital Scanning Electron Microscope investigated the effects of using the vinyl strippable coating. He determined that the adhesive did not change the apparent shape of the sand grains and that the thickness of the adhesive was relatively small in comparison to the sand grains.

3.4.3 Roughness Application Procedure

A uniform sand grain distribution with the capability for attaining a large range of the spacing between grains was desired. This was accomplished by adjusting the variac setting (and hence the velocity of the cart) and the gap setting of the hopper.

The gap size between the aluminum plates was set to a predetermined value (determined by trial and error) corresponding to the size of sand grains used. The
container filled with sand of a uniform size was placed on top of the hopper with a sheet of paper covering the gap between the aluminum plates. The area of the blade to be covered with sand was outlined with masking tape. The blade was secured to the cart and placed at the far end of the track. A coating of the vinyl strippable paint was applied to the blade and the sheet of paper between the sand container and aluminum plates was removed to start the sand flowing. The electric motor was started and the cart with the blade atop was pulled down the track. As the cart passed under the sand hopper the sand fell onto the adhesive and remained attached. When the cart reached the end of the track, the cart was arrested and the masking tape was removed. The vinyl coating completely dries within 5 minutes. If the roughness on the blade was not uniformly distributed, the roughness was removed and the application process was repeated. The gap size and the variac setting were recorded. The blade was then removed from the cart and subjected to a more thorough examination using digital image processing (Section 3.4.4). A value of approximately 10 for the spacing parameter, \( \lambda \), was desired. If the roughness distribution was within \( \pm 1 \) the sample was preserved; if not the roughness was removed and the gap size or cart velocity varied and the application process repeated.

**3.4.4 Examination of the Roughness Distribution**

Digital image processing was used to evaluate the spacing parameter of the sample. A charged coupled device (CCD) camera mounted on a support stand is focused on the sample surface. The camera is connected to an IBM compatible personal computer. A software package, Optimas, is used to digitize the sample surface to a 640 x 480, 8 bit grey scale image. Using thresholding techniques the individual sand grains were identified and separated from the background sample surface. Knowing the average particle size and the number of individual sand grains, the spacing parameter was then easily determined using the following relation:
\[ \lambda = \frac{A_T}{A_F} \]

where \( A_T \) is the total area and \( A_F \) is average frontal area of one particle multiplied by the number of particles within the area \( A_T \).

Prior to digitizing the sample, a scale was laid on top of the sample surface in order to calibrate the camera. Once calibrated, eight different surface areas were used to calculate an average spacing parameter per blade. Appendix E contains a figure showing approximately the eight different areas of the roughness samples investigated and a table with the calculated spacing parameters for the various roughness applications.
Chapter 4

COMPUTATIONAL ANALYSIS

The experimental cascade was modelled computationally using a viscous/inviscid interaction approach. The objective was to investigate the ability of the computational method to predict the pressure distribution, total pressure loss and flow deflection for smooth and rough surface cascades at design and off-design angles. This chapter describes how the computational method was used in the present research. The first section briefly outlines the computational method. The following sections describe how the experimental cascade was modelled computationally and describe the post-processing used to compare the computational predictions with the experimental results. The final section highlights some of the potential sources of error in the computational method.

4.1 Outline of the Computational Method

Inviscid flow computations for the experimental cascade were done using a vortex panel method developed at Carleton University. Vorticity varies linearly along the panels and is continuous at the junction points between adjacent panels, schematically illustrated in Figure 4.1. Linearly varying source distributions are also used on the panels to model boundary layer displacement effects. The numerical formulation of the panel method is not provided here; details are available for isolated airfoils in Kind (1973) and Bittle (1985), and for profiles in cascade in Kind (1992). The approach taken is to compute the potential flow over a finite array of identical profiles; the 'primary' profile is in the middle of the array and the other profiles are referred to as 'companion' profiles. As
shown in Figure 4.2, the companion profiles are represented by panels having the same geometric configuration and the same vorticity and source distribution as those representing the primary profile. The boundary condition of zero-velocity normal to the profile is applied at the control points on the primary profile to obtain a set of equations that is solved for the unknown vorticity values at the junction points.

The pressure distribution obtained from the inviscid flow computations provides the free-stream velocity distributions for the computation of the boundary-layer development. The upper and lower surface computations begin at the leading edge stagnation point. Thwaites' (1949) integral method was used to predict the growth of the

![Linear Vorticity and Source Distribution on Panels](image)

**Figure 4.1:** Schematic illustration of the inviscid computational model.
Figure 4.2: Schematic illustration of a finite array of profiles.
laminar boundary layer and the $H-R_z$ method developed by Wazzan et al. (1981) was used on smooth upper and lower surfaces to predict transition. Transition on rough surfaces was predicted if the local dimensionless roughness height was greater than 20, i.e:

$$\left| \frac{U_r k}{v} \right|_{trans} \geq 20$$

where $U_r$ is the local shear velocity, $k$ is the roughness height and $v$ is the kinematic viscosity. Turbulent boundary-layer parameters were calculated by using the improved entrainment method developed by Head and Patel (1968), coupled with Dvorak's (1969) skin-friction law for rough surfaces. The improved entrainment method was shown by Head and Patel to give substantially better results than Head's (1958) original entrainment method for a wide variety of boundary layer flows. Dvorak's skin friction law recognizes the effects of both roughness height and roughness spacing. The boundary-layer computations provided the displacement thickness required to determine the strength of the surface-source distribution in the inviscid flow computations. The required junction point source strength is given by:

$$Q = \frac{d}{dS} \left( U_E \delta^* \right)$$

where $S$ denotes the arc length, $U_E$ is the local inviscid flow velocity and $\delta^*$ is the local boundary layer displacement thickness. The source strengths during the second and subsequent passes through the panel-method computation are thus known and appear on the right hand side of the aforementioned boundary condition equations.
4.2 Application of the Computational Method

4.2.1 Modified Blade Geometry

The blunt trailing edge of the actual blade was approximated by a sharp trailing edge as shown in Figure 4.3. The blade geometry was modified in this way to avoid extreme velocities and pressure gradients at the trailing edge. The inviscid flow solution in the region of the trailing edge could then be used directly by the boundary layer computations. This approximation represents a small compromise in the accuracy of the computational predictions for repeatability of the predictions. Section 4.3.3 describes some of the implications of modifying the trailing edge geometry.

In order to modify the trailing edge of the actual blade, curves were fit to three of the original blade coordinates on both the upper and lower surfaces. The first of the three coordinates chosen was at approximately 85% axial chord downstream of the leading edge and the third coordinate was taken as the centre point on the trailing edge (see Figure 4.3). Several additional surface coordinates were then selected on the curves on both surfaces. These became junction points in the panel-method computations. The modified blade profile was tested by visually inspecting the pressure distribution determined by the inviscid computations. By "trial and error" small alterations of the newly obtained coordinates were sometimes necessary to develop a smooth flow over the modified region. Appendix G contains a sample input data file with the coordinates of the modified blade profile.
Figure 4.3: Original and modified blade profile.
4.2.2 Kutta Condition

A Kutta condition was applied to give a smooth flow over the trailing edge of the cascade blades. Various forms of the Kutta condition exist and three versions were available in the panel-method program, namely:

(1) Vorticity magnitude (absolute values) on upper and lower surface at the trailing edge set equal to one another, the value being unconstrained.

(2) Trailing edge made a stagnation point.

(3) Vorticity magnitude (absolute values) on upper and lower surface at the trailing edge set equal to one another with the value constrained to equal the mean of the nearby upstream values on the upper and lower surface.

\[ \gamma_1 = -\gamma_N = \frac{|\gamma_2| + |\gamma_{ps}|}{2} \]

**Figure 4.4:** Schematic illustration of the vorticity distribution at the trailing edge for the third form of the Kutta condition.
Kutta conditions (1) and (3) are based on the requirement that zero net vorticity must be shed into the wake in steady flow, in accordance with Kelvin's theorem. Figure 4.4 shows a schematic illustration of the vorticity distribution at the trailing edge for the third form of the Kutta condition. Kutta condition (3) gave somewhat better behaviour than the other two near the trailing edge and hence gave better source distributions by the boundary layer analysis code.

4.2.3 Computational Procedures Practices

4.2.3.1 Cascade Configuration

Figure 4.5 shows a cascade and defines the cascade nomenclature used with the computational model. The axial chord of the primary profile was chosen as the $x$ axis of the global $x,y$ coordinate system. The inflow and outflow angles, $\alpha_1$ and $\alpha_2$, are measured relative to the $x$ axis and are considered positive when there is a positive velocity component in the plus $y$ direction. The stagger angle, $\gamma$, is normally defined as the angle of the chordline with respect to the throughflow direction for the cascade, as shown in Figure 4.5; however, in the present computations the axial chord, $c_x$, was chosen as the $x$ axis instead of the chordline so the stagger angle for input to the computer program is considered zero. The blade coordinate values and the spacing between each blade are normalized by the axial chord. Thirty companion blades were used to approximate an infinite cascade and ninety vortex panels were used to represent the blade surface.

4.2.3.2 Boundary Layer Transition

Figure 4.6 shows a typical pressure distribution obtained experimentally and one predicted by the inviscid flow computations for the same conditions. Both the
Stagger Angle, $\gamma$ : 0°
Inlet Flow Angle : $\alpha_1$  (e.g. $\alpha_1 = 28.35^\circ$ at design incidence)
Estimate of Outlet Flow Angle : $\alpha_2$  (e.g. $\alpha_2 = -55.00^\circ$ at design incidence)
Blade Spacing, $S/c_s$ : 0.741
Number of Companion Blades, NBLS : 30

Figure 4.5:  Input parameters for computations on the present cascade.
Figure 4.6: Typical pressure distribution determined both experimentally and computationally.

Experimental data and the computational prediction show evidence of a pressure-surface and suction-surface leading edge velocity spike or 'overspeed'. Benner et al. (1995) examining the same blade profile attributes the leading edge velocity spikes to a change in surface curvature there. As can be seen, the overspeeds predicted by the potential flow code tends to be somewhat larger than those in the experimental data. The strong adverse pressure gradient immediately after the overspeed can result in the incorrect prediction of laminar to turbulent transition by the $H-R_x$ method or of laminar flow separation by Thwaites' method in the boundary layer analysis code. Therefore, one must rely on experimental evidence to determine whether the boundary layer is laminar or turbulent, separated or attached. For example, for smooth blades at design incidence, experimental evidence by Whitehouse (1993) and this author (discussed in Chapter 5) suggests that laminar flow exists on the suction-surface from the leading edge up to approximately mid chord. Also, experimental data acquired by this author suggests that laminar flow exists over most of the pressure-surface. Based on these findings, if the boundary layer analysis
predicted transition or flow separation near the leading edge, the local velocity values from the potential flow solution at the velocity spike were adjusted slightly such that the $H-R_x$ or Thwaites' methods would not erroneously predict transition or separation. This procedure was used for all cascade incidence angles that were investigated.

The boundary-layer momentum thickness, $\theta$, was assumed to remain constant through transition on smooth upper and lower surfaces. In the case of transition on rough surfaces, a momentum thickness value based on the roughness height, $k$ and spacing parameter, $\lambda$, was assumed at the start of the turbulent calculations (i.e. $\theta = 10 \, k/\lambda$). The initial turbulent shape factor $H$, was assigned the value of 1.4 at the start of all turbulent calculations. Instantaneous transition was assumed.

4.2.3.3 Surface-Source Distribution

Computations were done for various extents of surface roughness on the upper and lower surfaces of the profile. The non-dimensional roughness height, $k/c_x$, was made to increase approximately linearly over a short distance (approximately $0.1 \, \Delta s/c_x$) at the upstream edge of roughness bands. This is both more realistic than an abrupt start and also avoids potential difficulties with the boundary layer computations that an abrupt start with large $k/c_x$ might have caused. A boundary layer step size of $\Delta s/c_x = 0.01$ was used for all cases investigated. Only one iteration was used between the inviscid and boundary-layer computations (i.e. inviscid-viscous-inviscid).

The surface-source distribution determined by the boundary layer computations would sometimes entail the modification and/or "smoothing" of some of the source strengths in the trailing edge region prior to performing a second inviscid pass. The boundary layer computations on the suction surface in some cases investigated (i.e. large surface roughness heights and roughness band widths or large incidence angles) would
predict separation near the trailing edge. For these cases the upper surface separation point was predicted anywhere between 95% to 100% of axial chord downstream of the leading edge. The boundary layer analysis program deals with separated flow by setting the source-strength values to zero on the panels downstream of the separation point. Because the separation bubble could be considered small (i.e. less than 5% of axial chord) its effects were crudely approximated by adding source strengths manually in the separation region prior to performing the second inviscid pass. Also, because of extremely rapid predicted increases of the boundary layer shape factor, \( H \), the surface-source values immediately upstream of the separation region would sometimes be unrealistic, requiring some manual "smoothing" prior to a second inviscid pass. The computed pressure distributions and losses were relatively insensitive to variations in the source strengths in the trailing-edge region, provided that there were no sharp discontinuities or extreme values. Thus the modifications mentioned here served only to avoid numerical difficulties with the computational model and did not introduce significant arbitrariness into the results.

4.3 Post-Processing of Computational Results

4.3.1 Pressure Coefficients

The pressure coefficients obtained experimentally are based on cascade inlet conditions as discussed in Section 3.3.6, whereas the pressure coefficients predicted by the computational model are based on the mean velocity through the cascade. In order to compare the two pressure coefficient values (experimental and computational) the following conversion is performed on the computational predictions:

\[ C_{P_{comp}} = 1 - (1 - C_{P_{comp}}) \frac{\bar{V}}{V_1^2} \]
where $C_{p,\text{comp}}$ denotes the pressure coefficient predicted computationally, $V_1^2$ is the cascade inlet velocity squared and $\bar{V}^2$ is the mean velocity squared through the cascade (i.e. $\bar{V}^2 = (V_1^2 + V_2^2)$). The resulting pressure coefficient, $C_{p,\text{comp}}$, is based on the inlet conditions of the cascade.

### 4.3.2 Loss Prediction Schemes

The profile losses are taken to include the loss production in the blade-surface boundary layers as well as trailing edge blade-drag effects. The loss coefficient (derived in detail in Appendix H) takes the form:

$$\frac{\Delta P_o}{\frac{1}{2} \rho V_2^2} = \frac{2\theta_{\text{wake}}}{S \cos \alpha_2} + Y_{\text{et}}$$

where $S$ is blade to blade spacing and $\alpha_2$ is the outlet flow angle. The first term accounts for the direct loss production in the boundary layers and the second term, $Y_{\text{et}}$, is the trailing edge base-loss contribution. The wake momentum thickness far downstream, $\theta_{\text{wake}}$, must be related to the momentum thickness calculated at the trailing edge by the boundary-layer computations. The semi-empirical relation of Squire and Young (1938) is used for this purpose:

$$\theta_{\text{wake}} = (\theta_{\text{up}} + \theta_{\text{low}}) \left( \frac{\bar{U}_{\text{te}}}{U_{\text{far}}} \right)^{3.2}$$

where $\theta_{\text{up}}$ and $\theta_{\text{low}}$ are the trailing edge momentum thickness values predicted by the boundary-layer computations on the upper and lower blade surfaces respectively, $\bar{U}_{\text{te}}$ is the mean velocity at the trailing edge upper and lower surfaces calculated by the inviscid
solution during the second pass and $U_{far}$ is the velocity far downstream of the trailing edge defined as $U_{far} = V_2 = V_1 \cos \alpha_1 / \cos \alpha_2$ by continuity.

The profile loss coefficient is determined solely by $\theta_{wake}$ if the trailing edge is sharp. A trailing edge thickness contribution must be added in the case of blunt trailing edges. The correlation of Kacker and Okapuu (1982) is used for this purpose. They defined the trailing edge losses, $Y_{tr}$, in terms of the trailing edge thickness/throat opening ratio (i.e. $t/\sigma$) of a cascade. Two distinct curves exist for axial entry nozzles and impulse blades. Figure 4.7 shows the two curves and the interpolating equation used to deduce the trailing edge loss (energy) coefficient.

![Diagram](image-url)

\[ \Delta \phi_{TET}^2 = \Delta \phi_{TET(\beta_1=0)}^2 + \frac{\beta_1}{\alpha_2} \left( \frac{\beta_1}{\alpha_2} \right) [\Delta \phi_{TET(\beta_1=\alpha_2)}^2 - \Delta \phi_{TET(\beta_1=0)}^2] \]

Figure 4.7: Trailing edge loss (energy) coefficient correlated against the ratio of trailing edge thickness to throat opening (where $\beta_1$ = inlet blade metal angle, $\alpha_2$ = outlet flow angle) - reproduced from Kacker and Okapuu (1982).
The conversion from the kinetic energy loss coefficient to a total-pressure loss coefficient is given by

\[ Y_{\text{et}} = \frac{1}{1 - \Delta \phi^2_{\text{et}}} - 1 \]

for incompressible flow (Tremblay (1989)).

### 4.4 Potential Sources of Error

It would be very difficult to accurately quantify the error in predicting the various aerodynamic parameters due to the many variables involved. The following section describes some of the key areas where error could occur.

Section 4.2.1 describes the modifications made to the trailing edge of the actual blade profile. Modifications to the trailing edge region can lead to inaccuracies in the predictions of the outlet flow angle, base pressure, and boundary-layer development. In order to verify the implications of using the modified blade geometry the following work was performed. Source strengths were added to the trailing edge region prior to performing a second inviscid pass. The values of the additional source strengths were calculated based on the local inviscid velocities and the 'displacements' between the modified geometry (see Figure 4.8). This approach is based on the same principle as the use of sources to represent boundary-layer displacement thickness effects. Once the source strengths were added the second inviscid pass was performed followed by a second viscous pass. The resulting outlet flow angle, base pressure, and pressure loss coefficient were compared for the corrected and non-corrected computations. The differences in outflow angles and base pressures were found to be insignificant (less than 0.01%) and the difference in the pressure loss coefficient was less than 1%. Since the differences between the two results were small, no corrections for the modified trailing edge
geometry were applied for the results presented in Chapter 5.

The semi-empirical relation due to Squire and Young (1938), described in Section 4.3.2, can result in prediction errors for total-pressure loss coefficients. Squire and Young (1938) based their relation on the integral-momentum equation together with data from airfoils at small angles of attack. Since there is no corresponding data for cascades, and since one can expect a cascade blade wake to develop in essentially the same way as the wake of an isolated airfoil the Squire and Young relation is used. At large cascade off-design incidence angles the result due to Squire and Young was also used despite the fact that their empirical relation was based on small angles of attack.

\[
Q_{\text{add}} = U_{\text{e,u,p}} \times \frac{d\delta^*_{\text{add}}}{dS}
\]

(\text{per unit distance})

**Figure 4.8:** Schematic representation of the trailing edge with the additional source strength scheme.
Chapter 5

EXPERIMENTAL AND COMPUTATIONAL RESULTS

This chapter presents both the computational and experimental results. The experimental results are presented in Section 5.1 and the computational results are presented and compared to the experimental results in Section 5.2.

5.1 Experimental Results

The two main parameters which will be used to analyze the flow are the mass-averaged total-pressure loss, $Y_m$, and the deviation angle, $\delta$. There exists a close relationship between the blade pressure distributions and the development of the boundary layer. Therefore, prior to presenting the total-pressure loss and deviation angle data, midspan static pressure measurements will be presented. Table 5.1 and 5.1b give a summary of all test cases investigated along with the total-pressure loss and flow deviation data by Abbott (1993) and from the present study. The curves presented in the figures to follow will be identified by the Trial # listed in Table 5.1. The experimental data determined during the present study are presented along with the axial velocity ratios (AVR) and the approximate point at which the laminar boundary layer begins transition to a turbulent boundary layer. Also shown in Table 5.1 are the computational predictions: these will be discussed in detail in Section 5.2 of this Chapter. Figure 5.1 illustrates the locations and the roughness band widths of the various samples on the blade profile.
<table>
<thead>
<tr>
<th>Trial</th>
<th>Roughness Configurations</th>
<th>Experimental</th>
<th>Computational</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Total Pressure Loss</td>
<td>Flow Deviation</td>
</tr>
<tr>
<td>#</td>
<td>LE Position</td>
<td>Sand Grain Size</td>
<td>Median Bandwidth Width</td>
</tr>
<tr>
<td>12 a</td>
<td>SS''. PS''</td>
<td>0.00209</td>
<td>0.235</td>
</tr>
<tr>
<td>12 b</td>
<td>SS''</td>
<td>0.00208</td>
<td>0.235</td>
</tr>
<tr>
<td>12 c</td>
<td>SS''</td>
<td>0.00208</td>
<td>0.235</td>
</tr>
<tr>
<td>1 d</td>
<td>SS''</td>
<td>0.00208</td>
<td>0.235</td>
</tr>
<tr>
<td>1 e</td>
<td>SS''</td>
<td>0.00208</td>
<td>0.235</td>
</tr>
<tr>
<td>2 a</td>
<td>SS''</td>
<td>0.00209</td>
<td>0.235</td>
</tr>
<tr>
<td>2 b</td>
<td>SS''</td>
<td>0.00208</td>
<td>0.235</td>
</tr>
<tr>
<td>2 c</td>
<td>SS''</td>
<td>0.00208</td>
<td>0.235</td>
</tr>
<tr>
<td>2 d</td>
<td>SS''</td>
<td>0.00208</td>
<td>0.235</td>
</tr>
<tr>
<td>2 e</td>
<td>SS''</td>
<td>0.00208</td>
<td>0.235</td>
</tr>
<tr>
<td>3 a</td>
<td>SS''</td>
<td>0.00445</td>
<td>0.235</td>
</tr>
<tr>
<td>3 b</td>
<td>SS''</td>
<td>0.00445</td>
<td>0.235</td>
</tr>
<tr>
<td>3 c</td>
<td>SS''</td>
<td>0.00445</td>
<td>0.235</td>
</tr>
<tr>
<td>4 a</td>
<td>SS''</td>
<td>0.00445</td>
<td>0.470</td>
</tr>
<tr>
<td>4 b</td>
<td>SS''</td>
<td>0.00445</td>
<td>0.470</td>
</tr>
<tr>
<td>5 a</td>
<td>SS''</td>
<td>0.00445</td>
<td>0.470</td>
</tr>
<tr>
<td>5 b</td>
<td>SS''</td>
<td>0.00445</td>
<td>0.470</td>
</tr>
<tr>
<td>5 c</td>
<td>SS''</td>
<td>0.00445</td>
<td>0.470</td>
</tr>
<tr>
<td>5 d</td>
<td>SS''</td>
<td>0.00445</td>
<td>0.470</td>
</tr>
<tr>
<td>5 e</td>
<td>SS''</td>
<td>0.00445</td>
<td>0.470</td>
</tr>
</tbody>
</table>
Table 5.1: (cont.) Roughness configurations, measured and predicted data (experimental data reproduced from Abbott (1993)).

<table>
<thead>
<tr>
<th>T#</th>
<th>x/c</th>
<th>h/c</th>
<th>Δx/c</th>
<th>i</th>
<th>λ</th>
<th>Y_m</th>
<th>δ</th>
<th>Y_m</th>
<th>δ</th>
</tr>
</thead>
<tbody>
<tr>
<td>6 a</td>
<td>0.250 SS</td>
<td>0.00445</td>
<td>0.235</td>
<td>0°</td>
<td>13.7</td>
<td>0.0477</td>
<td>-4.93°</td>
<td>0.0435</td>
<td>-5.68°</td>
</tr>
<tr>
<td>6 b</td>
<td>0.250 SS</td>
<td>0.00445</td>
<td>0.235</td>
<td>+10°</td>
<td>13.7</td>
<td>0.0491</td>
<td>-4.47°</td>
<td>0.0471</td>
<td>-5.70°</td>
</tr>
<tr>
<td>6 c</td>
<td>0.250 SS</td>
<td>0.00445</td>
<td>0.235</td>
<td>-10°</td>
<td>13.7</td>
<td>0.0468</td>
<td>-5.47°</td>
<td>0.0406</td>
<td>-5.71°</td>
</tr>
<tr>
<td>7 a</td>
<td>0.250 SS</td>
<td>0.00208</td>
<td>0.470</td>
<td>0°</td>
<td>8.8</td>
<td>0.0464</td>
<td>-4.81°</td>
<td>0.0501</td>
<td>-6.08°</td>
</tr>
<tr>
<td>7 b</td>
<td>0.250 SS</td>
<td>0.00208</td>
<td>0.470</td>
<td>+10°</td>
<td>8.8</td>
<td>0.0494</td>
<td>-4.46°</td>
<td>0.0501</td>
<td>-5.70°</td>
</tr>
<tr>
<td>7 c</td>
<td>0.250 SS</td>
<td>0.00208</td>
<td>0.470</td>
<td>-10°</td>
<td>8.8</td>
<td>0.0481</td>
<td>-5.19°</td>
<td>0.0504</td>
<td>-6.17°</td>
</tr>
<tr>
<td>8 a</td>
<td>0.250 SS</td>
<td>0.00208</td>
<td>0.235</td>
<td>0°</td>
<td>8.8</td>
<td>0.0405</td>
<td>-4.35°</td>
<td>0.0450</td>
<td>-5.80°</td>
</tr>
<tr>
<td>8 b</td>
<td>0.250 SS</td>
<td>0.00208</td>
<td>0.235</td>
<td>+10°</td>
<td>8.8</td>
<td>0.0438</td>
<td>-4.08°</td>
<td>0.0448</td>
<td>-5.59°</td>
</tr>
<tr>
<td>8 c</td>
<td>0.250 SS</td>
<td>0.00208</td>
<td>0.235</td>
<td>-10°</td>
<td>8.8</td>
<td>0.0413</td>
<td>-4.45°</td>
<td>0.0437</td>
<td>-5.60°</td>
</tr>
<tr>
<td>9 a</td>
<td>0.250 SS</td>
<td>0.00628</td>
<td>0.470</td>
<td>0°</td>
<td>15.9</td>
<td>0.0605</td>
<td>-4.01°</td>
<td>0.0533</td>
<td>-5.80°</td>
</tr>
<tr>
<td>10 a</td>
<td>0.250 SS</td>
<td>0.00628</td>
<td>0.235</td>
<td>0°</td>
<td>15.9</td>
<td>0.0551</td>
<td>-4.72°</td>
<td>0.0446</td>
<td>-5.83°</td>
</tr>
<tr>
<td>11 a</td>
<td>0.250 SS</td>
<td>0.00208</td>
<td>0.470</td>
<td>0°</td>
<td>10.0</td>
<td>0.0458</td>
<td>-4.50°</td>
<td>0.0482</td>
<td>-5.91°</td>
</tr>
</tbody>
</table>
Table 5.1b: Roughness configurations, measured and predicted data (all data shown are from the present study).

<table>
<thead>
<tr>
<th>T#</th>
<th>x/c</th>
<th>y/c</th>
<th>Δa/c</th>
<th>i</th>
<th>λ</th>
<th>Y_m</th>
<th>δ</th>
<th>AVR</th>
<th>x/c</th>
<th>Y_m</th>
<th>δ</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 a</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>-10°</td>
<td>---</td>
<td>0.0282</td>
<td>-4.6°</td>
<td>0.997</td>
<td>0.70 SS</td>
<td>0.0241</td>
<td>-4.65°</td>
</tr>
<tr>
<td>1 b</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>0°</td>
<td>---</td>
<td>0.0280</td>
<td>-4.2°</td>
<td>0.995</td>
<td>0.28 SS</td>
<td>0.0235</td>
<td>-4.66°</td>
</tr>
<tr>
<td>1 a</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>+10°</td>
<td>---</td>
<td>0.0388</td>
<td>-4.9°</td>
<td>1.005</td>
<td>---</td>
<td>0.0329</td>
<td>-5.14°</td>
</tr>
<tr>
<td>1 c</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>+15°</td>
<td>---</td>
<td>0.0948</td>
<td>-8.1°</td>
<td>1.006</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>13 a</td>
<td>0.25 SS</td>
<td>0.00208</td>
<td>0.47</td>
<td>0°</td>
<td>11.1</td>
<td>0.0459</td>
<td>-4.4°</td>
<td>1.010</td>
<td>---</td>
<td>0.0456</td>
<td>-5.31°</td>
</tr>
<tr>
<td>9 a</td>
<td>0.25 SS</td>
<td>0.00628</td>
<td>0.47</td>
<td>0°</td>
<td>10.2</td>
<td>0.0654</td>
<td>-4.7°</td>
<td>1.002</td>
<td>---</td>
<td>0.0626</td>
<td>-5.76°</td>
</tr>
<tr>
<td>9 b</td>
<td>0.25 SS</td>
<td>0.00628</td>
<td>0.47</td>
<td>+10°</td>
<td>10.2</td>
<td>0.0761</td>
<td>-4.9°</td>
<td>1.000</td>
<td>---</td>
<td>0.0604</td>
<td>-6.43°</td>
</tr>
<tr>
<td>9 c</td>
<td>0.25 SS</td>
<td>0.00628</td>
<td>0.47</td>
<td>+15°</td>
<td>10.2</td>
<td>0.1849</td>
<td>-8.9°</td>
<td>1.007</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>10 a</td>
<td>0.25 SS</td>
<td>0.00628</td>
<td>0.24</td>
<td>0°</td>
<td>10.2</td>
<td>0.0544</td>
<td>-4.8°</td>
<td>0.999</td>
<td>0.26 SS</td>
<td>0.0505</td>
<td>-5.38°</td>
</tr>
<tr>
<td>10 b</td>
<td>0.25 SS</td>
<td>0.00628</td>
<td>0.24</td>
<td>+10°</td>
<td>10.2</td>
<td>0.0634</td>
<td>-5.1°</td>
<td>1.000</td>
<td>0.04 SS</td>
<td>0.0500</td>
<td>-6.13°</td>
</tr>
<tr>
<td>10 c</td>
<td>0.25 SS</td>
<td>0.00628</td>
<td>0.24</td>
<td>+15°</td>
<td>10.2</td>
<td>0.1642</td>
<td>-9.1°</td>
<td>1.007</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>14 a</td>
<td>0.10 SS</td>
<td>0.00445</td>
<td>0.47</td>
<td>0°</td>
<td>11.0</td>
<td>0.0648</td>
<td>-4.8°</td>
<td>0.996</td>
<td>0.13 SS</td>
<td>0.0505</td>
<td>-6.15°</td>
</tr>
<tr>
<td>14 b</td>
<td>0.10 SS</td>
<td>0.00445</td>
<td>0.47</td>
<td>+10°</td>
<td>11.0</td>
<td>0.0731</td>
<td>-4.9°</td>
<td>0.993</td>
<td>0.03 SS</td>
<td>0.0510</td>
<td>-5.86°</td>
</tr>
<tr>
<td>14 c</td>
<td>0.10 SS</td>
<td>0.00445</td>
<td>0.47</td>
<td>+15°</td>
<td>11.0</td>
<td>0.2042</td>
<td>-9.2°</td>
<td>1.000</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>15 a</td>
<td>0.10 SS</td>
<td>0.00445</td>
<td>0.24</td>
<td>0°</td>
<td>11.0</td>
<td>0.0507</td>
<td>-4.9°</td>
<td>1.001</td>
<td>0.14 SS</td>
<td>0.0417</td>
<td>-5.85°</td>
</tr>
<tr>
<td>15 b</td>
<td>0.10 SS</td>
<td>0.00445</td>
<td>0.24</td>
<td>+10°</td>
<td>11.0</td>
<td>0.0620</td>
<td>-5.1°</td>
<td>0.993</td>
<td>---</td>
<td>0.0474</td>
<td>-5.92°</td>
</tr>
<tr>
<td>15 c</td>
<td>0.10 SS</td>
<td>0.00445</td>
<td>0.24</td>
<td>+15°</td>
<td>11.0</td>
<td>0.1419</td>
<td>-8.7°</td>
<td>1.003</td>
<td>0.02 SS</td>
<td>---</td>
<td>---</td>
</tr>
</tbody>
</table>
Table 5.1b: (cont.) Roughness configurations and measured and predicted data (all data shown are from the present study).

<table>
<thead>
<tr>
<th>T#</th>
<th>x/c</th>
<th>h/c</th>
<th>Δx/c</th>
<th>i</th>
<th>λ</th>
<th>Y_m</th>
<th>δ</th>
<th>AVR</th>
<th>Trans. x/c</th>
<th>Y_m</th>
<th>δ</th>
</tr>
</thead>
<tbody>
<tr>
<td>16 a</td>
<td>0.25 PS</td>
<td>0.00445</td>
<td>0.71</td>
<td>-10°</td>
<td>10.0</td>
<td>0.0332</td>
<td>-4.9°</td>
<td>0.997</td>
<td>0.51 SS</td>
<td>0.0293</td>
<td>-4.71°</td>
</tr>
<tr>
<td>16 b</td>
<td>0.25 PS</td>
<td>0.00445</td>
<td>0.71</td>
<td>0°</td>
<td>10.0</td>
<td>0.0360</td>
<td>-4.2°</td>
<td>0.993</td>
<td>0.31 PS</td>
<td>0.0307</td>
<td>-4.74°</td>
</tr>
<tr>
<td>16 c</td>
<td>0.25 PS</td>
<td>0.00445</td>
<td>0.71</td>
<td>+10°</td>
<td>10.0</td>
<td>0.0415</td>
<td>-4.8°</td>
<td>1.001</td>
<td>0.31 PS</td>
<td>0.0387</td>
<td>-5.17°</td>
</tr>
<tr>
<td>16 d</td>
<td>0.25 PS</td>
<td>0.00445</td>
<td>0.71</td>
<td>+15°</td>
<td>10.0</td>
<td>0.1199</td>
<td>-8.7°</td>
<td>0.998</td>
<td>0.31 PS</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>17 a</td>
<td>0.25 PS</td>
<td>0.00628</td>
<td>0.71</td>
<td>-10°</td>
<td>10.5</td>
<td>0.0324</td>
<td>-4.8°</td>
<td>0.997</td>
<td>...</td>
<td>0.0300</td>
<td>-4.73°</td>
</tr>
<tr>
<td>17 b</td>
<td>0.25 PS</td>
<td>0.00628</td>
<td>0.71</td>
<td>0°</td>
<td>10.5</td>
<td>0.0389</td>
<td>-4.1°</td>
<td>0.997</td>
<td>0.27 SS</td>
<td>0.0314</td>
<td>-4.74°</td>
</tr>
<tr>
<td>17 c</td>
<td>0.25 PS</td>
<td>0.00628</td>
<td>0.71</td>
<td>+10°</td>
<td>10.5</td>
<td>0.0434</td>
<td>-4.6°</td>
<td>0.999</td>
<td>0.10 SS</td>
<td>0.0395</td>
<td>-5.14°</td>
</tr>
<tr>
<td>17 d</td>
<td>0.25 PS</td>
<td>0.00628</td>
<td>0.71</td>
<td>+15°</td>
<td>10.5</td>
<td>0.1539</td>
<td>-9.2°</td>
<td>0.996</td>
<td>0.09 SS</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

SS' = Suction Surface Roughness
PS" = Pressure Surface Roughness
Trans" = Onset of Transition Point

5.1.1 Blade Static Pressure Distribution

Midspan static pressure measurements were obtained for design and off-design incidence angles with and without roughness applied to the blade surfaces. Of the many pressure distributions obtained, a small portion covering the key aspects were selected for presentation in this section.
Figure 5.1: Locations and roughness band widths on the blade profile.
Figure 5.2: Midspan blade static pressure distributions at design incidence; comparison with Whitehouse (1993).

The initial tests by the author attempted to reproduce the midspan static pressure measurements obtained by Whitehouse (1993). Whitehouse (1993) obtained midspan pressure distributions for a full range of incidence angles using the same cascade (i.e. CC3 blades). Figure 5.2 shows a comparison of the pressure distribution obtained by Whitehouse (1993) and one obtained from the present study at design incidence. As can be seen, there is good agreement between the two results, although there is a subtle difference over the last 20% of axial chord on the suction side. The discrepancy is possibly due to the difference in the axial velocity ratios (AVR) between the two results. The AVR values for both curves are given in the legend. Rodger (1992) showed that increasing the AVR resulted in higher blade loading on the rear part of the blade.
5.1.1.1 Rough-Surface Blades

5.1.1.1.1 Design Incidence

Figure 5.3 shows a comparison between the pressure distributions obtained for smooth blades and two obtained with different surface roughness configurations for similar AVR values. As can be seen, the static pressure distributions are not greatly affected by the presence of the roughness. This coincides with the findings of Speidel (1954) and Bammert and Sandstedt (1980). Trial 14a consists of medium size roughness with the roughness leading edge located at a 0.10 $x/c$ and covering 0.47 $\Delta s/c$ of the blade suction surface and Trial 17b consists of large size roughness with the roughness leading edge located at 0.25 $x/c$ and covering 0.71 $\Delta s/c$ of the pressure surface.

![Graph showing pressure distributions](image)

Figure 5.3: Midspan blade static pressure distributions with and without roughness applied to either the pressure and suction surfaces at design incidence.
The roughness bands cover the local blade static taps, therefore these points are omitted in Figure 5.3. Although the presence of the roughness does not appear to greatly affect the static pressure distribution on the pressure surface, there is evidence of a change in blade loading on the suction surface for both Trials 14a and 17b.

The blade loading near the trailing edge is reduced with roughness applied to the suction surface (e.g. T14a). Laminar to turbulent transition occurs naturally on the smooth blade cascade near mid chord. Measurements made using the stethoscope described in Section 3.3.7 showed that, with roughness, laminar to turbulent transition occurred near the leading edge of the roughness band. The roughness therefore triggers early transition and increases the boundary layer thickness over the remaining blade surface which in turn reduces the curvature of the streamlines near the trailing edge and hence reduces the suction and the blade loading.

Roughness applied to the pressure surface (e.g. T17b) once again triggers transition to a turbulent boundary layer thereby increasing the boundary layer thickness. This in turn reduces the effective passage width thus increasing the velocity of the core flow in the passage. The effect of the higher passage velocity is most evident on the suction surface, as seen in Figure 5.3. This is because pressures are dependent on the square of velocity and velocity on the suction surface is much higher than on the pressure surface. The effects are also somewhat evident in the corresponding flow deviation data, which will be discussed further in Section 5.1.2.

5.1.1.1.2 Off-Design Incidence

Figure 5.4 shows three pressure distributions obtained at $+15^\circ$ incidence. A smooth blade pressure distribution and two obtained with the roughness leading edge located at 0.10 $x/c$ on the suction surface and covering 0.24 $\Delta s/c$ and 0.47 $\Delta s/c$ of the blades' surfaces. Once again, the pressure distribution is not greatly affected by the
surface roughness, although there is slight evidence of a change in loading at the trailing edge on the suction surface. Although there is no available experimental data discerning whether the boundary layer separates from the blade surface near the trailing edge at +15° incidence, and the pressure distribution for the smooth blades shown in Figure 5.4 does not clearly show separated flow, experiments by Whitehouse (1993) examining the same cascade of blades at +20° incidence concluded, using flow visualization, that the aft portion of the blade suction surface did experience flow separation. The midspan loss measurements made at +15° and +20° angles of incidence are significantly higher than the values obtained at design incidence, which suggests the flow at +15° is subject to flow separation near the trailing edge. Examination of the pressure distribution with roughness applied to the suction surfaces shows evidence of the flow separation point moving forward with larger roughness band width thereby increasing the midspan total pressure loss.

Figure 5.5 shows three pressure distributions obtained at +10° incidence. Trial 17c consists of large roughness with the leading edge of the roughness located at 0.25 x/c and covering 0.71 Δs/c of the pressure surface and Trial 14b consists of medium size roughness located at 0.10 x/c covering 0.47 Δs/c of the suction surface. As can be seen, roughness applied to the pressure surface does not greatly affect the pressure distribution at this incidence. Once again, measurements made using a stethoscope suggested laminar to turbulent transition on the pressure surface occurred near the leading edge of the roughness band. This would tend to increase the boundary layer thickness, although, due to the high positive incidence angle the increase in boundary layer thickness on the pressure side has relatively little affect on the passage velocity compared to roughness on the pressure surface at design incidence. Roughness applied to the suction surface reduces the loading at the trailing edge as it does for suction surface roughness at design incidence.
Figure 5.4: Midspan static pressure distribution with and without roughness applied to the suction surface at +15° incidence.

Figure 5.5: Midspan blade static pressure distribution with and without roughness applied to the suction and pressure surface at +10° incidence.
Figure 5.6: Midspan blade static pressure distribution with various roughness sizes applied to the pressure surface at -10° incidence.

Figure 5.6 shows the pressure distributions obtained at -10° incidence. For both Trial 16a and 17a the roughness leading edge is located at 0.25 x/c and it covers approximately 0.71 Δs/c of the pressure surface and the roughness is of medium size and large size respectively. At -10° incidence a definite increase in the blade loading on the suction side is evident with increasing roughness height.

5.1.2 Total-Pressure Loss and Flow Deviation

5.1.2.1 Smooth Blades

The initial tests by the author attempted to reproduce the off-design loss data obtained by Whitehouse (1993) and Abbott (1993) for the same cascade (i.e. CC3).
Figures 5.7 and 5.8 shows the comparisons of total-pressure loss and flow deviation respectively. As shown, the present study was limited to a data range between $-10.0^\circ$ to $+15.0^\circ$ effective incidence.

The data for total-pressure loss, $Y_m$, compare very well except at the higher incidence angles. The difference in loss at $+15.0^\circ$ between Whitehouse (1993) and the present study and at $+20.0^\circ$ between Whitehouse (1993) and Abbott (1993) may be attributed to a difference in the axial velocity ratio (AVR) (at $+15.0^\circ$ Whitehouse: AVR = 1.009, present study: AVR = 1.002, at $+20.0^\circ$ Whitehouse: AVR = 0.985, Abbott: AVR = 1.031). Whitehouse (1993) showed a very strong sensitivity to AVR at higher incidence angles. As the AVR is increased past unity, a gradual reduction in the midspan loss was observed. This was linked to the effect of the flow acceleration on the position of flow separation. An increase in AVR would tend to move the separation point toward the blade trailing edge and reduce the losses.

The deviation angle, $\delta$, shown in Figure 5.8, does not compare as well as the total-pressure loss data, although the trends are similar from the present data and those of Whitehouse (1993) and Abbott (1993). The difference between the present deviation angle data and that of Whitehouse (1993) and Abbott (1993) is in the order of $1^\circ$. The discrepancies can be attributed to the accuracy of the three-hole probes, as discussed in Section 3.2.2.2.
Figure 5.7: Total-pressure-loss coefficient versus incidence for smooth blades; comparison with Whitehouse (1993) and Abbott (1993).

Figure 5.8: Flow deviation angle versus incidence for smooth blades; comparison with Whitehouse (1993) and Abbott (1993).
5.1.2.2 Effect of Roughness

Prior to investigating new roughness configurations, attempts were made by this author to reproduce the data of Abbott (1993) for three specific roughness configurations at design incidence; namely, Trial 9a, 10a and 11a.

Figure 5.9 shows a comparison between Abbott (1993, and the present study of the total-pressure loss for two different roughness sizes and two different roughness band widths at design incidence. The present data shown in Figure 5.9 indicates that for the most part the loss measurements were consistent with the data of Abbott (1993). Although, with large roughness height (i.e. $k/c = 0.00628$) and large band width the difference between the two values was found to be the greatest (i.e. 8%). Examination of the spacing parameter, $A$, showed that it differed by approximately 55% between the two cases and this may well be the reason for the discrepancy.

The deviation angle data, corresponding to the pressure-loss data shown in Figure 5.9, are given in Figure 5.10. The data of Abbott (1993) agree well with the present data, although there is some discrepancy once again with the large roughness height and large band width case. This may be attributed to the large difference in the spacing parameter. Abbott (1993) noticed the same trends in pressure loss and deviation when investigating the repeatability of his data for Trial 7a and Trial 11a for different values of the spacing parameter.

5.1.2.2.1 Design Incidence

Figure 5.11 shows the variation of total-pressure loss data from the present study with roughness height for various roughness band widths and locations. The legend of Figure 5.11 shows the location and width of the roughness bands with the corresponding
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Figure 5.9: Total-pressure-loss coefficient versus roughness height, for design incidence; comparison with Abbott (1993).

Figure 5.10: Flow deviation angle versus roughness height, for design incidence; comparison with Abbott (1993).
Figure 5.11: Total-pressure-loss coefficient versus roughness height, for design incidence.

Figure 5.12: Flow deviation angle versus roughness height, for design incidence.
trial numbers from Table 5.1. It is evident from Trials 13a and 9a, and Trials 16b and 17b, that the total-pressure loss increases approximately linearly with increasing roughness height. Abbott (1993) showed the same linear trend for different roughness configurations. Therefore, in an effort to reduce the number of experimental investigations, single data points are used to show the shift in total-pressure loss and a linear trend is assumed through the points.

Trial 14a, with the roughness leading edge located at 0.10 x/c, and covering 0.47 Δs/c of the blades' suction surface resulted in the largest increase in total-pressure loss. Roughness applied over 0.71 Δs/c of the pressure surface resulted in the smallest increase in loss.

Figure 5.12 shows the variation of the outlet-flow deviation angle for different roughness heights corresponding to the pressure-loss values shown in Figure 5.11. A small increase in the deviation angle with roughness height is evident for roughness applied to the suction surface. Very small changes in the deviation angle were recorded with roughness applied to the pressure surface; a slight decrease in the deviation angle was recorded for the large roughness sample. The decrease in the deviation angle supports the increase in the blade loading on the suction surface shown in Figure 5.3. Nonetheless, the variation in the outlet-flow deviation angle is less than 1° for all the cases shown. As stated previously, the accuracy to which the probe can be aligned is ±0.5°.

5.1.2.2.2 Off-Design Incidence

Figures 5.13 and 5.14 show the losses for various roughness configurations at off-design incidence angles. Figure 5.13 shows the change in loss, Y_m, when the width of the roughness band is changed for roughness on the suction surface. The leading edge of the
roughness bands are located at 0.10 $x/c$ for both Trials 14 and 15. The width of the roughness band for Trial 15 is 0.24 $\Delta s/c$, half of Trial 14. The curves show that increasing the width of the roughness band causes a uniform increase in loss. This is consistent with the findings of Abbott (1993) for different roughness locations. Figure 5.14 shows the change in the loss curves with roughness applied to the pressure surface and the suction surface. The curves for Trials 9 and 10 are for large size roughness applied to the suction surface with the leading edge of the roughness band located at 0.25 $x/c$. The width of the roughness band for Trial 10 is half of Trial 9. Once again, a uniform increase in loss is observed for a larger roughness band width. Medium and large size roughness were applied to 0.71 $\Delta s/c$ of the pressure surface with the leading edge of the roughness band located at 0.25 $x/c$. As shown by Trial 16 and 17 the roughness applied to the pressure surface causes a slight increase in loss at $-10^\circ$, $0^\circ$ and $+10^\circ$ incidence angle, whereas at an incidence angle of $+15^\circ$ the loss increase is significant. A portion of the increase in loss can be attributed to the lower AVR values measured for Trials 16d and 17d compared to the smooth case. The presence of the roughness on the pressure surface may cause an acceleration of the freestream flow near the trailing edge on the suction surface sufficiently to cause the separation point to move forward increasing the separated region thereby increasing the losses.

The effect of roughness on the deviation angle is shown in Figure 5.15 and 5.16 corresponding to the loss data presented in Figure 5.13 and 5.14. The presence of roughness on the suction surface increases the deviation of the flow for all cases shown. For clarity, only Trial 9 and 17 are shown in Figure 5.16. Large roughness applied to the pressure surface appears to cause a slight decrease in the deviation angle for $0^\circ$ and $+10^\circ$ incidence angles, as compared to smooth blades.
Figure 5.13: Total-pressure-loss coefficient versus incidence for various roughness band
widths on the suction surface (with k/c = 0.00445 (medium), LE = 0.10 x/c).

Figure 5.14: Total-pressure-loss coefficient versus incidence for various roughness configurations applied to the suction and pressure surface (LE = 0.25 x/c).
Figure 5.15: Flow deviation angle versus incidence for various roughness band widths on the suction surface (with $k/c = 0.00445$ (medium), LE = 0.10 x/c).

Figure 5.16: Flow deviation angle versus incidence for various roughness configurations applied to the suction and pressure surface (LE = 0.25 x/c).
5.2 Computational Results

5.2.1 Validation of the Inviscid Solution

The inviscid solution method was checked with Gostellow's (1984) exact solution for a cusped-profile cascade with the purpose of checking the predictions of the pressure distribution and outlet angle. Figure 5.17 shows the Gostellow cusped-profile and the corresponding pressure distributions. The nomenclature for the input parameters shown are provided in Chapter 4, Figure 4.4. The third form of the Kutta condition as described in Section 4.2.2 was used in the analysis. The pressure coefficients provided by Gostellow's exact solution are based on inlet conditions, therefore the results from the computational predictions were post processed as per the method described in Section 4.3.1. As shown in Figure 5.17, the pressure distribution determined by the inviscid solution agrees very well with Gostellow's exact solution and the predicted outflow angle is within 0.15° of the exact solution.

5.2.2 Computational Results and Comparison with Experimental

As was the case with the experimental data, not all the data are presented in the following section. A small portion of the data covering the key aspects is presented.

5.2.2.1 Static Pressure Distribution

5.2.2.1.1 Smooth Blades

Figure 5.18 shows the modified blade profile used in this study along with the computationally predicted and experimentally determined midspan pressure distributions
Figure 5.17: Pressure distributions and blade profile for the Gosillow cusped blade cascade; comparison with inviscid solution.
at design incidence for a smooth surface cascade. Consider the pressure distributions determined by the computational method. As can be seen, the boundary layer growth reduces the loading on the suction surface progressively from the leading edge to the trailing edge. The pressure side boundary layer effects are negligible. There is good agreement between the experimental and computational results, except near the leading and trailing edges.

The overspeeds at the leading edge predicted by the computational method tend to be somewhat larger than those in the experimental data. This may be due to a small separation bubble occurring near the leading edge on both the pressure and suction surfaces that is not considered in the computational model. As discussed in Section 4.2.3.2 the local velocities predicted by the inviscid computations were manipulated such that the boundary layer analysis did not erroneously predict separation or transition at these points.

Near the trailing edge there is less agreement between the measured pressure distribution and the computationally predicted pressure distribution, in particular the base pressure values differ by more than 40%. The lower base pressure value measured experimentally is likely due to the small separated region developed on the rounded trailing edge. The separated region downstream of the trailing edge creates a low pressure region which is not modelled computationally. Although there is only modest agreement between the computational and experimental pressure distributions at the trailing edge, there is no evidence of velocity spikes which would occur if a blade with a rounded trailing edge was modelled.
Figure 5.18: Pressure distributions and blade profile for the CC3 blade cascade; comparison with the experimental results, and the inviscid and viscous/inviscid predictions.
Figure 5.19: Predicted pressure distribution with and without roughness applied to the suction and pressure surface at design incidence.

5.2.2.1.2 Rough-Surface Blades

5.2.2.1.2.1 Design Incidence

Figure 5.19 shows the computationally predicted pressure distributions obtained at design incidence with and without roughness applied to the blade surface. The test cases shown are the computational reproduction of the test cases shown in Figure 5.3, that is, one without roughness (i.e. smooth), one with medium size roughness covering approximately 0.47 Δs/c of the suction surface with the roughness leading edge located at 0.10 x/c, and one with large size roughness with the roughness leading edge located at 0.25 x/c and covering approximately 0.71 Δs/c of the pressure surface. As with the experimental results, the pressure distributions are not greatly affected by the surface roughness on the blades. The trends found in the experimental results are reproduced by the computational predictions although the predicted increase in suction on the suction
surface due to roughness on the pressure surface is not as large as actually observed.

Consider the blades with roughness on the suction surface. A reduction in blade loading is apparent near the trailing edge. The boundary layer analysis predicted laminar to turbulent transition at the leading edge of the roughness band. Comparing the boundary layer predictions for the smooth case and that with roughness on the suction surface showed a definite increase in the boundary layer thickness. For example, at 0.75 \( x/c \), the boundary layer thickness, \( \delta^* \), for the case with suction side roughness was approximately 3.5 times larger than that for the smooth case. The increase in boundary layer thickness reduces the curvature of the streamlines near the trailing edge and hence reduces the loading. This same trend was evident in the experimental measurements.

With roughness applied to the pressure surface, the computational analysis predicted essentially the same trends as did the experimental measurements. A slight increase in loading is observed near mid chord on the suction side although with not as great magnitude as the experimental measurements. Recall the explanation given in Section 5.1.2.2, that is, the increase in boundary layer thickness reduces the effective passage width which increases the passage velocity and the suction on the suction surface. Although this was somewhat evident in the computational predictions, a test case (not shown here) was performed with a smaller blade spacing to clarify this hypothesis. The pressure distributions were compared with a blade spacing three quarters of the original spacing. The blade loading on the suction surface increased by approximately 3% at mid chord with large roughness applied to the pressure side. This supports the hypothesis.

5.2.2.1.2.2 Off-design Incidence

Figure 5.20 shows a comparison of the pressure distributions at off-design incidence angles without roughness applied to the blades' surfaces. There is good agreement between the computational predictions and experimental measurements on the
Figure 5.20: Predicted pressure distributions at off-design incidence angle; comparison with experimental data.

pressure surface at all off-design incidence angles investigated. On the suction surface there is some discrepancy between the experimental measurements and the computational predictions. The discrepancy between the results was initially thought to have been caused by the modifications made to the blade trailing edge in the computational model. Further investigations involving choosing a different trailing edge point on the blade with the rounded trailing edge and then sharpening the blade to the new point did not appear to affect the suction surface pressure distribution significantly. The discrepancies may be due to sensitivity of the experimental measurements to the AVR at off-design incidence angles.

Figure 5.21 shows three predicted pressure distributions at +10° incidence. The test cases shown are the computational predictions corresponding to the test cases shown in Figure 5.5. As can be seen, roughness on the pressure surface does not greatly affect the pressure distribution. A decrease in the blade trailing edge loading is evident for the
Figure 5.21: Predicted pressure distribution with and without roughness applied to the pressure and suction surfaces at $+10^\circ$ incidence.

Figure 5.22: Predicted pressure distribution with and without roughness applied to the pressure surface at $-10^\circ$ incidence.
case with roughness applied to the suction surface. These are the same trends evident in the experimental measurements.

Figure 5.22 shows two pressure distributions predicted at -10° incidence, one for a smooth case the other for large roughness covering approximately 0.71 Δs/c of the pressure surface. A definite increase in blade loading is evident on the suction surface, this was also the trend found in the experimental measurements shown in Figure 5.6.

5.2.2.2 Pressure Loss and Flow Deviation

5.2.2.2.1 Design Incidence

Figure 5.23 shows the variation of both measured and predicted loss coefficient \( Y_m \), with non-dimensional roughness height for various test cases at design incidence. The same trends in loss were apparent in both the experimental measurements and computational predictions.

Figure 5.24 shows the variation of both the measured and the predicted outlet-flow deviation angle, \( \delta \), versus non-dimensional roughness height corresponding to the loss values shown in Figure 5.23. The computational predictions show the same trends observed in the experimental data, although magnitudes differ by about one half degree. Insignificant changes to the deviation angle (less than 0.1°) were correctly predicted by the computational method with roughness applied to the pressure surface. An increase in the deviation angle in the order of 1° was predicted for roughness applied to the suction surface; this is slightly more than was observed experimentally.
Figure 5.23: Predicted and measured total-pressure-loss coefficient versus roughness height, for design incidence.

Figure 5.24: Predicted and measured flow deviation angle versus roughness height, for design incidence.
5.2.2.2 Off-Design Incidence

Figure 5.25 and 5.26 shows the variation of both the measured and the predicted loss coefficient for various roughness configurations at various angles of incidence. Also shown in both figures is the variation in the measured and the predicted loss coefficient for smooth blades at various angles of incidence. The computational method is limited to a positive incidence angle of $+10^\circ$. At incidence angles greater than $+10^\circ$, separated flow occurred and this cannot be modelled by the computational method in its current state of development. As can be seen, the trends in the loss coefficient for smooth blades is essentially the same for both the experimental measurements and computational predictions, although they differ slightly in magnitude. Included in Figure 5.25 are three loss curves illustrating the effect of roughness leading edge location on the suction surface. The roughness data illustrated in this figure are for the same roughness size (i.e. $k/c = 0.00445$) and band width (i.e. $\Delta s/c = 0.24$). It is clear from the experimental measurements that as the roughness band is positioned closer to the leading edge of the blade the losses increase. This is consistent with the results of Kind and Lawrysyn (1992) who predicted that roughness closer to the leading edge of airfoils has a more detrimental effect. This trend is evident in the computational predictions for the roughness leading edges positioned at 0.65 $x/c$ and 0.25 $x/c$. With the roughness leading edge located at 0.10 $x/c$ a substantial increase in loss is apparent in the experimental data. The increase in loss is most likely due to the boundary layer trailing edge separation point moving upstream, thereby creating a larger separated region. Since separated flow is not modelled computationally, the computational method underpredicts the loss.

Figure 5.26 shows the variation in loss with medium and large size roughness applied to the pressure surface. The large roughness size causes only a slight increase in the losses relative to the medium size roughness for most incidence angles, a slight decrease in the experimentally measured loss was observed at $-10^\circ$. The decrease in loss at $-10^\circ$ was not observed in the computational predictions. A small increase in loss from
Figure 5.25: Predicted and measured total-pressure-loss coefficient versus incidence for various roughness locations on the suction surface (with $k/c = 0.00445$, $\Delta s/c = 0.24$).

Figure 5.26: Predicted and measured total-pressure-loss coefficient versus incidence for medium and large size roughness on the pressure surface (with $x/c = 0.25$ PS, $\Delta s/c = 0.71$).
Figure 5.27: Predicted and measured flow deviation angle versus incidence for various roughness locations on the suction surface (with $k/c = 0.00445$, $\Delta s/c = 0.24$ SS).

Figure 5.28: Predicted and measured flow deviation angle versus incidence for medium and large size roughness applied on the pressure surface (with $x/c = 0.25$ PS, $\Delta s/c = 0.71$).
Figure 5.29: Predicted and measured total-pressure-loss coefficient versus incidence for large and small roughness sizes and for 0.24 $\Delta s/c$ and 0.47 $\Delta s/c$ roughness band widths ($LE = 0.25 \ x/c$).

Figure 5.30: Predicted and measured flow deviation angle versus incidence for large and small roughness sizes and for 0.24 $\Delta s/c$ and 0.47 $\Delta s/c$ roughness band widths ($LE = 0.25 \ x/c$).
the smooth case was observed experimentally and computationally for both cases at all incidence angles.

The effects of roughness on the computationally and experimentally determined deviation angle are shown in Figure 5.27 and 5.28. Also included in the figures are the results for smooth blades. The trend in the experimental data for the smooth blades is captured by the computational method although the magnitude of the deviation angle predicted by the computations is slightly larger. Figure 5.27 shows the effect of roughness location on the deviation angle for the same cases shown in Figure 5.26. Consider the data determined by the computational predictions. An increase in the deviation angles is evident with roughness applied to the suction surface. The predicted deviation angles increase for all incidence angles shown as the roughness location is moved closer to the leading edge. The deviation angles for the case with the roughness leading edge located at 0.10 \( x/c \) may not be representative of the actual deviation of the flow due to the large separation region near the trailing edge. The experimental deviation data does not show the same trends. An actual decrease in the deviation angle was recorded by Abbott (1993) for roughness located at 0.65 \( x/c \) and at 0.25 \( x/c \).

Figure 5.28 shows the effect of roughness on the deviation angle corresponding to the data shown in Figure 5.26. As can be seen, the deviation angle is not greatly affected by the roughness on the pressure surface. A slight decrease in deviation from the smooth case is observed in the experimental measurements at design and +10° incidence angles. The computational predictions did not show a decrease in deviation at design and +10° incidence, although at +10° there is virtually no change in deviation from the smooth case.

Figure 5.29 shows the variation of both the measured and the predicted loss coefficients for large and small roughness sizes with the leading edges of the roughness bands located at 0.25 \( x/c \) and roughness band widths of 0.47 \( \Delta s/c \) and 0.24 \( \Delta s/c \) at varying angles of incidence. A uniform increase in loss is evident in the experimental
measurements with both increasing roughness height and roughness band width. The computational predictions agree well with the experimental measurements for the small roughness samples at all angles of incidence and for large roughness samples at design incidence. At a +10° incidence angle the computational predictions of the total-pressure loss for the large roughness samples are substantially too low. As stated earlier, this is thought to be because the computational method does not consider separated flow, which actually occurs for these conditions.

The deviation angles corresponding to the pressure loss data for the large roughness height samples presented in Figure 5.29 are shown in Figure 5.30. A uniform increase in the deviation angles is evident in both the experimental measurements and computational predictions.
Chapter 6

CONCLUSIONS AND RECOMMENDATIONS

6.1 Conclusions

The present research has investigated the effect of surface roughening on the aerodynamics of turbine blades. The following conclusions have been drawn from the observations made during this research:

1. The measured midspan static pressure distributions were not greatly affected by the presence of the roughness, although a small decrease in blade loading near the trailing edge was evident with roughness applied to the suction surface and a small increase in suction on the suction surface was evident with roughness applied to the pressure surface.

2. Laminar to turbulent transition occurred for all cases investigated near the leading edge of the roughness bands on both the suction and pressure surfaces.

3. Roughness produces the greatest effects when it occurs on the suction surface. The location of the roughness band on the suction surface was found to be important in determining the magnitude of the losses. With the roughness leading edge located at 0.10 x/c the increase in loss was the largest, whereas with the roughness leading edge located at 0.65 x/c only a small increase in loss was observed.
4. Roughness applied to approximately 70% of the pressure surface resulted in only a small increase in losses. A slight decrease in the deviation angle was recorded for some of the cases investigated.

5. The total-pressure loss increases approximately linearly with increasing roughness height. A small increase in the deviation angle with roughness height was evident for roughness applied to the suction surface. Only very small changes in the deviation angle were recorded with roughness applied to the pressure surface.

6. The viscous/inviscid computational method showed great promise as a tool for investigating the aerodynamics of surface roughness on cascade blades. The computational method successfully predicted the trends observed in the measured results. The predicted pressure distributions with and without roughness applied to either the suction- or pressure- surfaces agreed well with the measured midspan pressure distributions. The total-pressure-loss coefficients and the flow deviation angles for the various roughness configurations investigated also agreed well with the data measured in the present study and the data of Abbott (1993).

6.2 Recommendations for Further Study

The experimental data obtained by Abbott (1993) in combination with the data obtained from the present study make up a fairly complete data base. No recommendations are made herein for further experimental work, instead the following outlines key areas of concern in the computational method.

1. It is evident from the experimental measurements that there is likely a small separation bubble at the leading edge of the blades for certain incidence angles. These separation bubbles could be modelled computationally with some
modifications made to the viscous/inviscid methods.

2. The computational method loss and flow-turning predictions were limited to flows where the separated region at the trailing edge was small. The applicability of the computational method would be improved with the inclusion of a separated flow model for cascades.

3. The computational method could be used to expand from the experimental data set and investigate the effects of other parameters such as blade geometry, roughness height and spacing, and Reynolds number.
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Appendix A

Blade and Cascade Geometry

This appendix tabulates the geometric and aerodynamic parameters of the cascade and the coordinates used to describe the profile.

Table A.1: Summary of geometric and aerodynamic parameters of the cascade blades.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inlet flow angle, $\alpha_1$</td>
<td>28.35°</td>
</tr>
<tr>
<td>Exit flow angle, $\alpha_2$</td>
<td>57.65°</td>
</tr>
<tr>
<td>Inlet metal angle, $\beta_i$</td>
<td>25.35°</td>
</tr>
<tr>
<td>Exit metal angle, $\beta_2$</td>
<td>57.51°</td>
</tr>
<tr>
<td>Metal turning, $\Delta \beta$</td>
<td>83.0°</td>
</tr>
<tr>
<td>Design incidence, $i_{des}$</td>
<td>3.0°</td>
</tr>
<tr>
<td>Design deviation, $\delta_{des}$</td>
<td>-0.145°</td>
</tr>
<tr>
<td>Stagger, $\gamma$</td>
<td>21.6°</td>
</tr>
<tr>
<td>Camber angle, $\theta$</td>
<td>82.86°</td>
</tr>
<tr>
<td>Chord length, $c$</td>
<td>162.3 mm</td>
</tr>
<tr>
<td>Axial chord length, $c_x$</td>
<td>149.4 mm</td>
</tr>
<tr>
<td>Pitch (spacing), $S$</td>
<td>110.71 mm</td>
</tr>
<tr>
<td>Blade span, $h$</td>
<td>200 mm</td>
</tr>
<tr>
<td>Pitch to chord ratio, $S/c$</td>
<td>0.68</td>
</tr>
<tr>
<td>Aspect ratio, $h/c$</td>
<td>1.23</td>
</tr>
<tr>
<td>Leading edge diameter to chord ratio, $d/c$</td>
<td>0.1029</td>
</tr>
<tr>
<td>Leading edge diameter to pitch ratio, $d/S$</td>
<td>0.151</td>
</tr>
<tr>
<td>Leading edge wedge angle, $\text{We}$</td>
<td>43.0°</td>
</tr>
<tr>
<td>Trailing edge thickness to chord ratio, $t/v/c$</td>
<td>0.0259</td>
</tr>
<tr>
<td>Maximum thickness to chord, $t_{max}/c$</td>
<td>19.6%</td>
</tr>
<tr>
<td>Throat opening, $\sigma$</td>
<td>63.6 mm</td>
</tr>
</tbody>
</table>
### Table A.2: Blade profile coordinates.

<table>
<thead>
<tr>
<th>Suction Surface</th>
<th>Pressure Surface</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x/c )</td>
<td>( y/c )</td>
</tr>
<tr>
<td>0.0050</td>
<td>0.3578</td>
</tr>
<tr>
<td>0.0015</td>
<td>0.3674</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.3776</td>
</tr>
<tr>
<td>0.0006</td>
<td>0.3878</td>
</tr>
<tr>
<td>0.0032</td>
<td>0.3977</td>
</tr>
<tr>
<td>0.0077</td>
<td>0.4069</td>
</tr>
<tr>
<td>0.0139</td>
<td>0.4150</td>
</tr>
<tr>
<td>0.0162</td>
<td>0.4174</td>
</tr>
<tr>
<td>0.0207</td>
<td>0.4220</td>
</tr>
<tr>
<td>0.0275</td>
<td>0.4286</td>
</tr>
<tr>
<td>0.0365</td>
<td>0.4367</td>
</tr>
<tr>
<td>0.0456</td>
<td>0.4442</td>
</tr>
<tr>
<td>0.0591</td>
<td>0.4544</td>
</tr>
<tr>
<td>0.0772</td>
<td>0.4665</td>
</tr>
<tr>
<td>0.0953</td>
<td>0.4771</td>
</tr>
<tr>
<td>0.1134</td>
<td>0.4863</td>
</tr>
<tr>
<td>0.1315</td>
<td>0.4945</td>
</tr>
<tr>
<td>0.1496</td>
<td>0.5016</td>
</tr>
<tr>
<td>0.1677</td>
<td>0.5077</td>
</tr>
<tr>
<td>0.1858</td>
<td>0.5130</td>
</tr>
<tr>
<td>0.2129</td>
<td>0.5192</td>
</tr>
<tr>
<td>0.2400</td>
<td>0.5237</td>
</tr>
<tr>
<td>0.2762</td>
<td>0.5270</td>
</tr>
<tr>
<td>0.3124</td>
<td>0.5273</td>
</tr>
<tr>
<td>0.3486</td>
<td>0.5245</td>
</tr>
<tr>
<td>0.3847</td>
<td>0.5188</td>
</tr>
</tbody>
</table>
Appendix B

Static Pressure Blade Geometry

This appendix lists the blade surface static tap locations and orientation relative to the coordinate system shown in Figure B.1.

Figure B.1: Static tap location and orientation nomenclature for the instrumented blade.
Table B.1: Static pressure tap coordinates and orientation.

<table>
<thead>
<tr>
<th>Tap #</th>
<th>x/c₀</th>
<th>y/c₀</th>
<th>τ (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0014</td>
<td>0.0281</td>
<td>-77.185</td>
</tr>
<tr>
<td>2</td>
<td>0.0182</td>
<td>0.0573</td>
<td>-45.898</td>
</tr>
<tr>
<td>3</td>
<td>0.0431</td>
<td>0.0805</td>
<td>-39.928</td>
</tr>
<tr>
<td>4</td>
<td>0.0755</td>
<td>0.1045</td>
<td>-33.511</td>
</tr>
<tr>
<td>5</td>
<td>0.1170</td>
<td>0.1284</td>
<td>-26.574</td>
</tr>
<tr>
<td>6</td>
<td>0.1614</td>
<td>0.1476</td>
<td>-20.210</td>
</tr>
<tr>
<td>7</td>
<td>0.2061</td>
<td>0.1615</td>
<td>-14.356</td>
</tr>
<tr>
<td>8</td>
<td>0.2423</td>
<td>0.1693</td>
<td>-9.833</td>
</tr>
<tr>
<td>9</td>
<td>0.2961</td>
<td>0.1754</td>
<td>-3.344</td>
</tr>
<tr>
<td>10</td>
<td>0.3547</td>
<td>0.1750</td>
<td>4.202</td>
</tr>
<tr>
<td>11</td>
<td>0.4091</td>
<td>0.1681</td>
<td>10.055</td>
</tr>
<tr>
<td>12</td>
<td>0.4638</td>
<td>0.1551</td>
<td>16.992</td>
</tr>
<tr>
<td>13</td>
<td>0.5172</td>
<td>0.1355</td>
<td>23.365</td>
</tr>
<tr>
<td>14</td>
<td>0.5649</td>
<td>0.1120</td>
<td>28.938</td>
</tr>
<tr>
<td>15</td>
<td>0.6113</td>
<td>0.0835</td>
<td>34.090</td>
</tr>
<tr>
<td>16</td>
<td>0.6523</td>
<td>0.0536</td>
<td>38.357</td>
</tr>
<tr>
<td>17</td>
<td>0.6917</td>
<td>0.0200</td>
<td>42.216</td>
</tr>
<tr>
<td>18</td>
<td>0.7309</td>
<td>-0.0179</td>
<td>45.779</td>
</tr>
<tr>
<td>19</td>
<td>0.7677</td>
<td>-0.0578</td>
<td>48.821</td>
</tr>
<tr>
<td>20</td>
<td>0.8073</td>
<td>-0.1055</td>
<td>51.720</td>
</tr>
<tr>
<td>21</td>
<td>0.8509</td>
<td>-0.1664</td>
<td>54.486</td>
</tr>
<tr>
<td>22</td>
<td>0.8971</td>
<td>-0.2307</td>
<td>56.470</td>
</tr>
<tr>
<td>23</td>
<td>0.9410</td>
<td>-0.2987</td>
<td>57.663</td>
</tr>
<tr>
<td>24</td>
<td>0.9774</td>
<td>-0.3566</td>
<td>58.007</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Tap #</th>
<th>x/c₀</th>
<th>y/c₀</th>
<th>τ (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>36</td>
<td>0.2860</td>
<td>-0.0338</td>
<td>-170.078</td>
</tr>
<tr>
<td>35</td>
<td>0.3521</td>
<td>-0.0387</td>
<td>-175.081</td>
</tr>
<tr>
<td>34</td>
<td>0.4224</td>
<td>-0.0489</td>
<td>-170.208</td>
</tr>
<tr>
<td>33</td>
<td>0.5122</td>
<td>-0.0665</td>
<td>-164.880</td>
</tr>
<tr>
<td>32</td>
<td>0.5880</td>
<td>-0.0909</td>
<td>-159.320</td>
</tr>
<tr>
<td>31</td>
<td>0.6554</td>
<td>-0.1199</td>
<td>-154.071</td>
</tr>
<tr>
<td>30</td>
<td>0.7223</td>
<td>-0.1565</td>
<td>-148.543</td>
</tr>
<tr>
<td>29</td>
<td>0.7835</td>
<td>-0.1980</td>
<td>-143.100</td>
</tr>
<tr>
<td>28</td>
<td>0.8449</td>
<td>-0.2492</td>
<td>-137.264</td>
</tr>
<tr>
<td>27</td>
<td>0.9123</td>
<td>-0.3199</td>
<td>-129.894</td>
</tr>
<tr>
<td>26</td>
<td>0.9533</td>
<td>-0.3728</td>
<td>-125.503</td>
</tr>
<tr>
<td>25</td>
<td>0.9927</td>
<td>-0.3968</td>
<td>146.633</td>
</tr>
</tbody>
</table>
Appendix C

Calibration Data

This appendix presents the calibration coefficients and resulting curves for the three-hole probes and the calibration curves for the pressure transducers.

The inlet and outlet three-hole probes were previously calibrated by Abbott (1993) in May 1993. They were recalibrated by the author in May 1994 and August 1994. The calibration data are used to determine the static pressure, dynamic pressure, total pressure and flow direction. The probe was calibrated over a range of yaw angles from -10° to +10°. The measured pressures from the calibration are used to form the following coefficients according to the method of Lewis (1966),

\[
K_1 = \frac{(P_1 - P_s)}{q}
\]

\[
K_{12} = \frac{(P_1 - P_2)}{q}
\]

\[
K_{13} = \frac{(P_1 - P_3)}{q}
\]

\[
K_{23} = \frac{(P_2 - P_3)}{q}
\]

\[
K_{\phi 2} = \frac{(P_1 - P_s)}{(P_1 - P_3)}
\]

\[
K_{\phi 3} = \frac{(P_1 - P_s)}{(P_1 - P_2)}
\]

where: \( P_s \) = Static pressure at probe

\( q \) = Dynamic pressure at probe
The pressure indices correspond to the port numbering shown in Figure C.1. The coefficients are graphically presented in Figures C.2 to C.7 for the outlet probe. Similar results (not shown here) were obtained for the inlet probe. As can be seen, the calibration of the probe has been very stable.

Figure C.1: Three-hole probe port numbering.
Figure C.2: Variation of $K_1$ with yaw angle for the outlet probe.

Figure C.3: Variation of $K_{12}$ with yaw angle for the outlet probe.
Figure C.4: Variation of $K_{13}$ with yaw angle for the outlet probe.

Figure C.5: Variation of $K_{23}$ with yaw angle for the outlet probe.
Figure C.6: Variation of $K_{e2}$ with yaw angle for the outlet probe.

Figure C.7: Variation of $K_{e3}$ with yaw angle for the outlet probe.
The calibration curves for both the Rosemount (Model 831A3 serial #567) and Baratron (Model 220DC serial #79508-2) pressure transducers used in this research are presented in Figures C.8 and C.9. The calibration was performed using a micromanometer, a voltmeter and two 100CC syringes in parallel as a pressure source. The data presented in the figures below were obtained prior to beginning the experiments. Both pressure transducers were checked periodically during the research and found to be very stable.

![Calibration Curve](image)

**Figure C.8:** Rosemount (Serial #567) pressure transducer calibration curve.
Figure C.9: Baratron (Serial #79508-2) pressure transducer calibration curve.
Appendix D

Control Surface Settings

This appendix tabulates the control surface and endplate initial settings used to establish a uniform, two dimensional flow in the test section for each angle of incidence, $\theta$, as indicated. A schematic diagram of the endplates and the test section control surfaces is given in Figures D.1 and D.2.

Table D.1: Control surface and endplate settings.

<table>
<thead>
<tr>
<th>$\theta$</th>
<th>Endplate Settings</th>
<th>Control Surface Settings</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>X1 (mm)</td>
<td>X2 (mm)</td>
</tr>
<tr>
<td>10</td>
<td>32</td>
<td>141</td>
</tr>
<tr>
<td>0</td>
<td>34</td>
<td>140</td>
</tr>
<tr>
<td>10</td>
<td>31</td>
<td>141</td>
</tr>
<tr>
<td>15</td>
<td>36</td>
<td>134</td>
</tr>
</tbody>
</table>

Figure D.1: Endplate nomenclature and settings - reproduced from Whitehouse (1993).
Figure D.2: Control surface locations and labelling - reproduced from Rodger (1992).
Appendix E

Spacing Parameter Calculation

This appendix shows the calculation of the spacing parameter, $\lambda$, for each of the roughness configurations. The measurements were made by identifying the individual sand grains in a square area of known size, $A_r$. Eight different areas were counted on three different blades and the average number of sand grains per blade was recorded (the approximate locations of the eight different areas are shown in Figure E.1). The average of all three blades was used to determine an average for the cascade. The frontal area, $A_F$, was calculated assuming that the grains were of spherical shape, and having a nominal diameter as determined by the mesh sizes of the sifting apparatus. Knowing the average particle size and the average number of particles per area, the spacing parameter was then easily determined using the relation:

$$\lambda = \frac{A_F}{A_r}$$
Table E.1: Spacing parameter calculation data.

<table>
<thead>
<tr>
<th>Trial #</th>
<th>Blade #</th>
<th>Measurements</th>
<th>Blade Ave.</th>
<th>Cascade Ave.</th>
<th>$A_T$ (cm²)</th>
<th>Grain Size (µm)</th>
<th>$\lambda$</th>
</tr>
</thead>
<tbody>
<tr>
<td>13</td>
<td>2</td>
<td>129 99 95 110 91 87 87 101</td>
<td></td>
<td>100.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>93 103 103 113 104 91 108 96</td>
<td></td>
<td>101.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>96 92 111 93 94 107 95 113</td>
<td></td>
<td>100.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9 &amp; 10</td>
<td>2</td>
<td>77 87 86 102 98 126 134 121</td>
<td></td>
<td>103.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>105 96 98 108 129 132 127 120</td>
<td></td>
<td>114.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>70 77 85 122 82 131 123 135</td>
<td></td>
<td>104.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14 &amp; 15</td>
<td>2</td>
<td>69 89 72 80 69 100 112 111</td>
<td></td>
<td>87.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>70 83 86 92 85 78 102 79</td>
<td></td>
<td>84.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>92 71 83 105 90 115 110 89</td>
<td></td>
<td>94.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>2</td>
<td>109 94 98 107 104 88 92 96</td>
<td></td>
<td>98.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>114 91 108 103 96 85 89 105</td>
<td></td>
<td>98.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>98 83 104 92 110 87 94 102</td>
<td></td>
<td>96.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>2</td>
<td>101 94 97 105 115 121 99 111</td>
<td></td>
<td>105.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>110 98 82 108 98 87 102 106</td>
<td></td>
<td>98.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>116 105 91 109 95 124 126 118</td>
<td></td>
<td>110.5</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure E.1: Approximate locations of the eight areas investigated for suction- and pressure- surface roughness samples.
Appendix F

Three-Hole Probe Drawings

All dimensions in millimeters (mm).

New Outlet Probe Design

Outlet Probe Used in the Present Study

Inlet Probe

Figure F.1: Three-hole probes.
Appendix G

Sample Input File of the Modified Blade Geometry

This appendix lists a sample input file for the modified blade profile used in the computational analysis. The first column lists the $x/c_r$ junction point coordinates and the second column lists the corresponding $y/c_r$ junction point coordinates. The listed coordinates start at the trailing edge and proceed counter-clockwise around the blade profile ending at the trailing edge. The last line lists the separation point on both the suction- and pressure-surfaces (i.e. for the list shown the separation points are at the trailing edge).
| 0.092113 | 0.372319 |
| 0.105909 | 0.373076 |
| 0.124305 | 0.373982 |
| 0.142700 | 0.374768 |
| 0.161096 | 0.375425 |
| 0.179491 | 0.375952 |
| 0.197887 | 0.376334 |
| 0.216282 | 0.376561 |
| 0.234678 | 0.376618 |
| 0.262271 | 0.376361 |
| 0.289864 | 0.375638 |
| 0.326654 | 0.373811 |
| 0.343447 | 0.370845 |
| 0.400258 | 0.366593 |
| 0.437029 | 0.360928 |
| 0.473820 | 0.353725 |
| 0.510610 | 0.344863 |
| 0.547401 | 0.334231 |
| 0.584192 | 0.32175 |
| 0.620983 | 0.307185 |
| 0.657774 | 0.290499 |
| 0.694565 | 0.271505 |
| 0.731356 | 0.249974 |
| 0.768147 | 0.225605 |
| 0.804938 | 0.198082 |
| 0.841729 | 0.167111 |
| 0.869322 | 0.141603 |
| 0.896916 | 0.114190 |
| 0.915311 | 0.094910 |
| 0.933707 | 0.074890 |
| 0.952103 | 0.054253 |
| 0.966331 | 0.037936 |
| 0.976329 | 0.026310 |
| 0.982973 | 0.018620 |
| 0.987185 | 0.013830 |
| 1.000000 | 0.000000 |
| 1.000000 | 0.000000 | 1.000000 | 0.000000 |
Appendix H

Derivation of the Computational Loss Coefficient

This appendix presents a detailed derivation of the loss coefficient used in the computational model.

Consider a cross section of the wake, shown in Figure H.2, far enough downstream of the cascade that the static pressure and flow angle are uniform (i.e. at station 2):

Figure H.2: Cross section of blade wake far downstream.
where $V_2$ is the inviscid velocity and $v_2$ is the velocity in the wake.

The velocity distribution at station (2) in the $\eta$ direction is shown at the bottom of Figure H.2.

$$
\Delta P_0 = \frac{\int_S (P_{01} - P_{02}) \, d\dot{m}}{\int_S \dot{m} \, d\eta}
$$

where $\int_S \cdot$ denotes integration in the $\eta$ direction over one space and $\dot{m}$ denotes the mass flow rate. Since $P_{01} = P_2 + 1/2 \rho V_2^2$ by Bernouilli and $P_{02} = P_2 + 1/2 \rho v_2^2$ by definition for any streamtube. Assuming the velocity at station (2) equals $v_2$ in general the above equation can be rewritten as:

$$
\Delta P_0 = \frac{\int_S \rho v_2 \left( \frac{1}{2} \rho V_2^2 - \frac{1}{2} \rho v_2^2 \right) \, d\eta}{\int_S \rho v_2 \, d\eta}
$$

$$
\Delta P_0 = \frac{1}{2} \rho V_2^3 \int_S \frac{V_2}{V_2} \left( 1 + \frac{V_2}{V_2} \right) \left( 1 - \frac{v_2}{V_2} \right) \, d\eta
$$

$$
\Delta P_0 = \frac{1}{V_2(S' - \delta^*_w)}
$$

where $\delta^*_w$ is the displacement thickness of the wake. In the far wake, $(V_2 - v_2)$ is small, therefore $v_2/V_2 = 1$ and the approximation that $(1 + v_2/V_2) = 2$ could be made, giving,

$$
\Delta P_0 = \frac{1}{2} \rho V_2^2 \frac{1}{(S' - \delta^*_w)} \theta_{\text{wake}}
$$

where $\theta_{\text{wake}} = \int_S \frac{v_2}{V_2} \left( 1 - \frac{v_2}{V_2} \right) \, d\eta$ is the momentum effect thickness of the wake. If $\delta^*_w < S'$ is assumed then,
\[
\frac{\Delta P_0}{\frac{1}{2} \rho V_2^2} = \frac{2\theta_{\text{wake}}}{S'}
\]

since \( S' = S \cos \alpha_2 \).

\[
\frac{\Delta P_0}{\frac{1}{2} \rho V_2^2} = \frac{2\theta_{\text{wake}}}{S \cos \alpha_2}
\]

Therefore, if we can determine \( \theta_{\text{wake}} \) and \( \alpha_2 \) from the computational analysis we can determine the loss coefficient based on the outlet conditions. The momentum thickness on the upper and lower surfaces, \( \theta_{SS} \) and \( \theta_p \) respectively, are given from the boundary layer analysis. The problem is \( \theta_{\text{wake}} \neq (\theta_{SS} + \theta_p) \) unless the velocity at the trailing edge equals the velocity far downstream (ie. \( U_{te} = U_{far} \)).

Between the trailing edge and far downstream the wake must obey the integral-momentum equation, with \( c_f = 0 \) since there is no solid surface:

\[
\frac{d\theta}{dx_{\text{along wake}}} + \frac{\theta}{U} \frac{dU}{dx} (H+2) = 0
\]

This can only be solved if we have a relation between \( H \) and \( U \). Squire and Young (1938) used an empirical relation based on data for airfoils at small angles of attack. Since we don't have any corresponding data for cascades, and since we'd expect a cascade blade wake to develop in essentially the same way as the wake of an isolated airfoil we will use the same result due to Squire and Young:

\[
\theta_{\text{wake}} = (\theta_{SS} + \theta_p) \left( \frac{U_{te}}{U_{far}} \right)^{3.2}
\]
where $U_{far} = V_2 = \frac{V_1 \cos \alpha_1}{\cos \alpha_2}$ by continuity, neglecting the displacement effect of the wake.