Investigating the Impact of an Incremental Mindset Intervention on Students’ Beliefs and Programming Performance

by

Maria Jakeline de Guadalupe G. Celis Rangel

A thesis submitted to the Faculty of Graduate and Postdoctoral Affairs in partial fulfillment of the requirements for the degree of

Master of Cognitive Science

Carleton University
Ottawa, ON

© 2017
Maria Jakeline de Guadalupe G. Celis Rangel
Abstract

Implicit theories of personal ability identify two kinds of mindsets, incremental and entity. Individuals with an incremental mindset believe in the value of effort, have mastery-oriented goals, and have been associated with higher academic performance. In contrast, entity individuals see effort as evidence of a lack of ability, and have been associated with lower academic performance. Prior research in implicit theories found that incremental beliefs can be taught via mindset interventions, and improvements in academic achievement were associated with these interventions, especially for in face of challenging subjects such as math or physics. Programming has also been identified as a challenging subject for students, but to date little research has been conducted to study the impact that implicit theories might have among novice programmers. To address this gap, this research tests the effect of an incremental mindset intervention on students’ beliefs and programming performance in a controlled experiment, as well as analyzes factors related to the mindset construct specifically for the programming domain. Our key results show that as in prior work on general mindset (outside of programming), students who believe programming is a fixed ability do not believe in the value of investing effort. Moreover, compared to the control group, the incremental mindset intervention made participants significantly less entity oriented in their beliefs towards programming, and in turn they exhibited marginally more persistence in their programming activities, especially among those with less prior programming experience. However, this did not translate to improvements in performance on the programming activity.
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Chapter One

Introduction

Personal beliefs about the nature of ability set up cognitive frameworks that individuals use to interpret and react to their environment - these personal beliefs are also referred to as *implicit theories* because they are frequently not explicitly articulated by the person holding them. There are two key mindsets: entity and incremental. Individuals who hold the entity theory (or fixed mindset) believe that personal traits are fixed and cannot be enhanced. For these theorists, intelligence is an inborn trait, akin to, for instance, eye color. Individuals belonging to this group agree with statements such as: “You have a certain amount of intelligence, and you really can’t do much to change it”. In contrast, individuals who subscribe to the incremental theory (or growth mindset) believe that personal traits such as intellect and skills are malleable and developed through practice and effort. These individuals have the belief that anyone can enhance their ability, if they receive the proper motivation, opportunity, and instruction. This second group of theorists agree with statements such as: “You can always greatly change how intelligent you are”.

Mindset theories (entity vs. incremental) have an important role in educational contexts, as they predict academic achievement. Specifically, a growth mindset leads students to engage in beneficial strategies and behaviors during learning activities (Aronson, Fried, & Good, 2002). Consequently, the sum of all these effects results in better academic performance (Blackwell, Trzesniewski, & Dweck, 2007; Dweck, 2006), even in the face of setbacks (Hong et al., 1999; Hu, Chen, & Tian, 2016). In particular, the impact of implicit theories is especially salient when students face transitions and challenges
Dweck, 2006; Yeager, Johnson, Spitzer, Trzesniewski, Powers & Dweck, 2014), such as during academically challenging activities (Paunesku et al., 2015). One such activity is programming, where students struggle, for instance, when learning to program (Perkings, Hancock, Hobbs, Martin, & Simmons, 1986; Cutts, Cutts, Draper, O’Donnell & Saffrey, 2010). Malleable views of programming ability might help students to achieve success. However, little research exists exploring the connection between students’ mindset within the computer science domain and their achievement in programming activities, and the potential benefits of an incremental mindset intervention for students who are in the process of learning to program.

Dweck proposed that the two types of mindsets are evenly distributed among adults and children: About 40% of individuals hold an entity mindset, another 40% an incremental mindset, and 20% are not decided (Dweck & Master, 2005; Dweck & Molden, 2005; Dweck, 2011). Although mindset beliefs are relatively stable when left alone, these beliefs can be taught or induced via targeted interventions. For instance, implicit mindsets have been successfully manipulated, through extended workshops targeting the malleability of beliefs (Yeager, Trzesniewski, & Dweck, 2013; Blackwell et al., 2007) or short online sessions (Yeager et al., 2014; Paunesku et al., 2015). Growth mindset interventions have been successful in various settings for guiding students towards believing in their ability to learn, changing students’ understanding of effort and failure, and helping them persevere in the face of difficulty.

Therefore, the primary goal of this work is to investigate the impact of an incremental mindset intervention in a controlled laboratory setting with an authentic instructional activity in the programming domain. We are primarily interested in whether the
intervention will impact participants’ beliefs, making them to adopt more incremental beliefs, as well as improve in their actual performance on the programming activities. A secondary goal is to add to the research community’s knowledge of the mindset construct specifically related to the programming domain, including the distribution of beliefs in this domain, the nature of the entity and incremental constructs, and the relationships between them.

This thesis will both build and extend on prior work. As far as the former, there is already established research showing that students’ mindset can be manipulated and that doing so has beneficial academic outcomes (Blackwell et al., 2007; Paunesku et al., 2015; Yeager et al., 2016). Most of this work has been carried out in academic settings, i.e., in schools, where outcomes were measured in terms of students’ GPAs. Much less work exists evaluating mindset in more controlled laboratory conditions, and to the best of our knowledge, none in the programming domain. Thus, our work will extend the studies by incorporating an authentic learning activity under laboratory conditions and measuring actual behaviors in addition to self-reports within the domain of computer programming.
Chapter Two

Related Work

2.1 Precursors of implicit theories

We begin with a brief background of research that lead to the development of implicit theories of personal abilities. One of the early precursors was the triadic reciprocity model developed by Bandura (1986). According to his model, each of its three components (person, behavior, and environment) influences and is influenced by the other two. Consequently, personal beliefs, which are an aspect of the “person” component, have an influence on an individual’s behavior and vice-versa. Another precursor to development of implicit theories is seminal work by Diener and Dweck (1980), who studied children’s responses after failure. Their work found that some children’s responses exhibited a maladaptive helpless reaction when faced with a setback, which in turn hindered further progress. In contrast, other children exhibited an adaptive mastery reaction, such as evolving to use more sophisticated problem solving strategies. Importantly, Diener and Dweck (1980) found that maladaptive reactions were the result of attributions towards uncontrollable stable factors, whereas adaptive ones were the result of controllable and changeable factors. Some years later, Dweck and Leggett (1988) proposed an empirically-based model in which these adaptive and maladaptive behavioral patterns were the result of the implicit theories of personal intelligence and ability\(^1\) that students held. This model

\(^1\) The present work will refer to implicit theories of personal intelligence and ability also as implicit theories and/or mindsets.
can be identified as one of the milestones in the study of implicit theories. According to this model, people who subscribe to the incremental theory are more likely to adopt goals that focused on mastering the material (i.e., mastery goals), which in turn lead them to develop their abilities. When these individuals face failure, they interpret it as a normal consequence of learning and see it as a chance to improve their ability. In contrast, those who act in accordance to the entity theory tend to adopt goals that focus on demonstrating their existing competency (i.e., performance goals). When these individuals face setbacks, they attribute them to their lack of ability, which in turn results in aversion to the task and negative affect.

Even though implicit theories of personal abilities apply to multiple domains, such as weight management (Burnette, 2010), sports (Ommundsen, 2003), and leadership (Hoyt, Burnette, & Innella, 2012), the focus of this thesis is on the influence of personal beliefs in academic achievement and learning. We now describe related work in this area.

2.2 Impact of implicit theories

We have stated that implicit theories impact academic outcomes, but thus far have not described how this occurs. There is evidence that implicit theories have an effect on academic outcomes by influencing factors related to those outcomes (see Appendix A), as we now describe.

One influence of implicit theories is on the academic goals students adopt. Elliott and Dweck (1988) identified two main types of goals students can pursue: learning or performance. In the former, students set the goal to learn and measure their achievement against their own previous state. In the latter, individuals set the goal to demonstrate their
ability (e.g., want to demonstrate that their performance is superior to others). These two broad types of goals are related to students’ implicit theories. Performance goals are more likely to be adopted by entity theorists (Blackwell et al., 2007; Dweck, 2006; Hong et al., 1999), because these individuals believe that ability is a fixed trait. These theorists want to demonstrate how much ability they have as a way to validate (in their mind) this fixed trait. In contrast, incremental theorists are more likely to adopt mastery goals, because for these individuals ability is malleable (a belief needed in order to adopt mastery goals, since these involve improving one’s ability). The associations between implicit theories and goal orientation were first observed by Diener and Dweck (1980) and Dweck and Legget (1988) in studies with children, which were later confirmed by Blackwell et al. (2007). A recent meta-analysis conducted by Burnette, VanEpps, Boyle, Pollack and Finkel (2013) further supported that a student’s mindset predicted the type of goal adopted.

Implicit theories also influence students’ beliefs in the value of effort. Dweck (2006) observed that students with entity mindsets avoid effort at all costs because for them it suggests that they do not have the intelligence to perform the task (“If you have to strive, is because you are dumb or incompetent.”) and puts them at risk of having others realize that they are not intelligent. Moreover, if one lacks the ability to do something and one believes ability is fixed, investing effort will not help. In contrast, incremental theorists value effort as they believe it is needed to learn and increase their ability. Thus, incremental mindset students are more likely to achieve higher performance than entity mindset students, because they believe in the value of effort and are willing to invest it (Dweck, 2006).
Yet another factor related to implicit theories affecting academic outcomes are the attributions that students make about their failures or setbacks. Entity theorists attribute their failures to their lack of ability, whereas the incremental theorists attribute failure to lack of effort they put into the task (Dweck, 2006; Blackwell et al., 2007; Hong et al., 1999). Importantly, entity theorists have the belief that they do not have control over a failure they experienced (because they can’t change the amount of ability they already have). On the other hand incremental theorists believe they do have control and that by deploying more effort towards the task, they can improve. (Dweck, 2006). Blackwell et al. (2007) confirmed these findings, showing that individuals with an entity mindset were more likely to agree with statements such as “I am just not good at this subject” or “I really didn’t like the subject”. In contrast, incremental mindset individuals agreed more with statements such as “I didn’t study hard enough” or “I didn’t go about studying in the right way”. To assess the impact of these beliefs on academic outcomes, Blackwell et al. (2007) followed students’ GPAs over two years. Their results showed incremental theorists’ grades increased over time, while entity theorists’ grades remained stable.

The strategies students adopt are also influenced by implicit theories (Blackwell et al., 2007), which in turn influence academic achievement. Entity theorists are more likely to follow ineffective strategies such as limited persistence in the face of difficulty, or rely on a single study strategy even if it is not useful. Nussbaum and Dweck (2008) found that another detrimental strategy used by entity theorists is to compare themselves to students who performed even worse than them, as a way to minimize their own poor results. In contrast, incremental theorists are more likely to rely on effective strategies, such as to
escalate effort in the face of setbacks, or to take remedial courses related to their failure (Robins & Pals, 2002).

Another consequence of the type of implicit theory a student holds is affect. King, McInerney, and Watkins (2012) found that students who held an entity theory were more likely to experience negative affect during school activities (e.g., anxiety, shame, anger, and boredom). Luo, Lee, Ng, and Ong (2014) explored the relationships among math achievement, affect, and implicit theories. Participants were Singapore 8th graders, who were followed during the school year via online surveys. By implementing structural equation modeling, researchers found that incremental mindsets positively correlated with positive emotions (such as enjoyment and pride), which resulted in higher achievement in comparison to entity theorists.

Now that we have outlined the key factors that influence academic achievement, including goal orientations, effort beliefs, attributions regarding failure, strategies, and affect, we briefly describe the work integrating these factors into a single model, subsequently used to describe how they influence academic achievement. While a number of different models have been proposed (Hong et al., 1999; Blackwell et al., 2007; Robins & Pals, 2002) overall, these models are in agreement that implicit theories impact the factors discussed above and in turn academic achievement. However, the exact details of the specific relationships among these components are still under study. For instance, one of the open questions regards the precise nature of the meditational role of the goal construct. Robins and Pals (2002) used self-reported information as input to a path analysis and found that implicit theories most strongly predict academic goals, which then predict the four mediational factors. In contrast, Hong et al.’s (1999) model indicates that implicit
theories directly predict all factors (i.e., goals, strategies, and other variables are all on the same “level” of the model).

2.3 Incremental mindset interventions can improve academic performance

In addition to identifying factors predicted by implicit theories and building theoretical models based on these, another strand of work has focused on exploring the value of manipulating student mindset to encourage an incremental one (as this is the mindset needed for academic success). These mindset interventions have been implemented in various ways, including those administered through extended workshops lasting several weeks (Blackwell et al., 2007), surveys (Zhao, Zhang, & Vance, 2013), peer mentoring (Aronson et al., 2002), and more recently in shorter versions delivered via computer or paper and pencil (Yeager et al., 2014; Paunesku et al., 2015). The interventions typically include three key aspects. The first is to provide the participants with scientific evidence, which conveys the message regarding the malleability of personal intelligence and abilities. The second aspect is to ask participants to express their own interpretation of what they learned from reading the scientific evidence and to identify the personal relevance that this information might have for them. This is important because it helps participants to internalize and adopt the mindset through the “saying-is-believing effect”. The third aspect consists of writing a letter to another student who is facing similar struggles about how malleability of intelligence and related concepts can help them to succeed.

Interventions aimed at encouraging students to adopt an incremental mindset have been successfully implemented (Aronson et al., 2002; Blackwell et al., 2007; Paunesku et
al., 2015; Yeager et al., 2016; Hu et al., 2016), where success was measured by assessing students’ shift in mindset and/or with respect to academic achievements (e.g., GPA’s or Standard Tests Scores). This is critical as it confirms that growth mindsets can be taught and, as a consequence, improvement in academic achievement can be reached. To illustrate one of these studies, Blackwell et al. (2007, Study 2) implemented an incremental mindset intervention to teach 7th graders about the malleability of their abilities via eight in-school sessions. The intervention emphasized that every time students invested effort to learn something new, their brain generated new connections, leading to increased ability. Blackwell et al. (2007) compared the effects of this type of intervention (experimental group) against a control group who was only taught about study skills. Their results showed that, over a two year period, the control group declined in their math grades, while the incremental mindset intervention group maintained and even improved their grades.

Empirical evidence shows that mindset interventions are especially beneficial in the face of various challenges, with their effects diminished in situations of success (Dweck, 2006). These challenges can take a variety of forms. For instance, they can be related to a certain period in a student’s life, such as during the adolescence or during the transition to college or university (Good, Aronson, & Inzlicht, 2003; Blackwell et al., 2007; Yeager et al., 2016). Yeager et al. (2014) implemented an incremental mindset manipulation among 9th grade students who were in a transitional period and were struggling with adjusting to this transition. The results showed that in addition to an improvement in academic achievement, maladaptive social behaviors such as aggression and social exclusion decreased among the experimental group in comparison to the control. As a second example, students who have historically been more likely to abandon their studies,
such as those belonging to minority groups (e.g., African-American, Hispanic or females in male dominated fields) may especially benefit from mindset interventions (Good et al., 2003). Aronson et al. (2002) implemented an incremental intervention through three one-hour sessions among African-American & Caucasian undergraduate students to manipulate their beliefs towards incremental mindsets. Even though this intervention focused on the malleability of personality traits (rather than academic abilities), the intervention did increase students’ academic outcomes and enjoyment of the class material in comparison to the control condition.

In general, mindset interventions result in larger improvements in academic achievement in challenging domains. Paunesku et al. (2015) assessed the impact of a short 45 minute online incremental mindset intervention in four core courses (Math, English, Science and Social Sciences) among 9th to 12th graders. Their findings were clear: Satisfactory course completion was higher in math (perceived as hard by students) than in social studies (perceived by students as not that difficult – almost no gains in this area). In another study conducted by Good et al. (2003) similar results were obtained (larger gains for math and smaller gains for reading).

Yet another example of a challenge-related situation pertains to instances involving students being exposed to situations where they may initially fail or face of setbacks such as negative performance feedback. To illustrate, Hong et al. (1999, Study 3) investigated the impact of a mindset intervention on Chinese undergraduate students. The goal was to investigate reactions of students following either negative or positive performance feedback in each condition (incremental vs. entity). Task complexity was set to be high in order to make it difficult for students to evaluate their performance – this was needed
because the feedback provided was fictitious. Specifically, once participants finished the task, half of them were given fictitious positive feedback and the other half fictitious negative feedback. The target dependent variable was self-reported likelihood to take remedial actions after success or failure feedback. Students in the entity mindset group who received negative feedback were less likely to report willingness to take remedial courses, as compared to the incremental mindset group. Additionally, with regards to the attributions about effort, students manipulated with entity mindset attributed their poor performance to their ability. In contrast, students manipulated with incremental mindsets attributed their poor performance to (almost equally) to their ability and effort invested behind the task. In a more recent experiment, Hu et al. (2016) demonstrated that an implicit mindset intervention mitigated the adverse effects of negative performance feedback by reducing negative emotions.

2.4 Incremental mindset interventions in computer science

The empirical work reviewed above described how individual beliefs in one’s ability plays a role in academic success or failure. The goal of this section is to describe work on mindset in the context of the programming domain.

Above, we stated that mindset interventions are the most effective for challenging domains and programming certainly falls into this category. Specifically, learning to program is not an easy task, one that many students struggle with, resulting in low academic
performance (Guzdial 2011). This is especially problematic because computer science is a continuously growing field

To tackle this issue, computer education research has been mainly focused on the study of different ways in which programming can be taught, with a focus on programming methods rather students’ mindsets (Chookittikul & Chookittikul, 2008; Siddiqi, Harrison & Siddiqi, 2010). There has also been some work on the development of new and engaging programming tools, such as games (Tillmann & Xie, 2011; Doerschuk, Juarez, Liu, Vincent, Doss & Mann, 2013). According to Jenkins (2002), “if students struggle to learn something (in computer programming), it follows that this thing is for some reason difficult to learn.” (p. 1). However, to date, little research has focused on the understanding individual differences related to programming, and particularly ones related to mindset. One of the few examples is the work from Rogerson (2010). Her qualitative research found that the attributions students make about their successes and failures in coding are critical factors influencing outcomes. Although Rogerson does not explicitly associate her results with implicit theories, there appears to be a connection. For instance, she reported that some participants attributed their success to their own ability (“Wow it worked! I did that! I made it work!” p. 159), which is aligned with individuals with incremental mindsets. In contrast, other students attributed their success to external incontrollable factors, such as good luck (“See you get to a point where you're so used to failing at something, even when you realize I did pretty good at that point, it's really hard to even acknowledge because you're thinking,

“ok that was probably a lucky break type set up.”) – this type of attribution is reminiscent to ones made by individuals with entity mindsets.

Key findings from Kinnunen (2012) support the dichotomized view implied in Rogerson’s research. Kinnunen reported that “some students reflect negative views of their efficacy, even after having a positive programming experience” whereas “other students in contrast, after negative programming experiences still have a positive outlook on their efficacy.” (p. 1). Simon (2008) also observed that students in programming courses presented these same dichotomized reactions to challenge and failure.

To the best of our knowledge, only a few studies have been conducted that investigate the impact of incremental interventions have on helping students in the process of programming education. Simon et al. (2008) implemented a mindset intervention among undergrad students in the computer science program. Specifically, the researchers presented an in class lecture to communicate the concepts of implicit theories, followed by a “saying-is-believing” exercise from Aronson et al. (2002); students’ mindsets were assessed before and after the intervention. Their results showed that the intervention did not change participants’ beliefs to make them more incremental oriented. Cutts et al. (2010) also explored the potential of mindset interventions on programming grades by exposing (presumably college) participants to different interventions across the academic year – we focus on the most relevant ones here. One of these was the mindset training intervention, which was implemented via four sequential 10 to 15 minutes presentations, at the beginning of a two hour laboratory session, where tutors explained the concepts related to implicit theories. A second intervention, the crib-sheet intervention, involved giving students a crib sheet containing a list of suggestions to try when stuck. Finally, the rubric
intervention involved including an incremental message with the feedback given on the biweekly assignment (the assignment feedback was given to all students). The goal behind the message was to remind participants about their ability to overcome challenges. The mindset training intervention alone (e.g., without the rubric) changed participants’ beliefs but did not improve programming grades. In contrast, the intervention that showed a positive impact on performance was the condition where participants were exposed to the mindset training and the rubric intervention (without the crib-sheet).

2.5 Summary

In summary, two key findings arise. First, when students hold an incremental mindset, they will be more likely to engage in beneficial behaviors (e.g., deploy more effort (in comparison to their entity peers) to progress in their skills via practice and hard work, value effort, believing that poor results/setbacks are the consequence of little effort and not to the lack of ability). Second, as a consequence of these behavioral patterns, improvements in academic achievement are obtained. The second key finding is that mindset beliefs can be manipulated by interventions and that doing so can improve academic outcomes.

To date, the majority of work has investigated mindset in school settings. While involving authentic contexts is certainly important, it means that the impact of a mindset intervention cannot be assessed in the context of a specific instructional activity and behaviors related to that activity (i.e., because doing so would not be practical). The laboratory studies that have been conducted manipulating mindset have not included authentic learning situations and in the majority of cases have relied on self-reports of behaviors rather than assessed outcomes through less subjective measures. Moreover, it
should be noted that little research has been conducted to investigate the impact of mindset interventions in the programming domain, or the relationships between the related constructs in that domain. To address these gaps, we now describe our research.
Chapter 3

Phase One: Online Survey

Before we could conduct a laboratory study to test the impact of a mindset intervention, we had to find suitable participants. Accordingly, the goals of phase one were to screen and recruit the target population of participants for phase two (the laboratory study), as well as to add to the understanding of the mindset construct by addressing the following research questions:

(1) Is the distribution of entity and incremental theorists (i.e., individuals who are classified as entity or as incremental) consistent with previous research? While various sources commonly advocate the 40% entity / 40% incremental / 20% in between rule (Dweck & Master, 2005; Dweck & Molden, 2005; Dweck, 2011), this appears to be primarily a theoretical rather than empirical proposal. To the best of our knowledge, there is very little data available, and even less regarding programming beliefs.

(2) Should the entity and incremental constructs be treated as separate unipolar constructs or can they be reduced to a single bipolar mindset construct? Initially, mindset beliefs were analyzed as a unipolar entity construct (Hong et al., 1999) but later, Blackwell et al. (2007) handled them as a continuum (bipolar construct). Since this question impacts the analysis we plan to conduct in phase 2, answering it is important, both for beliefs in general ability and programming-specific ability beliefs.
(3) What are the relationships among the target constructs? Answering this question will shed light on whether our results in the programming domain mirror prior findings on the belief in ability in other domains, as well as the belief in general, domain-independent ability.

To answer these questions, this phase consisted of an online survey that collected demographic information, participants’ experience in the programming domain, and information about mindset and related constructs. To interpret effect sizes related to the below reported Pearson correlations, we use the convention from Evans (1996), where in absolute terms, .00 to .19 is considered “very weak”, .20 to .39 is considered “weak”, .40 to .59 is considered “moderate”, .60 to .79 is considered “strong”, and .80 to 1 is considered “very strong”.

3.1 Method

3.1.1 Participants and recruitment

Participants were undergrad students from Carleton University. They were recruited through SONA, posters, and announcements in Carleton classes. Those recruited via SONA, regardless of whether they signed up for the laboratory session, obtained .25% extra credit as a token of appreciation for their participation. Participants recruited externally from SONA did not receive any compensation. We received research ethics board clearance for both study phases (#105858; November 22, 2016). The recruitment period lasted about two and a half months (SONA: from January 25th to April 7th, 2017; outside of SONA: from February 2nd to April 16th, 2017). A total of 436 participants (269 female) completed the survey (226 recruited from SONA). All participants were above 18
years old ($M = 21.08; \ SD = 4.10$); nearly 40% were in their first year (39.40%), another 20.90% were in their second year, and the rest were evenly distributed among third and fourth year. In terms of ethnicity, a little over half of the participants (54.80%) were Caucasian/European, 10.60% South Asian (e.g., Indian), 9.40% were Black (e.g., African American), and the rest were distributed among Arab (e.g., Saudi), East Asian (e.g., Chinese), Southeast and West Asian (e.g., Filipino and Afghan respectively). Participants were varied with respect to their major: 16.10% were in Psychology and the rest were spread among 33 different programs and majors (such as Cognitive Science, Computer Science, Criminology, Engineering and Communications).

3.1.2 Materials and Measures

To obtain data on ability and related aspects, we used the “Online Survey” (see Appendix B). It consisted of three questionnaires: (1) demographics, (2) prior computer programming experience, and (3) the Student Questionnaire.

Demographics. Seven questions asked about participants’ general demographic characteristics such as age, gender, year of study, ethnicity, major, and first language.

Prior programming experience. Three questions asked participants about their previous experience in (1) programming, (2) using visual programming tools and (3) prior used of Snap! The first question was used to differentiate between experienced vs. non-experienced programmers, needed for screening of participants for phase two.

Student Questionnaire. This questionnaire integrated different instruments that were used to measure several motivational constructs, including (1) general implicit theories of ability (i.e., mindsets), (2) customized implicit theories of ability for the programming domain,
(3) effort beliefs, (4) achievement goals, (5) helpless attributions and strategies in response to failure. Unless otherwise stated, all questionnaires used a six-point Likert-type scale from 1 (agree strongly) to 6 (disagree strongly). To assess the instrument reliability, Cronbach’s alfa was computed and unidimensional scales convention was applied, where values below 0.50 are considered unacceptable, and reasonably good values are those between .65 and .80.

*General implicit theories of ability.* To measure general belief in ability (general mindset), we used the established mindset instrument (1997; Dweck, 1999). The questionnaire consisted of eight items, four entity theory items (e.g., “You have a certain amount of intelligence, and you really can't do much to change it”), and four incremental theory items (e.g., “You can always greatly change how intelligent you are”). For both entity and incremental items, the lower the score obtained, the higher the endorsement of the corresponding belief in ability, with negative beliefs in the entity scale (i.e., negative because they are harmful to learning) and with positive beliefs in the incremental scale. (i.e., positive because they are conducive to learning). The internal reliability of the entity measure was Cronbach’s $\alpha = .87$ ($N = 436$), $M = 4.03$, and $SD = 1.04$; for the incremental measure Cronbach’s $\alpha = .89$, $N = 426$, $M = 2.74$, and $SD = .97$.

*Customized implicit theories of ability for the programming domain.* To measure participants’ belief in their ability in the programming domain (programming mindset), we

---

3 The questionnaire also included six additional items related to programming. We initially created these for exploratory purposes, but after consideration, decided to not include them in the final analysis due to the lack of previous evidence regarding the validity of these items.
took all eight items from the general mindset instrument and adapted the phrasing to customize each one to be specific for the programming domain. This approach was used by other scholars to adapt the general mindset belief questionnaire to specific target domains, like leadership (Aronson et al., 2002; Castella & Byrne, 2015; Burnette, 2010; Hoyt et al., 2012). Therefore, there were four entity theory items related to programming (e.g., “You have a certain amount of computer programming ability, and you really can't do much to change it”), and four incremental theory items about programming (e.g., “You can always substantially change how much computer programming ability you have”). For the sake of consistency with the general mindset instrument, for both the entity and incremental items, the lower the score obtained, the higher the endorsement of those programming beliefs. The internal reliability of the entity measure was Cronbach’s $\alpha = .85$ ($N = 436$), $M = 4.41$, and $SD = .91$; for the incremental measure Cronbach’s $\alpha = .83$, $N = 426$, $M = 2.42$, and $SD = .80$.

Effort beliefs. To measure participants’ belief in effort, we used the instrument adopted by Blackwell et al. (2007). This questionnaire contained five items associated with the general entity mindset, and four items associated with the general incremental mindset (this association was established by prior work (Sorich & Dweck, 1996)). Items associated with entity mindset measured the belief that effort has a negative relation with ability (“To tell the truth, when I work hard at my schoolwork, it makes me feel like I'm not very smart), and that it is ineffective in achieving positive outcomes (“If you’re not good at a subject, working hard won’t make you good at it”). Effort items associated with incremental mindset measured the belief that effort leads to positive outcomes (e.g., “If an assignment is hard, it means I’ll probably learn a lot doing it”). For both sets of items (entity and
incremental), the lower the score the higher the endorsement of those effort beliefs. Entity measure Cronbach’s $\alpha = .75$, $N = 436$, $M = 4.27$, $SD = .86$; Incremental measure Cronbach’s $\alpha = .57$ (which was the lowest Cronbach’s $\alpha$ found, but still moderate, and thus deemed acceptable for the present analysis) $N = 426$, $M = 2.44$, $SD = .72$.

Achievement goals. We used the same questions as ones used by Blackwell et al. (2007), with items assessing each of the three goal orientations, namely learning or mastery goals, performance-avoidance-goals, and performance-approach goals. These items were based on the “Manual for the Patterns of Adaptive Learning Scales” (PALS 2002, for the learning and performance avoidance goals). The learning goal construct consisted of three items which measured the value of learning (“An important reason why I do my school work is because I like to learn new things”). The lower the score obtained, the higher the endorsement of learning goal-related beliefs. This construct has been associated with incremental beliefs in prior work (Blackwell et al., 2007). (Cronbach’s $\alpha = .72$, $N = 436$, $M = 2.74$, $SD = .90$). The three items used to measure performance-avoidance goals measured how important one considers to not be seen as unintelligent by peers (“It's very important to me that I don't look stupid in class”). A low score indicates a high endorsement of the performance approach beliefs. (Cronbach’s $\alpha = .80$, $N = 436$, $M = 3.71$, $SD = 1.14$). Finally, the performance-approach goals assess how highly one values good performance, particularly as a way of demonstrating ability (“The main thing I want when I do my school work is to show how good I am at it”). A low score indicates a high endorsement of the performance approach beliefs. (Cronbach’s $\alpha = .65$, $N = 436$, $M = 2.84$, $SD = .87$).

Helpless attributions and strategies. To assess participants’ self-reported response patterns (helpless-oriented attributions and positive strategies) in the face of academic
struggle, we borrowed the hypothetical failure scenario used by Blackwell et al. (2007). This fictitious scenario puts the students in a situation where they get an unexpectedly poor grade on a test, and asks them to report on what they would do in such a situation. The scenario is the following:

Instructions: When you read this story, pretend that it really happened to you and try to picture how you would feel and what you would do if it happened:

You start a new class at the beginning of the year and you really like the subject and the teacher. You think you know the subject pretty well, so you study a medium amount for the first quiz. When you take the quiz, you think you did okay, even though there were some questions you didn’t know the answer for. Then the class gets their quizzes back and you find out your score: you only got a 54, and that’s an F.

To assess helpless-oriented attributions, participants were asked to respond how much they think their ability or other factors caused the failure. For this purpose, four helpless-oriented items were included (e.g., “I wasn’t smart enough”) and rated using a 1 to 6 point rating scale, where 1 was “very true” and 6 was “not at all true”. Consequently, lower scores indicated higher endorsement of helpless-oriented attributions. (Cronbach’s $\alpha = .67$, $N = 436$, $M = 4.10$, $SD = 1.10$). To assess positive and negative strategies, two positive, effort-based strategies (e.g., “I would work harder in this class from now on”) and two negative, effort-avoidant strategies (e.g., “I would try not to take this subject ever again”) were included with the same scale used to grade helpless-oriented attributions. The lower the score the higher the endorsement with those strategies. (Positive strategies Cronbach’s $\alpha = .67$, $N = 436$, $M = 4.63$, $SD = 1.25$; Negative strategies Cronbach’s $\alpha = .84$, $N = 436$, $M = 1.60$, $SD = .85$).
3.1.3 Procedure

Phase one was done online using the Qualtrics survey software. Once participants were recruited via any of the described methods, they used the provided link to access the survey. As soon as they finished filling in the study questionnaires, Qualtrics automatically sent participants one of the following two e-mails. The first was a “thank you e-mail”, sent to participants who did not qualify for the laboratory session (details below), thanking them for participation (see Appendix C for the e-mail text). The second e-mail was sent to participants who did qualify for the laboratory session, and so included an invitation to participate in the laboratory session and instructions on how to sign up for it (see Appendix D).

Criteria used to screen participants for the laboratory session. To identify which participants were eligible to participate in the laboratory session, we used two criteria: (1) participants needed to have little or no experience with programming, necessary to avoid any potential ceiling effects in the programming activities, and (2) participants needed to endorse an entity mindset, at least to some degree – this was needed since the planned incremental mindset intervention would not have an effect on individuals who already endorsed an incremental mindset.

To identify participants with little or no programming experience, we relied on answers to the “prior programming experience” questionnaire. We focused on the answer to the question “How much experience do you have with computer programming?” as it superseded the other two questions related to visual programming languages. Students whose responses were “None” and “Some” were candidates for the laboratory session, but only if they fulfilled the second criteria related to mindset. To identify participants with
entity mindsets (i.e., ones who were not at ceiling in terms of their incremental beliefs), we computed a mean score for three of the entity programming items\(^4\) (e.g., “You have a certain amount of computer programming ability, and you really can't do much to change it”), and established a threshold level of four (in the six-point scale where 1 was “Agree strongly” and 6 was “Disagree strongly”; more entity endorsement was represented by lower scores). Participants scoring below or at this threshold of four were invited to participate in the laboratory session.

This screening procedure was based on prior work from Hong et al. (1999), Erdley, Cain, Loomis, Dumas-Hines, & Dweck, (1997), Blackwell et al. (2007), and Aronson et al. (2002). Hong et al. (1999) classified participants as having an entity mindset if the average score of the three general belief entity items were below or equal to three. Erdley et al. (1997) also used a cut off to classify individuals as having an entity mindset (or not), but the threshold they used was the mean score of the entity items ($M = 3.39$, Study 1), with participants below this threshold assigned to the entity group. In contrast, Blackwell et al. (2007) reverse scored the incremental mindset items and calculated an overall mean of all items, where low scores indicated entity endorsers and high scores incremental endorsers. To identify the threshold distinguishing these two groups, Blackwell et al. (2007) added or subtracted one standard deviation ($SD = .97$) to the implicit theory mean score ($M = 4.50$) - participants below the first value (3.50) were considered as entity endorsers.

\(^4\) Hong et al. (1999) computed the mean score to categorize participants as entity or incremental mindsets using three entity items. Inspired by this method, we also computed the mean score for the screening using three entity items. However, for the rest of the analysis we used four items.
oriented whereas those above the second value (5.40) were considered incremental (participants who scored in the middle were considered to have mixed beliefs). While Aronson et al. (2002) did not explicitly set up a threshold level to differentiate between the two mindset groups, they refer to participants with more (or less) entity and incremental beliefs based on a median split of an overall collapsed implicit theory score. In sum, based on these various prior works we chose a threshold of four, and selected as candidate participants those who scored below this threshold on the entity items.

3.2 Results

We now present the results related to our three research questions about the mindset construct.

3.2.1 Distribution of beliefs

Prior work from Dweck (Dweck & Master, 2005; Dweck & Molden, 2005; Dweck, 2011) reports that belief distributions follow the 40% - 20% - 40% pattern, for entity, mixed and incremental theorists, respectively (note that this means the mindset construct is trichotomized, with people assigned to a given category based on their answers to the mindset questionnaire). However, to the best of our knowledge, this claim is not empirically based, nor is the method used for classifying individuals as entity or incremental clear. To obtain information on belief distributions, we used the method in Blackwell et al. (2007), who did classify individuals as either entity or incremental (although did not explicitly compute and report distributions). This method consists of reverse scoring the incremental items, and obtaining a grand mean of all the items (entity and incremental). Figures 3.1 and 3.2 present the distributions we obtained using this
method, for general ability beliefs and for programming beliefs, respectively. Participants who fall one standard deviation below or above the grand mean are classified as entity and incremental, respectively – the results related to the percentage of participants falling into each of these three categories are in Table 3.1. The results for general mindset and programming-specific mindset are similar, and neither are consistent with Dweck’s reports (Dweck & Master, 2005; Dweck & Molden, 2005; Dweck, 2011) but are consistent with findings from Tempelaar, Rienties, Giesbers, and Gijselaers (2015), where about two thirds of the participants reported beliefs that were not strongly entity or incremental and the rest were evenly distributed between entity and incremental mindsets (see Table 3.1). Thus, overall, we did not find evidence for the 40-20-40 distribution advocated by Dweck.

<table>
<thead>
<tr>
<th>Belief</th>
<th>General ability beliefs</th>
<th>Programming beliefs</th>
<th>Tempelaar general beliefs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entity</td>
<td>16</td>
<td>19</td>
<td>18</td>
</tr>
<tr>
<td>Mixed</td>
<td>65</td>
<td>65</td>
<td>64</td>
</tr>
<tr>
<td>Incremental</td>
<td>19</td>
<td>16</td>
<td>18</td>
</tr>
</tbody>
</table>

*Note. All data presented in percentages.*
3.2.2 General (and programming) mindsets: unipolar or bipolar constructs?

Traditionally, implicit theories (i.e., mindsets) have been assessed using up to four items that measure entity or incremental beliefs using a unipolar scale that prompts the respondent to think in terms of the presence or absence of the target construct. However,
differences in how scholars subsequently handle these items exist. Some researchers treat these two constructs as separate unipolar constructs for their subsequent analysis. For instance Erdley et al. (1997) and Hong et al. (1999) obtained a mean score for the entity items (and only used these items). Other researchers instead post hoc collapse the entity and incremental items into a single bipolar mindset construct, named the implicit theory scale, by reverse scoring one of the sub-constructs (e.g., entity) and obtaining an overall mean across all items (Blackwell et al., 2007). Recently, researchers have begun to question whether it is appropriate to collapse the two types of mindset into a single construct (Tempelaar et al., 2015). In particular, bipolar scales should have close to a perfect correlation of 1 between the two poles (McCroskey & Richmond, 1989, p. 160). Thus, reducing the entity and incremental constructs into a single continuum should only be done if there exists a strong correlation between entity and incremental constructs, something echoed by recent work (Tempelaar et al., 2015; Schweizer & Schreiner, 2010).

To shed more light on this issue and guide our subsequent analysis for phase 2, we conducted a correlation between each pair of mindset variables. Consistent with prior findings, (Tempelaar et al., 2015; Blackwell et al., 2007) we found negative correlations between incremental and entity beliefs for both general and programming mindsets, indicating that participants who endorse entity beliefs do not embrace incremental ones and vice versa (general entity and incremental: \( r(435) = -.66, p = .01 \); programming entity and incremental: \( r(435) = -.46, p = .01 \)). However, of interest here, the correlations were only moderate, suggesting against post hoc collapsing the two constructs into a single scale by reverse scoring one of the constructs, as is done in some research (Blackwell et al.,
Thus, we decided to keep the two beliefs as separate unipolar constructs for the analysis presented in Chapter 4, rather than collapsing them into a single mindset construct.

### 3.2.3 Exploring the relationships among constructs and beliefs

As the first step for evaluating the relationships between the various constructs, we ran a series of correlations between each pair of constructs (12 constructs for a maximum of 66 associations between constructs). To control for Type I error in the presence of multiple comparisons, we adjusted the alpha level using Bonferroni (adjusted $\alpha = .00758$). Table 3.2 presents the results. Here, we will focus only on the key findings.

The strongest correlation was between entity programming mindset and entity effort beliefs, indicating that students who believe that programming ability is fixed also believe that investing effort is evidence of their lack of programming ability. We also found a strong correlation between entity general beliefs and entity programming beliefs indicating that those participants who have the idea that abilities in general are fixed, also have a similar belief for computer programming. This is consistent with previous research, where associations between general ability beliefs and domain specific mindsets were found, albeit not with perfect associations (Scott & Ghinea, 2014). The results for incremental construct mirror for the results for the entity construct, although the former displays slightly weaker associations, suggesting the presence of more noise in the items measuring incrementally-related variables. In contrast to these high associations between mindset and effort, the goal constructs presented weaker associations and fewer significant associations.

To explore the relationships between constructs in a single model, we used a linear regression, with the goal of descriptive modeling (rather than casual inferences or
prediction). Two linear regressions were conducted, one for entity and other for incremental programming beliefs as the outcome variable, with the corresponding entity or incremental constructs as the predictor variables using the enter method (i.e., predictors considered were entity or incremental general intelligence beliefs, learning / performance approach / avoidance goals, entity or incremental associated effort beliefs, helpless attributions and positive or negative strategies, depending on whether the outcome variable was entity or incremental).
Table 3.2  
*Correlations between all constructs assessed in the online survey.*

<table>
<thead>
<tr>
<th>Variable</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Entity general beliefs</td>
<td>–</td>
<td>-0.66*</td>
<td>0.53*</td>
<td>-0.27*</td>
<td>0.54*</td>
<td>0.15*</td>
<td>-0.19*</td>
<td>0.32*</td>
<td>0.18*</td>
<td>0.32*</td>
<td>-0.15*</td>
<td>0.37*</td>
</tr>
<tr>
<td>2. Incremental general beliefs</td>
<td>–</td>
<td>-0.13*</td>
<td>0.44*</td>
<td>-0.17*</td>
<td>0.35*</td>
<td>0.40*</td>
<td>-0.05</td>
<td>0.05</td>
<td>-0.12*</td>
<td>0.18*</td>
<td>-0.14*</td>
<td></td>
</tr>
<tr>
<td>3. Entity programming beliefs</td>
<td>–</td>
<td>-0.46*</td>
<td>0.74*</td>
<td>0.09</td>
<td>-0.11*</td>
<td>0.34*</td>
<td>0.19</td>
<td>0.34*</td>
<td>-0.17*</td>
<td>0.44*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Incremental programming beliefs</td>
<td>–</td>
<td>-0.28*</td>
<td>0.34*</td>
<td>0.38*</td>
<td>-0.05</td>
<td>-0.05</td>
<td>-0.13*</td>
<td>0.25*</td>
<td>-0.17*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Entity effort beliefs</td>
<td>–</td>
<td>-0.21*</td>
<td>-0.17*</td>
<td>0.46*</td>
<td>0.25*</td>
<td>0.46*</td>
<td>-0.27*</td>
<td>0.54*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Incremental effort beliefs</td>
<td></td>
<td>0.52*</td>
<td>-0.05</td>
<td>-0.01</td>
<td>-0.16*</td>
<td>0.31*</td>
<td>-0.21*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. Mastery goals</td>
<td>–</td>
<td>-0.03</td>
<td>-0.15*</td>
<td>-0.16*</td>
<td>0.22*</td>
<td>-0.26*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. Performance avoidance goal</td>
<td>–</td>
<td></td>
<td>0.33*</td>
<td>0.31*</td>
<td>-0.16*</td>
<td>0.31*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9. Performance approach goal</td>
<td>–</td>
<td></td>
<td></td>
<td>0.19*</td>
<td>0.10*</td>
<td>0.17*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10. Helpless attributions</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td>-0.26*</td>
<td>0.55*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11. Positive strategies</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-0.43*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12. Negative strategies</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Note.* All data was Bonferroni adjusted. * represents significance at $p = 0.000758$ (two tails)
For the entity-related analysis, the overall model was significant ($F(10, 425) = 97.55$, $p < .001$, $R^2 = .53$, $R^2_{Adjusted} = .58$). Two variables were significant predictors (see Table 3.3), including entity general belief, and entity effort belief. Of these two, entity effort belief had the strongest association with entity programming belief.

Table 3.3

*Beta coefficients from the regression model with entity programming beliefs as an outcome variable.*

<table>
<thead>
<tr>
<th>Variable</th>
<th>Standardized Beta Coefficients</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entity effort</td>
<td>.64</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Entity general beliefs</td>
<td>.18</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Negative strategies</td>
<td>.05</td>
<td>.209</td>
</tr>
<tr>
<td>Helpless attributions</td>
<td>-.03</td>
<td>.408</td>
</tr>
<tr>
<td>Performance avoidance goal</td>
<td>-.02</td>
<td>.536</td>
</tr>
<tr>
<td>Performance approach goal</td>
<td>&lt; -.01</td>
<td>.948</td>
</tr>
</tbody>
</table>

For the incremental-related analysis, the model’s overall fit was somewhat reduced, in contrast with the one for entity beliefs, but still significant ($F(10, 425) = 40.03$, $p < .001$, $R^2 = .27$, $R^2_{Adjusted} = .26$); all variables were significant predictors (see Table 3.4), including incremental general and entity beliefs, learning goals and positive strategies; of these four predictors, incremental general beliefs had the strongest association with incremental programming belief.
Table 3.4  
*Beta coefficients from the regression model with incremental programming beliefs as an outcome variable.*

<table>
<thead>
<tr>
<th>Variable</th>
<th>Standardized Beta Coefficients</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Incremental general beliefs</td>
<td>.32</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Mastery goals</td>
<td>.17</td>
<td>.001</td>
</tr>
<tr>
<td>Positive strategies</td>
<td>.12</td>
<td>.005</td>
</tr>
<tr>
<td>Incremental effort</td>
<td>.11</td>
<td>.035</td>
</tr>
</tbody>
</table>

### 3.2.4 Overall summary

In sum, we found little evidence of the 40/20/40 mindset distribution advocated by Dweck, indicating that there are less entity oriented individuals than predicted by prior research. We also did not find strong evidence that mindset should be treated as bipolar by reverse scoring one of the scales, and so in the analysis of data from the lab study in the next chapter, we treat the two mindset constructs as separate. Finally, our exploratory regression analysis indicated that entity programming beliefs are most strongly associated with entity effort beliefs, but also related to general entity belief in ability (with comparable findings for incremental programming belief).
Chapter Four

Phase Two: Laboratory Session

The goal of the second phase of the research was to evaluate the impact of an incremental mindset intervention in the context of an authentic instructional activity. Our research questions were as follows:

(1) Does an incremental mindset intervention change the beliefs of entity-oriented participants regarding their programming abilities? Prior research in implicit theories found that general beliefs can be changed in academic domains, however little work exists for the programming domain.

(2) Does an incremental mindset intervention impact participants’ behavior? In contrast to prior work that has relied on self-reported variables like effort (e.g., Hong et al., 1999), we will address this question by measuring the time participants actually dedicate to programming activities, using it as a metric for persistence.

(3) Does an incremental mindset intervention impact performance? While there is work looking at academic performance in studies carried out in classrooms over the school year (e.g., Blackwell et al., 2007; Paunesku et al., 2015), little work exists using authentic instructional activates in laboratory studies.

To address these questions, an incremental mindset intervention was implemented under controlled laboratory conditions – we now describe the methods used in our study.
4.1 Method

4.1.1 Participants and recruitment

Participants were recruited via the online survey (phase one). Recruitment was more challenging than anticipated as participants had to be at least somewhat entity oriented in their programming beliefs, self-report low or no familiarity with programming concepts, and be willing to attend a two hour laboratory session. Out of the 143 students in the online survey who qualified to participate in the laboratory session, only 49 signed up for and attended the laboratory session. Two participants were excluded from the analysis (one decided in the middle of the session not to complete it, and a second did not follow instructions and was continuously asking questions about how much more work was still needed). Therefore, the final sample size was 47 participants (31 female). As a token of appreciation, participants received either $20 (51.10%) or 2% bonus credits towards a course (CGSC 1001; 48.90%). As mentioned in Section 3.1.1 we received research ethics board clearance.

All participants were over 18 years of age ($M = 20.40$; $SD = 4.10$) and the sample was varied in ethnicity: 46.80% were Caucasian/European, 14.90% Black (e.g., African American), 10.60% Arab (e.g., Saudi), 10.60% South Asian (e.g., Indian) and the rest were distributed among East Asian (e.g., Chinese), Southeast and West Asian (e.g., Filipino and Afghan, respectively). Around half of the sample (53.20%) was freshmen and the rest were approximately evenly distributed across the second, third and fourth year of studies. With regards to their programs and majors, the sample was also varied: 21.30% of participants were in psychology and the remainder were spread among 21 different programs and
specializations (e.g., criminology, communications, health science, child studies). Data collection lasted a bit more than two months (from February 7th, 2017 to April 13, 2017).

4.1.2 Materials

The following materials were used: (1) two brief research style articles, (2) two writing activities related to the reading materials, (3) the Student Questionnaire (described in Chapter 3, Section 3.1.2), (4) programming tutorials, and (4) two programming exercises. In subsequent text, when we refer to “programming activities”, they include “programming practice” (from the tutorials) and the “programming exercises” (from the last part of the session). Overall, material preparation took around three months.

Research-style articles. Based on previous work (Blackwell et al., 2007) two articles were created for the present study, one for each condition (experimental and control). Both articles were designed to look like research articles; the length of each was four pages, designed to take no more than 10 minutes reading time. Once they were created, there were three rounds of pilots to make sure the key ideas were clearly communicated and the total reading time was similar / fit within the time frame planned. The contents of each article followed prior work from Blackwell et al. (2007); the control article, titled “Habits you can Use to Study More Efficiently”, discussed study habits and strategies and how these can help students to become more effective. Also in line with previous work from Yeager et al. (2016), Paunesku et al. (2015), and Blackwell et al. (2007) the experimental article, titled “You can Increase Your Intelligence”, provided scientific concepts related to changing core beliefs about the malleability of intelligence. The content of the article was tailored to the programming domain, following the advice from Yeager and Walton (2011), who highlighted the importance of customizing mindset interventions to the target domain. We
took care to develop both articles to be as similar as possible. Both have similar formats: a title, abstract, references, the same length, a two column format; both required similar amount of time to be read. We recognize that some differences might exist (e.g., the number of sub-headings), but we do not anticipate these to bias any results. Both articles are in Appendix E.

**Writing activities.** Two writing activities were developed based on prior work from Yeager and Walton (2011), Yeager et al. (2016), and Aronson et al. (2002) – the activities were the same for the two conditions. The first activity asked participants to write about what they learned from the article they read (“Please describe below what you got from reading the article – include the key ideas”). This was done to make participants review their understanding and to increase the chances that they processed the contents of the article. In order for participants to adopt the message in the article, it is also key to promote support for the content of the message, by putting into practice the “saying-is-believing-effect” (Aronson et al., 1999, 2002; Yeager & Walton, 2011). Consequently, the second writing activity requested the participants to write a letter to another student who was struggling with his/her studies to encourage that student to continue, even in the face of difficulty or challenge (“Please write a letter for another student who is experiencing difficulties in their courses. Specifically, what would you tell the struggling student to encourage him/her to keep going and not to drop out?”). Furthermore, the instruction for this second writing activity encouraged participants to use examples from the research article and or from their own experience (“Feel free to use the information that was provided in the article and/or to give examples from your own experience”) (see Figure 4.1). Doing so is important because it helps to maximize the belief perseverance among
participants (Aronson et al., 2002). Both writing activities requested participants to write in full sentences avoiding bullet point formats.
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*Figure 4.1.* Writing activities (activity 1, top; activity 2, bottom).

**Instruments to measure mindset and related factors.** We used the same “Student Questionnaire” to measure mindset and related factors as for the first phase of this research (see Chapter 3, Section 3.1.2), including questions to measure (1) general implicit theories
of intelligence and ability, (2) customized implicit theories of ability for the programming domain, (3) effort beliefs, (4) achievement goals, and (5) helpless attributions and strategies in response to failure.

**Programming tutorials.** The tutorials were presented in an html file that contained both text and instructional videos. We designed the tutorials to guide participants in the acquisition of four standard programming concepts that progressed in difficulty, including: (1) variables – creation and display, (2) data input and display, (3) loops, and (4) conditionals. To ground these concepts in an authentic programming activity, the instruction for these concepts was centered on coding a guessing game in a visual, drag and drop programming language called Snap! This programming language was created by the University of California at Berkley to help students to learn to code (see Figure 4.2). Programming in Snap! is done by “snapping” blocks of code, allowing users to focus on code semantics rather than syntax; Snap! also allows its users to create a wide variety of control structures such as loops and conditionals. The html file with the tutorials was divided into four sections, one for each topic (see Figure 4.3). A brief introductory text was presented before each video. The first topic had two videos to allow participants to warm up in the process of the new programming concepts - the remaining three topics had one video. Each video showed a screen capture of a Snap! program being created (e.g., blocks being dragged over and snapped into place), with a narration describing the underlying concepts. The videos encouraged participants to actually perform the programming actions in Snap! (by following along during the video, as well as after) - this was to improve the acquisition of the concepts given that deliberate practice improves performance (Campitelli & Gobet, 2011). The total length of the videos was 17 minutes and 20 seconds. To make
sure the programming tutorials were clear, understandable, and conveyed the key concepts, several rounds of pilot tests were conducted; these are described in the procedure section.

Programming exercises. To assess participants’ acquisition of programming concepts two types of programming exercises were created, namely similar and transfer (these are in Appendix F). The similar exercise asked participants to recreate the final guessing game program from the tutorials, but from memory and without having any access to the tutorial material. The transfer exercise asked participants to make three modifications to provided code, such as adjustments to keep incrementing the value of a variable inside a loop (“Change the program so that it keeps incrementing the variable “age” forever”) or making a program stop when the variable reached certain value (“Modify your program, so that it stops incrementing “age” once it becomes 100”). Instructions for the similar and transfer exercises were provided in the form of pdf files, with one file for each exercise.
Topic Two: Getting information from the user

General Explanation:
Programs often need to get information from the user—like, for example, asking the user a question and storing their answer.

How to do it in Snap:
Please watch the video below to see how to get information from the user—for our program, this information will be about the user’s guess for the secret number.

We encourage you to practice, by creating on your own (not copying) the program in Snap that was shown in the video. Remember that once you finish reviewing about all the topics, you will be asked to write a program by yourself.

Topic Three: Loops

General Explanation:
A loop is a programming structure that repeats one or more instructions until a specific condition is met. For instance, we might want to keep asking the user to input some information until they have provided all the required information. The key aspect to programming a loop is figuring out which instructions should be repeated and thus placed inside the loop.

How to do it in Snap:
Please have a look to this video to see how we can program a loop needed for our secret number program.

Figure 4.3. Fragment of the tutorial file containing explanatory videos and text.
4.1.3 Design

The study used a between subjects design with two conditions, control and experimental. Participants in both conditions performed the same tasks, in the same sequence. The only difference was the article that participants were asked to read (“Habits you can Use to Study More Efficiently” for the control condition and “You can Increase Your Intelligence” for the experimental condition). Thus, only the experimental condition received the incremental mindset intervention.

4.1.4 Procedure

During the study, the overall sequence of events was: (1) welcome and general instructions (3 min); (2) research article, related tasks, and “The Student Questionnaire” (30 min); (3) first break (3 min), (4) acquisition and practice of programming concepts via the programming tutorials (50 min), (5) second break (3 min), (6) programming exercises (similar and transfer) (30 min), and (7) debriefing (1 min) (see Figure 4.4). Except for the reading of the article, which was presented on paper, participants worked on a computer to perform all tasks. During the whole session, the researcher remained in the laboratory room with the participant, but sat with her back to them and pretended to be doing some other work. For all researcher/participant interactions an a priori script was used to ensure consistency between sessions. The length of the laboratory session was at most two hours. We briefly describe each step below.
Welcome and general instructions. Once participants arrived they were asked to read and sign the consent form. Then, the researcher provided some general instructions (e.g., putting in mute mode their mobile phones). The researcher also provided information about the length and flow of the session as well as general instructions about the use of the computer, such as not to open other applications or windows beyond the ones that were provided. Any questions that participants had were answered.

Research article, related tasks and “The Student Questionnaire”. Participants were assigned to one of two conditions prior to arriving to the session. We used a matched assignment technique to control for gender and the recruitment source (SONA vs. external sources: posters and classroom announcements). During the study, participants were asked to read the respective research article (“You can Increase Your Intelligence” for the experimental, and “Habits you can Use to Study More Efficiently” for the control). In both conditions, to encourage participants to engage with the article, participants were permitted to make notes (directly on the article or on an extra sheet of paper) and to highlight the article. Based on prior work, reading time was controlled to be exactly ten minutes (Yeager et al., 2016). This was done to make sure participants went over the information in the

Figure 4.4. Overall sequence of events during the laboratory session.
article with enough detail, minimizing the risk of missing important information; if participants finished reading the article before the time was up they were asked to review the article and their notes.

After reading the article, participants were asked to engage in the two writing activities related to the article. The instructions for these activities were read aloud by participants, to ensure that they were processed by participants. If clarification-type questions came up, the researcher answered them (e.g., the format of the letter participants were asked to write). The time allocated for these two writing activities was of a maximum of 10 minutes for each (participants could spend less time if they chose). This time was selected based on three rounds of pilot tests, as well as prior work implementing incremental interventions using these writing activities (Yeager et al., 2016; Aronson et al., 2002). None of the participants asked for more time to complete the two writing activities. Once participants finished the second writing activity they filled in the Student Questionnaire.

**Programming tutorials.** During the first break, the researcher opened an electronic document in Adobe with participant instructions. Participants were asked to read the instructions aloud to make sure they processed the information (see Appendix G); when participants finished reading the document, the researcher closed the file. Then, the researcher opened the programming activities: on the left side of the screen, Snap! with a standardized neutral template, used by all participants to do their programming practice; on the right side of the screen the html file with programming tutorials (see Figure 4.5). Participants were told that they could read the texts in the html file and to rewind or fast forward the videos as many times as they wished. Participants were also told that for the
programming exercises that followed the tutorials, they were not going to be allowed to use any aids (neither the videos nor their programs in Snap! they wrote while following along with the tutorials). Participants were given a maximum of 50 minutes for this period - this time included the videos, which were just over 17 minutes in length. All sessions were screen recorded using the Camtasia screen recording software.

\[Figure 4.5.\] Screen look and feel during the tutorials: Snap! environment with a neutral template on the left, and the tutorials (html file) on the right.

Prior to the study, eight rounds of pilots were conducted to test the content and the flow of the tutorials and associated videos before they were recorded and four more pilots were conducted after integrating all the materials – these were used to test the materials only and not the full experimental set up and script. Accordingly, three final pilots were conducted at the laboratory, using the real environment and hardware. Several adjustments were implemented, such as text phrasing of the script and instructions to shorten or clarify, adjusting the tutorials to make them of appropriate length and/or complexity.

\textbf{Programming exercises (similar, transfer).} During the break that preceded the final stage of the study, the researcher opened a new Snap! generic template, which participants
used for the *similar* exercise, and the Adobe file with the corresponding instructions, each occupying half of computer’s screen (see Figure 4.6). Participants were reminded not to open new windows or files, and to only work in the windows and applications provided. After participants finished with the *similar* exercise, the researcher saved and closed the Snap! file and opened a new Snap! neutral template, as well as the associated Adobe file with instructions for the *transfer* exercise (see Figure 4.7)

![Figure 4.6. Screen look and feel during the similar exercise: Snap! environment with a neutral template on the left, and instructions for the similar exercise (Adobe file) on the right.](image)

During this stage, no other instructional aid was permitted, especially because similar exercise asked participants to rewrite, on their own, the code for the guessing game program. However, participants had some resources. For instance, Snap! provided all the necessary code building blocks. For the similar exercise, participants were given a high level image of how the solution should look like (without actually showing the programming code). Also, for the transfer exercise, participants were provided with two aids to support their work (see Appendix F). Participants were given a total of 30 minutes
for the similar and transfer exercises; if they finished their two exercises before time was up, they were instructed to let the researcher know.

![Figure 4.7. Screen look and feel during the transfer exercise: Snap! environment with a neutral template on the left, and instructions for the transfer exercise (Adobe file) on the right.](image)

4.1.5 Dependent Measures

To investigate the impact of the mindset intervention we used the following dependent measures: (1) changes in implicit theories, (2) persistence, and (3) performance on the two programming exercises. Variable operationalization for points two and three were made based on behavioural variables rather than self-reports. Below we describe each one.

**Change in implicit theory.** Change in implicit theory was operationalized as the difference in participants’ mindset beliefs measured prior to the experiment via the online survey and the measure obtained in the laboratory session after the writing activities.

**Impact on persistence.** We measured persistence through the time participants dedicate to their activities. Therefore, we operationalized persistence in terms of the time
dedicated to the programming activities (including the tutorials and the two exercises). Time was assessed by using the screen recordings.

**Impact on programming performance.** To obtain a total score for each of the two exercises (similar and transfer) we analyzed participants’ final solution to each exercise, based on the following two aspects: (1) presence of the correct individual programming instructions: *individual commands* component (accounting for the 40% of total score) and (2) *holistic* component assessing overall program functionality (accounting for the 60% of the total score). More weight was given to program functionality (60%) rather than to the correct instruction selection (40%) because the end goal of the exercises was for participants to build their own functional programs, either based on memorizing of the use of the instructions (in the similar exercise) or by generalizing the instructions to other contexts (in the transfer exercise). To ensure consistency, a detailed coding scheme was constructed for each aspect (individual, holistic) - see Appendix H. Whereas for the *individual commands* component, the coding scheme was based on whether the correct program instructions were merely present, for the *holistic* component, the scheme considered whether the instructions were placed in the correct position and in a way that the program would run as it was expected to. To maximize grading objectivity, we blinded all materials before grading them by using the identification numbers of four digit codes (without any indication of the condition); we also made multiple passes to ensure consistency. For the grading, we implemented a principled grading process, where two key activities were performed: (1) each solution was isolated by visiting the screen capture video and printed, (2) the videos and the Snap! files were consulted for each participant, to ensure consistency.
4.2 Results

We now present the results related to our three research questions about the mindset intervention’s impact on beliefs and performance.

4.2.1 Change in implicit theories

To examine the impact of the mindset intervention on implicit theories, the analysis will be centered on the programming beliefs (entity and incremental), as they are the focus of the present research. However, for exploratory purposes we also ran analysis for the effort and general ability beliefs. Table 4.1 shows the means and standard deviations for these variables before and after the incremental intervention and control activity (for the sake of completeness, the descriptives for the other measured constructs are in the Appendix I. First, we verified that no differences existed between the two conditions prior to the intervention (as reported by an independent samples t-test – no significant differences were found, see Table 4.2). Notably, for each of the target constructs, the absolute mean differences (computed by subtracting the post interview survey mean from the pre interview survey mean) resulted in larger absolute differences in the experimental condition than in the control condition, indicating that the mindset intervention changed beliefs in the desired direction more in the experimental condition.
Table 4.1

Means, standard deviations and mean differences for the programming beliefs before and after the incremental mindset intervention and control activity (top) and for the general and effort beliefs (bottom).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Experimental (N = 24)</th>
<th>Control (N = 23)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pre</td>
<td>Post</td>
</tr>
<tr>
<td>Entity programming beliefs</td>
<td>3.70 .30</td>
<td>4.48 .85</td>
</tr>
<tr>
<td>Incremental programming beliefs</td>
<td>2.73 .69</td>
<td>2.14 .86</td>
</tr>
<tr>
<td>Entity general beliefs</td>
<td>3.80 .98</td>
<td>4.61 .98</td>
</tr>
<tr>
<td>Incremental general beliefs</td>
<td>2.88 .72</td>
<td>2.14 .90</td>
</tr>
<tr>
<td>Entity effort</td>
<td>3.77 .57</td>
<td>4.40 .79</td>
</tr>
<tr>
<td>Incremental effort</td>
<td>2.36 .80</td>
<td>2.04 .66</td>
</tr>
</tbody>
</table>
To verify the impact of the intervention on programming beliefs, two two-way mixed ANOVAs were conducted with the programming beliefs as the dependent variable (one ANOVA for entity and one for incremental belief), condition (experimental vs. control) as the between-subjects independent variable, and point in time (pre and post intervention) as the within-subjects independent variable. Of primary interest here is the interaction between condition and point in time, and this was significant in both analyses (see top part of Table 4.3). Participants in the experimental condition experienced a larger change in their mindset than those in the control condition, becoming less entity oriented and more incremental oriented, respectively (see Figure 4.8).

Table 4.2

<table>
<thead>
<tr>
<th>Variable</th>
<th>t-test</th>
<th>Sig. (2-tailed)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entity programming beliefs</td>
<td>1.20</td>
<td>.236</td>
</tr>
<tr>
<td>Incremental programming beliefs</td>
<td>.47</td>
<td>.638</td>
</tr>
<tr>
<td>Entity general beliefs</td>
<td>.17</td>
<td>.868</td>
</tr>
<tr>
<td>Incremental general beliefs</td>
<td>.20</td>
<td>.841</td>
</tr>
<tr>
<td>Entity effort</td>
<td>.85</td>
<td>.398</td>
</tr>
<tr>
<td>Incremental effort</td>
<td>1.66</td>
<td>.104</td>
</tr>
</tbody>
</table>

*df* = 45
Figure 4.8. Interaction between time and condition for change in entity and incremental programming beliefs

For exploratory purposes, to see whether the intervention had an effect on participants’ general mindset and effort beliefs, we conducted four more two-way mixed ANOVAs with these beliefs as the dependent variable, i.e., entity general mindset / general mindset incremental / entity effort beliefs / incremental effort belief (in each ANOVA, condition was the between-subjects independent variable, and point in time was the within-subjects independent variable). For general mindset beliefs, the results were similar to those for the programming beliefs, with participants in the experimental condition experiencing a significantly larger shift in mindset (e.g., reducing their belief in entity theory, see bottom part of Table 4.3). We found a trend that participants reduced their belief in entity-effort belief more in the experimental condition than control (the intervention did not significantly impact incremental effort belief). The rest of the interaction graphs are in Appendix K.
4.2.2 Impact on persistence

To examine the impact of the mindset intervention on persistence, we extracted the time participants dedicated to the programming activities (tutorials, similar, and transfer exercises). As shown in Table 4.4, overall mean time in the experimental condition was higher than in the control condition. To assess the effect of the incremental mindset intervention on the time spent in the programming activities, we ran a two-way mixed ANOVA, with the time dedicated as the dependent variable, condition (experimental vs. control) as the between-subjects independent variable, and the programming activity (tutorial, similar exercise and transfer exercise) as the within-subjects independent variable. There was a marginally significant main effect of condition on the total time that participants dedicated to the programming activities ($F(1, 45) = 3.87, p = .055, \eta^2 = .08$) indicating that participants spent more time in the experimental condition than in the control condition. We did not find evidence that condition interacted with programming activity to impact the amount of time spent as indicated by the lack of significant interaction
between condition and programming activities on time spent on task $F(2, 45) = .11$, $p = .893$, $\eta^2 < .01$.

Thus, overall our results provide some evidence that the incremental manipulation increased persistence devoted to the programming activities. We also checked time devoted to each activity, with a focus on the transfer activity. We designed the transfer activity to be more challenging and this was verified by our analysis - there was a significant main effect of activity on time ($F(2, 45) = 108.40$, $p < .001$; $\eta^2 = .71$), and participants spent longer on the transfer exercise than the similar exercise ($p < .001$) suggesting that participants found the transfer exercise more difficult. However, we recognize that time alone is not sufficient to determine difficulty and our subsequent analysis on performance provides further evidence for the difficulty of the transfer exercise.

### 4.2.3 Impact on programming performance

To evaluate the impact of the incremental mindset intervention on participants’ programming performance, we scored the two exercises using the method described above. Table 4.5 presents the score means and standard deviations as a function of condition. As expected the mean scores were higher for the similar exercise than the transfer exercise. This was confirmed by a two-way mixed ANOVA, with score as the dependent variable,
condition (experimental vs. control) as the between-subjects independent variable, and the type of programming exercise (similar and transfer) as the within-subjects independent variable. Specifically, there was a significant main effect of exercise on score ($F(1, 45) = 12.31, p = .001, \eta^2 = .20$) indicating that collapsed across condition higher scores were obtained for the similar exercise than for the transfer exercise and suggesting that transfer exercise was indeed harder than the similar one.

Of primary interest was whether condition influenced how participants’ performed on the programming activities. We did not find evidence of an impact. The main effect of condition on score was not significant ($F(1, 45) = 1.15, p = .289; \eta^2 = .03$) and neither was the interaction between condition and score ($F(1, 45) = .00, p = .989, \eta^2 < .01$).

### 4.2.4 Influence of prior programming experience

During the random assignment of participants to conditions, we controlled for key variables (such as gender and recruitment source). We did not control for prior programming experience because we aimed to recruit participants with little or no experience, and because matching across multiple variables would have been impractical. However, by chance, more naïve programmers, ones with self-reported “none” as the

<table>
<thead>
<tr>
<th>Programming Exercise Score</th>
<th>Experimental</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M</td>
<td>SD</td>
</tr>
<tr>
<td>Similar</td>
<td>8.29</td>
<td>3.36</td>
</tr>
<tr>
<td>Transfer</td>
<td>6.68</td>
<td>3.20</td>
</tr>
</tbody>
</table>
programming background, were assigned to the experimental condition (see Table 4.6). Therefore, to investigate whether this influenced our results we conducted an exploratory analysis, where we added prior experience (none, some) to a model that also contained condition. Our primary interest was to see whether condition and prior experience interacted with each other to impact the outcome variable in each of the three analyses performed: analysis 1 - change in belief, analysis 2 - impact on persistence, analysis 3 - impact on performance. Note that these analyses mirror the three done above (except that we now include prior experience in the model). To simplify the reporting of the results, we collapsed across multiple instances of the dependent measure for all three analyses, using the difference in entity programming beliefs for analysis 1, the total time dedicated in analysis 2, and the total score for analysis 3.

To assess the joint effect of prior experience and condition on change in belief (analysis 1), we ran a between subjects ANOVA, with difference in entity programming beliefs (post minus pre) as the dependent variable and, as previously mentioned, prior programming experience and condition as the two factors. Focusing on the interaction, we did not find evidence that prior programming experience interacted with condition ($F (1, 43) = 1.44, p = .237, \eta^2 = .03$).

To assess the joint effect of the prior experience and condition on the total time spent in programming activities (analysis 2), we ran a second between subjects ANOVA. The
total time spent on programming activities was the dependent variable, and as above, prior programming experience and condition were the two factors. We found a marginally significant interaction between prior programming experience and condition on the total time on task ($F(1, 43) = 3.17, p = .082, \eta^2 = .26$). As shown in Figure 4.9, participants in the experimental condition who had no prior programming experience dedicated the most time to their activities overall and more than their peers in the same condition but with some programming experience. In contrast, participants in the control condition, regardless of their programming experience, dedicated similar amounts of time to their programming activities – and of key note, less than those with no programming experience in the experimental condition.

Finally, to assess the joint effect of prior experience and condition on total score (analysis 3), we ran a third between subjects ANOVA, with total score as the dependent variable, and prior programming experience and condition as the two factors. Here, the interaction between condition and prior programming experience on the total score participants obtained was not significant ($F(1, 43) = .50, p = .484, \eta^2 = .01$), suggesting that our prior result related to the lack of condition’s impact on scores was not biased by prior programming experience.

In sum, this additional exploratory analysis showed that the slight imbalance that participants had in prior programming experience, assigned by chance between conditions, did not influence the change in beliefs (analysis 1) nor the scores (analysis 3). While the prior experience did have an effect on time spent, this was only the case for the experimental condition, which is an encouraging findings, since it suggests the intervention may have helped to increase persistence.
4.2.5 Overall summary

The key outcomes of the incremental mindset intervention were that it significantly reduced the endorsement of the entity programming (and general ability) beliefs, which in turn marginally increased persistence as measured by time on task. However, this did not translate to improvement in performance.

Figure 4.9. Interaction between prior programming experience and condition on total time dedicated to the programming activities
Chapter 5

Discussion

A key result of our work is that the incremental mindset intervention made participants become significantly less entity oriented in terms of their beliefs in ability for the programming domain (.6 to .8 absolute points), as compared to the control, and larger effect sizes\(^5\) in comparison to prior work. Some prior work\(^6\) has also successfully manipulated participants’ beliefs, reducing their belief that ability is not malleable, with lasting effects from 2 weeks to up to eight months (Yeager et al., 2016). However, as will be highlighted by our review below, this other work has predominately employed multiple sessions and required more time. Much less work exists on the effectiveness of shorter mindset interventions and so our work contributes to the field by evaluating such an intervention.

Cutts et al. (2010) implemented a mindset intervention in the programming domain for students learning to program in python (presumably college participants, although the authors are not explicit about participants’ demographics). During the first four weeks of the school semester, tutors dedicated the first 10 to 15 minutes of the two hour weekly lab sessions to the intervention. After seven weeks, students who received the intervention

\(^5\) In our study, for the change from pre to post in each conditional separately, our Cohen’s d was .8 or bigger - prior work for that type of comparison reported \(d = .66\). For the comparison between experimental and control using the differences from pre to post, our Cohen’s d was larger than .45 for all significant findings; prior work for same comparison reported \(d = .39\). See Appendix J.

\(^6\) Using also 1 to 6 point Likert scales
became significantly more incremental in their beliefs\textsuperscript{7} whereas those in the control condition became more entity-oriented over time. Cutts and his colleagues (2010) argue that this latter result might be due to ample opportunities for errors students have when learning to program. Therefore, “students may get stuck at many different stages and could interpret this to mean that they do not have the ability.” (p. 4). These results are also consistent with other work that aimed to affect general mindset (rather than domain specific mindset). For instance, Blackwell et al. (2007) implemented a mindset intervention consisting of eight 25 minute workshops each among 7\textsuperscript{th} graders. This intervention made students oriented more towards the incremental mindset (by approximately .6 absolute points; and $d = .66$ for the experimental condition). Another example comes from Yeager et al. (2014), who aimed to change participants’ belief in theories of personality via a mindset intervention that like in our work was a short intervention (roughly 25 minutes). The mindset intervention altered students’ implicit theories, leading to lower entity theories of personality (by about .5 absolute points; $d = .39$) compared to participants in the control group. Other researchers have also found a positive impact of the mindset intervention on students’ incremental and entity beliefs, such as Aronson et al. (2002), Good et al. (2003) and Paunesku et al. (2015) (although these works do not explicitly report the values that mindset shifted by as a result of the intervention). In sum, the vast majority of prior work demonstrated that incremental interventions are effective for promoting a reduction of entity beliefs.

\begin{footnotesize}
\textsuperscript{7} Change was in about 0.4 absolute points – while the exact range of the Likert scale was not specified, the standard is to use scales that range from 1 - 6
\end{footnotesize}
In our work, the effect of the intervention on participants’ beliefs in terms of making them less entity oriented was bigger than reported belief shifts in prior work (Blackwell et al., 2007; Yeager et al., 2016). Our results are also promising given that in contrast to the majority of other studies, our intervention was short and delivered in a single session. Importantly, previous work (Robins & Pals, 2002) has found that implicit theories are relatively stable over time, and that although they can be changed via interventions (Aronson et al., 2002; Blackwell et al., 2007) once changed, they do not spring back (Yeager et al., 2014).

While it is encouraging that our intervention influenced participants’ beliefs in their own programming ability, it is also important to look for associations between belief and behaviors, both self-reported and actual. On the self-report side, prior research (Blackwell et al., 2007) found that participants who endorse incremental beliefs also self-reported more positive beliefs about the value of effort. Consistent with these findings, but on the entity side, our online results found a strong correlation between entity programming beliefs and entity effort. In addition, prior work has also shown that participants exposed to incremental interventions have self-reported to be more likely to invest more effort in comparison to their control peers. As observed by Hong et al. (1999, Study 3) students self-reported to be more likely to take remedial courses (deploy effort) after being exposed to an incremental condition than their control peers (and after having received negative performance feedback). However, since self-reports are not always accurate, it is important to also examine its impact on actual behaviors, as we did. Our results related to actual behaviors showed that after being exposed to the incremental intervention, participants spent marginally longer on their programming activities than their control peers. Putting
all these findings together, our incremental intervention encouraged participants to adopt more positive beliefs in the value of effort, which may have motivated them to spend longer on the programming activities than their control peers. We verified that this result related to time on task was not driven by the presence of slightly more participants with no experience in the experimental than in the control condition. We found some indication that the intervention actually increased time on task the most for novice programmers, which is particularly promising.

While the mindset intervention may have encouraged persistence, this did not translate to performance: there was no difference between conditions in terms of the scores for the programming activities. This was not consistent with prior work by Blackwell et al. (2007) and Paunesku et al. (2015) – however, in those studies performance was measured as grades over the semester, and there was a positive correlation found between performance and mindset. In contrast to these studies but consistent with our work in the programming domain, Cutts et al. (2010) showed that over a period of six weeks, the growth mindset intervention changed students’ mindsets but that this alone was not enough to improve test scores. Cutts argue that “one possible reason for this is that the computer science atmosphere is one where a growth mindset may be challenged repeatedly. Students come up against failure regularly, more than in most other subjects.” (p.4). This argument has also been suggested by Murphy and Thomas, (2008) who mentioned that students learning to program “face many challenges and a barrage of negative feedback: unfamiliar tools and environments, cryptic syntax and run time error messages, and incorrect output caused by elusive logic errors.” These circumstances may make entity mindsets “to likely interpret excessive negative feedback as a challenge to their intelligence and to avoid
similar situations in the future.” (p. 272). As described by Perkins (1986), while some novice programmers take “the inevitable occurrence of bugs in stride”, others “became frustrated every time they encounter a (program) problem.” (p. 267). In addition, Cutts et al. (2010) findings showed that an improvement in scores was observed only when the mindset intervention was supplemented with incremental messages containing detailed feedback for each task assigned.

Grant & Dweck (2003) found that differences in performance between entity and incremental theorists are observed in the face of challenge and failure; in face of success, both entity and incremental mindsets keep their belief and achieve similar performance (Diener & Dweck 1978; Dweck 1999). Therefore, it is unlikely that situations of repeated success will modify peoples’ beliefs. The programming tasks in our research were designed to be challenging and likely did involve some implicit setbacks, for instance when programs did not work as expected. However, the tasks did not put participants in an explicit failure situation, since they were not given explicit performance feedback. Thus, this absence of explicit negative performance feedback may provide a possible explanation for the lack of a significant effect in performance. Another possibility relates to time. Specifically, prior research found improvement in performance over a longer period of time than an experimental lab session. For instance, impact on performance was observed after one semester and up to two years, with academic performance improving (Paunesku et al., 2015), slowing down its decrease (Yeager et al., 2014) or even reversing a decrease (Blackwell et al., 2007). Thus, while immediate differences in implicit theories might be observed, impact on performance may require an incubation period to show improvements. In general, more research is needed to test this hypothesis.
Another possibility why performance was not impacted by the incremental mindset intervention might be because there may be a misalignment between what participants self-report (e.g., belief in value of effort and persistence) and what they exhibit as their actual behaviors. In our study, we did find some indications of an alignment between self-reported effort and behaviours, as participants dedicated more time to programming activities after an incremental intervention. However, this effort did not result in better performance, perhaps because participants did not possess the academic strategies and expertise needed to improve their performance or because they were not aware they failed. In sum, there are a number of reasons (such as the lack of explicit negative feedback, the absence of incremental messages reminders, or the potential need for “incubation time”) that might explain why our intervention did not impact participants’ performance.

We did not find that our results for the distribution of the general ability beliefs were consistent with previous reports. While this may be due to differences in the way these distributions were computed, we aimed to replicate as best as possible prior methods. Other potential explanations for these differences include differences in the population (e.g., Hong et al.’s (1999) participants were Chinese students), or differences in ages (Blackwell et al.’s (2007) participants were junior high school students). A final possibility relates to the natural evolution of these beliefs, where in today’s society, people hold a more mixed approach than 10-20 years ago.

A final note

As previously mentioned, one way in which research in mindset interventions have been implemented is through school studies (Blackwell et al., 2007) - the other way has been via studies under controlled laboratory environments (Hong et al., 1999). Each has
advantages and disadvantages. School studies increase ecological validity but don’t easily support experimental control or provide opportunities to measure fine grained details, such as time students dedicate to particular task, or how this metric is impacted by the incremental interventions. Lab studies address some of these limitations but to date have not relied on authentic educational activities and moreover, they typically have relied on self-reports rather than actual behaviors. In fact, to the best of our knowledge, there is no prior research that has measured the impact of an incremental mindset intervention on actual behaviors under laboratory conditions using authentic academic activities in the programming domain. One of our contributions is that we addressed this gap by having controlled laboratory conditions using a real academic activity (although we acknowledge that we lost some ecological validity through our design). Our study showed that (1) the incremental mindset intervention reduced entity beliefs, (2) the intervention had an effect (albeit marginal) on persistence. However, participants exposed to the incremental intervention did not exhibit a higher performance than their control peers. Thus, more targeted domain-specific support may be needed to improve performance and learning, over and beyond what the tutorials in the present work provided. In general, while mindset interventions certainly hold potential, they should complement rather than replace domain-based interventions.

5.1 Limitations and Future work

Prior work has reported improvements in performance in certain populations, such as students at risk (such African-American in Aronson et al., 2002) and underperforming students (Paunesku et al., 2015). We aimed to control for prior experience by screening participants to only include ones who self-reported having little or no previous
programming practice. However, we did not tightly control for previous participants’ programming performance as we did not use a programming pre-test, which might have reduced our power to detect effects. Since our study was already fairly long, adding a pre-test requires moving to a multi session study, something that future work could do.

Another limitation is that our research did not test the long term impact of the intervention on the change of beliefs and performance (e.g., did students decrease in entity beliefs hold after several weeks or months following the study?). This would have been interesting to assess via a delayed mindset survey and a delayed programming activity evaluation. Prior work has shown that sometimes impact is only observed in delayed evaluations (Van Gog & Kester, 2012). However, this work was not in the mindset domain, and so it would be interesting to explore the effects of this technique in the context of an incremental intervention.

As far as modeling the relationships between variables (phase 1), our work was limited to fairly basic regression analyses. Prior work used more sophisticated structural equation modeling (Blackwell et al., 2007), which has the potential to shed further light on the data. Our research did not perform structural equation modeling, as we did not collect outcome variables for the online survey which was the largest data set we needed to run such analysis. Future work could address this constraint.

In terms of the measures we choose, another potential limitation relates to the way we operationalized persistence, because it does not take into account success. Thus, a compound metric could have been also used, by creating an index which considered not only the time participants spent to their programming activities (as we did), but also their failure or success. In general, we used a basic measure of persistence, i.e., time advocated
to the programming activities participants engaged in. It would be also interesting to do content analysis of the videos we screen recorded from participants’ actual behaviors during their programming activities, to get more in-depth understanding of what was happening and to see where participants were devoting time (and why this did not translate to performance benefits).
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Appendix A

Implicit theories effect on academic outcomes

<table>
<thead>
<tr>
<th>Related factor influenced</th>
<th>Implicit theory or mindset</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Entity</td>
</tr>
<tr>
<td>Challenges</td>
<td>Avoid</td>
</tr>
<tr>
<td>Obstacles</td>
<td>Not persist</td>
</tr>
<tr>
<td>Goal orientation</td>
<td>Mastery goals</td>
</tr>
<tr>
<td>Effort</td>
<td>Negative value; avoid</td>
</tr>
<tr>
<td>Feedback</td>
<td>Avoid; discard</td>
</tr>
<tr>
<td>Success of others</td>
<td>Feel threatened</td>
</tr>
<tr>
<td>As a result</td>
<td>Achieve higher success</td>
</tr>
</tbody>
</table>
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Online Survey

Demographic questions

Please select your major
- Cognitive Science
- Computer Science
- Biology
- Chemistry
- History
- Other, please specify ______________________

What year are you in at Carleton?
- First
- Second
- Third
- Fourth
- Other, please specify ______________________

Please select your gender
- Male
- Female
- Prefer not to answer

Please specify your age

Please select your ethnicity
- Caucasian/European descent
- Aboriginal (North American Indian, Métis or Inuit)?
- Arab (e.g., Saudi, Egyptian, Iraqi, Lebanese, Palestinian, Syrian etc.)
- Black (e.g., African, African American, African Canadian, Caribbean)
- East Asian (e.g., Chinese, Japanese, Korean, Polynesian)?
- Latin American?
- South Asian (e.g., Indian, Pakistani, Sri Lankan, Bangladeshi)
- Southeast Asian (e.g. Burmese, Cambodian, Filipino, Indonesian, Laotian, Malaysian, Thai, Vietnamese)?
- West Asian (Afghan, Armenian, Iranian, Israeli, Turks etc.)
- Other: ______________________
- Prefer not to answer

Are you a native English speaker?
- Yes
- No
- Prefer not to answer
Appendix B

Online Survey

Prior programming experience questions

How much experience do you have with computer programming?
✓ None (never done it)
✓ Some (Took a course in high school but haven’t done since then)
✓ A lot (took two or more courses and/or write programs for fun)

Have you ever used any visual computer programming tool?
✓ Yes, please specify __________________________
✓ No

Have you ever used Snap!?  
✓ Yes
✓ No
### Appendix B

Online Survey

Items from the student questionnaire, in blue incremental items, in purple entity items

<table>
<thead>
<tr>
<th>General Beliefs</th>
</tr>
</thead>
<tbody>
<tr>
<td>You have a certain amount of intelligence, and you can’t really do much to change it</td>
</tr>
<tr>
<td>No matter how much intelligence you have, you can always change it quite a bit</td>
</tr>
<tr>
<td>Your intelligence is something about you that you can’t change very much</td>
</tr>
<tr>
<td>No matter who you are, you can significantly change your intelligence level</td>
</tr>
<tr>
<td>You can learn new things, but you can’t really change your basic intelligence</td>
</tr>
<tr>
<td>You can change even your basic intelligence level considerably</td>
</tr>
<tr>
<td>To be honest, you can’t really change how intelligent you are</td>
</tr>
<tr>
<td>You can always substantially change how intelligent you are</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Programming Beliefs</th>
</tr>
</thead>
<tbody>
<tr>
<td>You have a certain amount of computer programming ability and you can’t really do much to change it</td>
</tr>
<tr>
<td>No matter how much computer programming ability you have, you can always change it quite a bit</td>
</tr>
<tr>
<td>Your computer programming ability is something about you that you can’t change very much</td>
</tr>
<tr>
<td>No matter who you are, you can significantly change your computer programming ability</td>
</tr>
<tr>
<td>You can learn new things, but you can’t really change your basic computer programming ability</td>
</tr>
<tr>
<td>You can change even your basic computer programming ability considerably</td>
</tr>
<tr>
<td>To be honest, you can’t really change how much computer programming ability you have</td>
</tr>
<tr>
<td>You can always substantially change how much computer programming ability you have</td>
</tr>
</tbody>
</table>
Appendix B

Online Survey

Items from the student questionnaire, in blue incremental items, in purple entity items

<table>
<thead>
<tr>
<th>Learning Goals</th>
</tr>
</thead>
<tbody>
<tr>
<td>An important reason why I do my school work is because I like to learn new things</td>
</tr>
<tr>
<td>I like school work best when it makes me think hard</td>
</tr>
<tr>
<td>I like school work that I'll learn from even if I make a lot of mistakes</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Performance Approach Goals.</th>
</tr>
</thead>
<tbody>
<tr>
<td>I like school work best when I can do it perfectly without any mistakes</td>
</tr>
<tr>
<td>The main thing I want when I do my school work is to show how good I am at it</td>
</tr>
<tr>
<td>I like school work best when I can do it really well without too much trouble</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Performance Avoidance Goals.</th>
</tr>
</thead>
<tbody>
<tr>
<td>It’s very important to me that I don’t look stupid in class</td>
</tr>
<tr>
<td>An important reason I do my schoolwork is so I won’t embarrass myself</td>
</tr>
<tr>
<td>An important reason I do my work for class is so others won't think I'm dumb</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Effort Beliefs</th>
</tr>
</thead>
<tbody>
<tr>
<td>The harder you work at something, the better you will be at it</td>
</tr>
<tr>
<td>When something is hard, it just makes me want to work more on it, not less</td>
</tr>
<tr>
<td>If you don’t work hard and put in a lot of effort, you probably won’t do well</td>
</tr>
<tr>
<td>If an assignment is hard, it means I’ll probably learn a lot doing it</td>
</tr>
<tr>
<td>To tell the truth, when I work hard at my schoolwork, it makes me feel like I’m not very smart</td>
</tr>
<tr>
<td>It doesn't matter how hard you work -if you’re not smart, you won’t do well</td>
</tr>
<tr>
<td>If you’re not good at a subject, working hard won’t make you good at it</td>
</tr>
<tr>
<td>If a subject is hard for me, it means I probably won't be able to do really well at it</td>
</tr>
<tr>
<td>If you’re not doing well at something, it’s better to try something easier</td>
</tr>
</tbody>
</table>
Appendix C

Thank you e-mail

Dear participant,

Thank you for your interest in participating in laboratory session of the study titled "Investigating Beliefs in Ability".

Because we are looking for participants with a certain response profile, at this time you are not eligible for participating in the next phase - but we will be in touch if anything changes.

Have a great day!
Appendix D

Follow-up instructions e-mail

Dear participant,

Thank you for filling in the survey – you qualify for the laboratory session, held in a research lab at Carleton University (VSIM building).

The study takes 2 hours and compensation is $20. In the study, you will be asked to read a brief text, fill in a questionnaire and do some problem solving activities. No prior experience is required.

Available slots are in the following google calendar: Research Calendar - Investigating Beliefs in Ability. https://calendar.google.com/calendar/embed?src=calendar.iba%40gmail.com&ctz=America/Toronto

Please send your top two preferences in that order (day, time) to jakelinegcelsing@gmail.com. The researcher will confirm the date and send you directions to the research lab.

Should you have any comments or questions, please do not hesitate to contact the researcher at: jakelinegcelsing@gmail.com

Thank you again for your interest!
The Investigating Beliefs in Ability Team
Appendix E

Research paper for control condition

Habits You can Use to Study More Efficiently

Research Shows new Ways Students can Improve their Grades

The key to becoming an effective student is learning how to study smarter, not harder. This becomes more and truer as you advance in your education. An hour or two of studying a day is usually sufficient to make it through high school with satisfactory grades, but when college arrives, there aren't enough hours in the day to get all your studying in if you don't know how to study effectively.

1 http://www.educosuccess.com/habits-of-successful-students.html
https://www.stembridge.co.uk/blog/study-tips/study-tips-for-winter

While some students are able to breeze through school with minimal effort, this is the exception. The vast majority of successful students achieve their success by developing and applying effective study habits. The following are the top 20 study habits employed by highly successful students. So if you want to become a successful student, don't get discouraged, don't give up, just work to develop each of the study habits below and you'll see your grades go up.

1. Don't attempt to cram all your studying into one session.

Even if you're all caught up with your studies, creating a weekly routine, where you set aside a period of time a few days a week to review your courses will ensure you develop habits that will enable you to succeed in your education long term.

2. Plan when you're going to study.

Successful students schedule specific times throughout the week when they are going to study -- and then they stick with their schedule. Students who study sporadically and whimsically typically do not perform as well as students who have a set study schedule.

3. Study at the same time.

Not only is it important that you plan when you're going to study, it's important you create a consistent, daily study routine. When you study at the same time each day and each week, your studying will become a regular part of your life. You'll be mentally and emotionally more prepared for each study session and each study session will become more productive. If you have to change your schedule from time to time due to unexpected events, that's okay, but get back on your routine as soon as the event has passed.
4. Each study time should have a specific goal.

Simply studying without direction is not effective. You need to know exactly what you need to accomplish during each study session. Before you start studying, set a study session goal that supports your overall academic goal (i.e. memorize 30 vocabulary words in order to ace the vocabulary section on an upcoming Spanish test.)

5. Never procrastinate your planned study session.

It's very easy, and common, to put off your study session because of lack of interest in the subject, because you have other things you need to get done, or just because the assignment is hard. Successful students do not procrastinate studying. If you procrastinate your study session, your studying will become much less effective and you may not get everything accomplished that you need to. Procrastination also leads to rushing, and rushing is the number one cause of errors.

6. Start with the most difficult subject first.

As your most difficult assignment or subject will require the most effort and mental energy, you should start with it first. Once you've completed the most difficult work, it will be much easier to complete the rest of your work. Believe it or not, starting with the most difficult subject will greatly improve the effectiveness of your study sessions, and your academic performance.

7. Always review your notes before starting an assignment.

Obviously, before you can review your notes you must first have notes to review. Always make sure to take good notes in class. Before you start each study session, and before you start a particular assignment, review your notes thoroughly to make sure you know how to complete the assignment correctly. Reviewing your notes before each study session will help you remember important subject matter learned during the day, and make sure studying targeted and effective.

8. Make sure you're not distracted while you're studying.

Everyone gets distracted by something. Maybe it's the TV. Or your family. Or maybe it's too quite. Some people actually study better with a little background noise. When you're distracted while you're studying you (1) lose your train of thought and (2) you're unable to focus -- both of which will lead to very ineffective studying. Before you start studying find a place where you won't be disturbed or distracted. Some people this a quite cubical in the recesses of the library.
9. Use study groups effectively.

Ever heard the phrase "two heads are better than one"? Well this can be especially true when it comes to studying. Working in groups enables you to (1) get help from others when you're struggling to understand a concept, (2) complete assignments more quickly, and (3) teach others whereby helping both the other students and yourself to internalize the subject matter. However, study groups can become very ineffective if they're not structured and if groups members come unprepared. Effective students use study groups effectively.

10. Review your notes, schoolwork and other class materials over the weekend.

Successful students review what they've learned during the week over the weekend. This way they're well prepared to continue learning new concepts that build upon previous coursework and knowledge acquired the previous week.

11. Tell a tale.

Turning the details you need to remember into a crazy story helps make the information more meaningful. For example, if you need to remember the order of some mathematic operations such as “PEMDAS”, try this way:

Philip (P) wanted to eat (E) his friend Mary (M) but he died (D) from arsenic (AS) poisoning.

12. Move around.

Research suggests studying the same stuff in a different place every day makes us less likely to forget that information. Every time we move around (from the library to the coffee shop or the coffee shop to the toilet seat), we are study the same material so it will be more likely to remember it under different circumstances, for instance, during the exam.

13. Put yourself to the test.

Quizzing ourselves may be one of the best ways to prepare for the real deal. And don’t worry about breaking a sweat while trying to remember the name of the 37th U.S. president (fyi, it’s Nixon): The harder it is to remember a piece of information in practice mode, the more likely we are to remember it in the future.

14. Write it out.

Put those third-grade penmanship lessons to good use. Research suggests we store information more securely when we write it out by hand than when we type it. Start by recopying the most important notes from the semester onto a new sheet of paper.
15. Caffeine and alertness

Hit the local coffee shop for something caffeine filled (with limits of course); there’s lots of research suggesting coffee (and tea) keeps us alert, especially when nothing seems more exciting than the shiny gun wrapper on the library floor.

16. Treat yourself!

A healthy holiday cookie, a walk around the block, five minutes on Twitter—whatever floats your boat. Knowing there’s a little reward waiting for us at the end of just a few pages makes it easier to beat procrastination while slogging through a semester’s worth of notes.

17. Take a time out.

Taking time to plan is one of the most important skills a student can have. Don’t just start the week with the vague goal of studying for a history exam—instead, break up that goal into smaller tasks. Pencil it in on the calendar like a regular class. For example, allot every day from 1 to 3 p.m. to review 50 years’ worth of info.

18. Say “Om.”

Just before staring at a piece of paper for three hours, stare at a wall for three minutes. Research suggests meditation can reduce anxiety and boost attention span. While those studies focus mostly on regular meditation, there’s no harm in trying it out for a few minutes to calm pre-test jitters.


We’ve all been there, facing the siren call of a friend’s Facebook wall on the eve of a giant exam. If a computer is necessary for studying, try an app that blocks the Internet for a short period of time and see how much more you get done.

20. Learn what works.

Some people are early birds, some are night owls; some prefer to study with a pal, others need complete and total silence. Experiment to find what’s most effective for you, and then stick with it!

We’re confident that if you’ll develop the habits outlined above you’ll see an improvement in your academic success.
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Research papers for experimental condition

You Can Increase Your Intelligence

Research Shows the Brain Can Be Developed Like a Muscle

When individuals think about intelligence, many believe that a person is born with a certain amount of intelligence or ability and stays that way for life. To illustrate, how do you feel about your ability to do a challenging activity like math or computer programming? Do you believe you can learn these topics? Or do you instead feel that you just aren’t very good at them and that can’t be changed? In fact, research shows that the brain is like a muscle—it changes and gets stronger when people use it and learn new things. This especially applies to challenging topics that we are not initially good at—so anyone can improve their ability, even on topics they struggle with. Let’s look at some evidence for that claim.

1 based in part on: https://www.mindtools.com/websites/media/youcangrowyourintelligence.pdf

Everyone knows that when people lift weights, their muscles get bigger and people get stronger. A person who can’t lift 20 pounds when they first start exercising can get strong enough to lift 100 pounds after working out for a long time. That’s because the muscles become larger and stronger with exercise. At the same time, when people stop exercising, their muscles shrink and get weaker. That’s why people say “Use it or lose it.”

What about cognitive tasks – like math or computer programming – can we improve our ability for these? In short, yes. There is evidence that when we invest effort and time, brain regions change and become better connected, like muscles do when they are exercised. In fact, the communication among neurons (brain cells) is what allows people to think, solve problems, and master new activities. The more and better connections between the neurons, the higher one’s ability becomes – and as already pointed out, these connections can be developed with effort.

Brain Plasticity, Learning and Intelligence

This brain’s ability to change as a result of practice and learning is called plasticity or neuroplasticity. Thus, in addition to genetic factors, the effort invested plays a significant role in brain plasticity. So, as we said earlier, challenging experiences can stimulate certain areas of brain to increase the connectivity of its neurons, allowing people to increase their ability (i.e., intelligence).

How does age interact with plasticity? You may have already heard that when we are very young, are brains are plastic (able to form new connections). Newborn babies’ neurons have few neurons and few connections among them, but in their first years, their brains develop many new neurons and connections – for instance, toddlers have about 1,000 trillion connections. At this stage, the brain starts to optimize these connections: those that are most used get stronger, whereas those not used will start to fade.

![At birth](image1)

![At age 6](image2)

Figure 1. Growth of neuron connections in a child from birth to 6 years old
For adults, fairly recently the general assumption was that the human brain did not generate new neurons. However, in the 70's, the use of novel methods allowed researchers to identify that in fact neurons were generated in adulthood. For example, Eriksson et al. (1998) yielded considerable evidence that the mammalian brain, including that of humans, generates new neurons in the hippocampus, and that these were critical for people's ability to learn. On average, the hippocampus of a healthy adult can generate around 700 new brain cells (neurons) every day – and these neurons can travel to other areas of the brain, supporting all kinds of cognitive skills. Furthermore, Gould et al (1999) showed that this daily amount of new neurons in the hippocampus could be enhanced when one learns new skills or concepts. However, these new cells will not survive unless they are used, for instance, in the reinforcement of the learning processes. These changes associated with learning occur mostly at the level of the connections between neurons, this is at dendritic level, where new connections can be formed and the internal structure of the existing synapses and dendritic ramifications can change (see Figure 2).

This explains why initially, something like math or programming can be challenging, i.e., because we do not yet have the right connections between our neurons. If we are willing to persevere through challenges and practice the new skill, connections will form, and eventually the task will become easier and more automatic.

What did these early discoveries in the neurosciences show? They showed us that brains are indeed plastic and they can form new connections. These connections are critical because they are responsible for allowing us to improve our ability – to grow our intelligence! Let's look at some evidence of that.

Woollett and Maguire (2016) followed taxi driver candidates as they were trained to become licensed cab drivers. Over four years, when the candidates learned the complex layout of roughly 25,000 irregular London's streets, researchers recorded the grey matter intensity in the hippocampal area from the would-be taxi drivers before and after training. At the end of four years, researchers compared the candidates who qualified the exam, to two other groups (a control and those who failed). Their results showed that hippocampal volume in the grey matter of the brain significantly increased in the candidates who passed, but those who failed the exam, and in the control group, showed no changes (see Figure 3).

Interestingly, in other study by Woollett, Spiers, and Maguire, (2009) the opposite pattern of hippocampal grey matter volume was observed in retired taxi drivers, where these brain areas reduced their in volume, hinting that any changes acquired through learning might be reversed when one stops applying that cognitive skill.
This neuroplasticity capability can also be observed in the brains of bilinguals (Mechelli et al., 2004). Specifically, the left inferior parietal cortex is larger in bilingual brains than in monolingual brains. What is even more interesting is that even though most people think that learning a second language once they are adults is very hard, new research has found the opposite. Using PET scans to measure the activity in the brain, researchers found that when people did certain special exercises, areas of their brain that they had never used before became active and thus improved their ability to learn the new language. Thus, it is never too late to learn something new!

The sceptical reader may be thinking that anyone can learn a language, but not everyone can do certain academic topics. So what evidence do we have about ability related to challenging academic topics like math? There is a wealth of evidence that students who worked hard to improve their ability for topics like math did in fact improve their ability (Blackwell et al. 2013) — this was measured by improved grades (one study reported an average grade increase of a full letter grade), as well as other factors. The interesting thing is that some of the students initially thought they couldn’t learn the topic because they weren’t inherently good at it. This was not the case — effort was the key predictor of success.

All these examples demonstrate that neuroplasticity means that intelligence is malleable and improvable through practice and hard work — even for challenging topics that one initially struggles with. Put another way, ability for a given topic is not something we are born with — it is something we develop.

**The key to Growing the brain: Practice!**

Hence, just like the weightlifter, one can be a brain athlete by learning new things and practicing new skills. However, many people miss out the chance to grow a “stronger” brain because they think they cannot do it, or that it is too hard. When that happens, we have to remember that getting better at something is a matter of practice.

**Improving ability in academic contexts**

No one thinks toddlers are stupid because they can’t read. They just haven’t learned how to yet. But some people will label themselves or another student as not very smart (not a nice label) if they struggle with a topic like math or programming. We now know that it isn’t their lack of ability that makes them struggle, but lack of practice. Think back to the early years in elementary school — was there a student in your class who already knew how to manipulate fractions in math class and if so did you think they were “good at math”? What if you found out that their mom was a math professor and the student was good because they enjoyed working with their mom on the math exercises (and so they practised a lot)!

The key here to realize is that anyone could learn to do as well if they practice. Remember that the only difference between the “top” student and those other students is how much
they the former have practiced and build their brain connections.

Summing it up: New Ways to Think About Ability and Intelligence

1. Keep in mind the relationship between learning and “brain training.” The brain is like a muscle that needs to be trained—training will improve it.

2. Forget about “naturally smart.” People who are labeled as such are those who worked hard and practiced a lot in order to master the task they thought they were “good” at.

3. Redefine “genius.” The myth’s been busted; even geniuses have to work hard!

4. Use the word “yet.” Whenever you feel struggling with a task, just think that you haven’t mastered it yet. Practice, hard work, and the right strategies will help you master it.

5. Think realistically about time and effort. It takes time to learn.

6. Try different learning tactics. There is no one-size-fits-all model for learning. What works for one person may not work for you.

7. Pay attention to your own mistakes. Errors are signals that we can use as guides to know where we have not yet mastered a concept and what we need to improve.

8. Replace the word “failing” with the word “learning.” When you make a mistake or fall short of a goal, although you did not reach your goal, you still can learn how to do things differently, you are still learning and generating new connections in your brain.

9. View challenges as opportunities. When you expose yourself to challenging concepts or tasks, you have a unique opportunity to learn more. Leave the easy things for later and take the risk to master inspiring tasks now!

10. Re-interpreting the meaning of negative feedback as a positive opportunity. Do not take criticism as a signal of your intelligence—take it as a chance to improve yourself.

11. Take ownership over your attitude. Once you are aware that everyone can become smarter through practice and hard work, own it. Acknowledge yourself as someone who possesses the ability to learn and be proud to let this new approach guide you throughout your educational career.
Appendix F

Similar Exercise

**Programming Exercises**

These exercises are divided into two parts
This is Part One

You’ll have to fully finish the first part before moving to the second part

Please continue to the next page to start with the first part

---

**Programming Exercises**

Part One

Remember to let the researcher know when you finish.
Appendix F

Similar Exercise (cont.)

Exercise One

Please write in Snap, *exactly* the same Guessing Game you have been reviewing.

To get a hint on the correctness of your program, click [here](#).

Once you finish this exercise, let the researcher know so she can move you to the second part.

Exercise One

*You will know your activity is right when your program:*

1. Has a total of 10 lines and looks like the shape on the right.
2. Creates the secret number variable only once.
3. Keeps asking the user to guess the secret number until the user makes the right guess.
4. Depending on whether the user's guess is right or wrong, the program will display a different message.
5. The program ends when the user makes the right guess.

[To return to exercise one, click here](#).
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Transfer Exercise

Programming Exercises

Part Two

Remember to let the researcher know when you finish.

Part Two – Introduction

The “age” program shown on the Snap window stores a person’s initial age, and then increments that age by 1 year. Please run it now.

The following exercises involve modifying this “age” program shown in your Snap window. In case you need to start from scratch, the code for the “age” program is on the left side of the next page, that page also has the code for the “Guessing Game” program from the last exercise (on the right side), since parts of it may be useful.
Appendix F

Transfer Exercise (cont.)

Part Two – Age and Guessing Game codes

Age Code

- script variables age
- set age to 12
- say age for 2 secs
- set age to age + 1
- say age for 2 secs

Guessing Game Code

- script variables secret number
- set secret number to 0
- forever
- ask Guess my secret number and wait
- say answer for 2 secs
- if answer = secret number
- say Yes!!! You got it, that is my secret number for 2 secs
- stop all
- else
- say Nope, that is not my secret number for 2 secs

Please continue to the next page

Part Two – The three exercises

Please modify the “age” program in these three ways:

Exercise One: The “age” program increments the variable age only once. Change the program so that it keeps incrementing the variable “age” forever.

Exercise Two: Modify your program from exercise one, so that it stops incrementing age once it becomes 100.

Exercise Three: Modify your program from exercise two, so that the first thing it does is ask for a user’s name, and then have it displays that name each time it displays the age

Once you finish with these exercises, please let the researcher know.

Note. The transfer exercise was presented as three sub-exercises.
Appendix G

Participants’ instructions

Participant’s Instructions

The Programming Activities are divided in two parts. The first one—which is instructional, will last no more than 50 minutes and the second one—which are exercises, a maximum of 30 minutes.

To go through these programming activities just pretend that you are taking a programming class that has asked you to write a “Guessing Game” program.

This program will be written using a programming platform called Snap.

Snap is a visual programming language that lets you create programs by snapping blocks of instructions together.

To help you, we will provide 5 brief instructional videos that will explain how to write the “Guessing Game” using key programming topics (variables, user input, loops, and conditionals).

These 5 videos are in total, less than 20 minutes.

After watching each video, we ask you to practice the concepts presented in the video by replicating in Snap the same program as you saw in the video. When doing this mandatory post-video practice, you can also go back and forth in topics and videos watching them again, rewinding/forwarding etc.

However, it is up to you how much post-video practice you choose to do.

Just keep in mind that, for the instructional part, you will have up to 50 minutes to watch the videos and do your mandatory post-video practice. If you finish before, or feel ready to continue, please let the researcher know.

Once you finish the instructional part, (watching the videos and doing your mandatory post-video practice), you will be asked to do the exercises: writing your own program without any access to the videos. You will have an additional 30 minutes to do these exercises.

If you have any question or comments about the procedure, please ask the researcher now. During the programming session, she is not permitted to answer any questions related to the programming topics. However, in case you get in technical difficulties she can help you; for instance if the monitor screen becomes black.
<table>
<thead>
<tr>
<th></th>
<th>Description</th>
<th>Points</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A)</td>
<td>Declare a variable</td>
<td>0.50</td>
</tr>
<tr>
<td>(a.1)</td>
<td>if variable is not declared</td>
<td>-0.50</td>
</tr>
<tr>
<td>(B)</td>
<td>Initialize the variable</td>
<td>0.50</td>
</tr>
<tr>
<td>(b.1)</td>
<td>if variable is not initialized</td>
<td>-0.50</td>
</tr>
<tr>
<td>(b.1)</td>
<td>if variable is wrongly initialized</td>
<td>-0.25</td>
</tr>
<tr>
<td>(C)</td>
<td>Loop</td>
<td>0.50</td>
</tr>
<tr>
<td>(c.1)</td>
<td>if there is no loop</td>
<td>-0.50</td>
</tr>
<tr>
<td>(D)</td>
<td>Ask user to guess the secret number repeatedly</td>
<td>0.50</td>
</tr>
<tr>
<td>(d.1)</td>
<td>if no ask instruction is present</td>
<td>-0.50</td>
</tr>
<tr>
<td>(d.2)</td>
<td>if the ask is not inside the loop</td>
<td>-0.25</td>
</tr>
<tr>
<td>(E)</td>
<td>Say the secret number repeatedly; Say instruction, inside loop, answer oval</td>
<td>3.00</td>
</tr>
<tr>
<td>(e.1)</td>
<td>if there are no say instruction neither answer oval (inside or outside the loop)</td>
<td>-3.00</td>
</tr>
<tr>
<td>(e.2)</td>
<td>if the say instruction is not repeated</td>
<td>-1.00</td>
</tr>
<tr>
<td>(e.3)</td>
<td>if there is no answer oval</td>
<td>-1.00</td>
</tr>
<tr>
<td>(e.4)</td>
<td>if say and answer oval are wrongly used</td>
<td>-1.00</td>
</tr>
<tr>
<td>(e.5)</td>
<td>if say instruction is misplaced (i.e. before the ask instruction)</td>
<td>-1.00</td>
</tr>
<tr>
<td>(F)</td>
<td>If “answer = secret number”</td>
<td>3.00</td>
</tr>
<tr>
<td>(f.1)</td>
<td>if there is no conditional</td>
<td>-3.00</td>
</tr>
<tr>
<td>(f.3)</td>
<td>if there is a conditional but it is wrongly written; i.e., condition is not an &quot;=&quot;</td>
<td>-1.00</td>
</tr>
<tr>
<td>(f.2)</td>
<td>if the conditional is not inside the loop</td>
<td>-1.00</td>
</tr>
<tr>
<td>(f.4)</td>
<td>if the equity is not between the answer oval and the secret number</td>
<td>-1.00</td>
</tr>
<tr>
<td>(G)</td>
<td>Positive message is present when the condition is true</td>
<td>1.00</td>
</tr>
<tr>
<td>(g.1)</td>
<td>There is no positive message when the condition is true</td>
<td>-1.00</td>
</tr>
<tr>
<td>(H)</td>
<td>Stop the loop “if the user guess the secret number”</td>
<td>1.00</td>
</tr>
<tr>
<td>(h.1)</td>
<td>if there is no stop instruction</td>
<td>-1.00</td>
</tr>
<tr>
<td>(h.2)</td>
<td>stop instruction in the wrong place (not within the condition)</td>
<td>-0.50</td>
</tr>
<tr>
<td>(J)</td>
<td>Negative message is present when the condition is false (Else part)</td>
<td>1.00</td>
</tr>
<tr>
<td>(j.1)</td>
<td>there is no negative message when the condition is false</td>
<td>-1.00</td>
</tr>
<tr>
<td>Total points</td>
<td>11.0</td>
<td></td>
</tr>
</tbody>
</table>
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Grading scheme for transfer exercise

|   |   |  
|---|---|---
| (A) | Declare a variable | 0.50 |
| (a.1) | if variable is not declared | -0.50 |
| (B) | initialize the variable | 0.50 |
| (b.1) | if variable is not initialized | -0.50 |
| (b.2) | if variable is wrongly initialized | -0.25 |
| (b.3) | if variable is initialized more than once | -0.25 |
| (D) | Loop | 1.00 |
| (d.1) | if there is no loop | -1.00 |
| (E) | Increment the age by 1 repeatedly in a loop | 1.00 |
| (e.1) | if the logic of the increments makes the program crash | -1.00 |
| (e.2) | if there are no increments | -1.00 |
| (F) | Say the age after every increment (and keep the original say out of the loop) | 2.00 |
| (f.1) | if there is not any say instruction | -2.00 |
| (f.2) | if the two "say age" instructions are inside loop | -1.00 |
| (f.3) | if there is only one "say age" | -1.00 |
| (f.4) | if the 2nd "say age" is wrongly written | -1.00 |
| (C) | Ask for a person's name only once | 2.00 |
| (c.1) | if no ask instruction is present | -2.00 |
| (c.2) | if the ask instruction is more than once | -1.00 |
| (G) | Say the user's name repeatedly | 3.00 |
| (g.1) | if there are no say instruction neither answer oval (inside or outside the loop) | -3.00 |
| (g.2) | if the say instruction is not repeated | -1.00 |
| (g.3) | if there is no answer oval | -1.00 |
| (g.4) | if say and answer oval are wrongly used | -2.00 |
| (g.5) | if two "say-answer ovals" are inside the loop | -1.00 |
| (H) | Stop the loop “if the age is 100 stop” | 2.50 |
| (h.1) | if there is no instruction | -2.50 |
| (h.2) | if instruction is wrongly written | -1.00 |
| (J) | Stop the loop “if the age is 100 stop” | 0.50 |
| (j.1) | if there is no stop instruction | -0.50 |
| Total points | 13.0 |
## Appendix I

Means, standard deviation, and mean differences for the rest of the constructs evaluated

<table>
<thead>
<tr>
<th>Variable</th>
<th>Experimental (N=24)</th>
<th>Control (N=23)</th>
<th>Mean Difference Post vs Pre</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pre</td>
<td>Post</td>
<td>M</td>
</tr>
<tr>
<td>Performance approach goals</td>
<td>2.74</td>
<td>2.64</td>
<td>.93</td>
</tr>
<tr>
<td>Performance avoidance goals</td>
<td>3.64</td>
<td>3.89</td>
<td>1.00</td>
</tr>
<tr>
<td>Mastery goals</td>
<td>2.85</td>
<td>2.57</td>
<td>.80</td>
</tr>
<tr>
<td>Helpless attributions</td>
<td>4.02</td>
<td>4.14</td>
<td>.94</td>
</tr>
</tbody>
</table>
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Tables for effect sizes comparisons

Effect sizes related to the increase from pre to post in Cohen’s $d$

<table>
<thead>
<tr>
<th>Variable</th>
<th>Experimental</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entity programming beliefs</td>
<td>1.05</td>
<td>1.13</td>
</tr>
<tr>
<td>Incremental programming beliefs</td>
<td>1.25</td>
<td>1.04</td>
</tr>
<tr>
<td>Entity general beliefs</td>
<td>.84</td>
<td>1.01</td>
</tr>
<tr>
<td>Incremental general beliefs</td>
<td>1.31</td>
<td>.93</td>
</tr>
<tr>
<td>Collapsed general beliefs from Blackwell et al. (2007)</td>
<td>.66</td>
<td>.07</td>
</tr>
<tr>
<td>Entity effort</td>
<td>1.01</td>
<td>1.07</td>
</tr>
<tr>
<td>Incremental effort</td>
<td>1.02</td>
<td>1.04</td>
</tr>
<tr>
<td>Collapsed effort beliefs from Blackwell et al. (2007)</td>
<td>.48</td>
<td>.25</td>
</tr>
</tbody>
</table>

Effect sizes related to the conditional vs. control pre-post difference in Cohen’s $d$

<table>
<thead>
<tr>
<th>Variable</th>
<th>$d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entity programming beliefs</td>
<td>.66</td>
</tr>
<tr>
<td>Incremental programming beliefs</td>
<td>.65</td>
</tr>
<tr>
<td>Entity general beliefs</td>
<td>.78</td>
</tr>
<tr>
<td>Incremental general beliefs</td>
<td>.87</td>
</tr>
<tr>
<td>Collapsed general beliefs from Yeager et al. (2014)</td>
<td>.39</td>
</tr>
<tr>
<td>Entity effort</td>
<td>.50</td>
</tr>
<tr>
<td>Incremental effort</td>
<td>.25</td>
</tr>
</tbody>
</table>
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Interactions for change in belief constructs

**Figure 4.10** Interaction between time and condition for change in entity general beliefs

**Figure 4.11** Interaction between time and condition for change in incremental general beliefs
Appendix K (cont.)

Interactions for change in belief constructs

**Figure 4.12** Interaction between time and condition for change in entity effort beliefs

**Figure 4.13** Interaction between time and condition for change in incremental effort beliefs